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Improved image quality in pinhole SPECT by accurate modeling of the point spread function in low magnification systems
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Purpose: Single photon emission computed tomography (SPECT) has become an important noninvasive imaging technique in small-animal research. Due to the high resolution required in small-animal SPECT systems, the spatially variant system response needs to be included in the reconstruction algorithm. Accurate modeling of the system response should result in a major improvement in the quality of reconstructed images. The aim of this study was to quantitatively assess the impact that an accurate modeling of spatially variant collimator/detector response has on image-quality parameters, using a low magnification SPECT system equipped with a pinhole collimator and a small gamma camera.

Methods: Three methods were used to model the point spread function (PSF). For the first, only the geometrical pinhole aperture was included in the PSF. For the second, the septal penetration through the pinhole collimator was added. In the third method, the measured intrinsic detector response was incorporated. Tomographic spatial resolution was evaluated and contrast, recovery coefficients, contrast-to-noise ratio, and noise were quantified using a custom-built NEMA NU 4–2008 image-quality phantom.

Results: A high correlation was found between the experimental data corresponding to intrinsic detector response and the fitted values obtained by means of an asymmetric Gaussian distribution. For all PSF models, resolution improved as the distance from the point source to the center of the field of view increased and when the acquisition radius diminished. An improvement of resolution was observed after a minimum of five iterations when the PSF modeling included more corrections. Contrast, recovery coefficients, and contrast-to-noise ratio were better for the same level of noise in the image when more accurate models were included. Ring-type artifacts were observed when the number of iterations exceeded 12.

Conclusions: Accurate modeling of the PSF improves resolution, contrast, and recovery coefficients in the reconstructed images. To avoid the appearance of ring-type artifacts, the number of iterations should be limited. In low magnification systems, the intrinsic detector PSF plays a major role in improvement of the image-quality parameters. © 2015 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4905157]
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1. INTRODUCTION

Single photon emission computed tomography (SPECT) has become an important noninvasive imaging technique in small-animal research, allowing the in vivo measurement of concentrations of radiolabeled biomolecules in the various organs and tissues of laboratory animals. Ideally, the reconstructed image should reflect the true activity concentration. Much of the work on small-animal SPECT has focused on spatial resolution improvement using pinhole...
collimation, and a variety of strategies have been adopted in the development of new equipment. One of these uses clinical gamma cameras equipped with multiple pinhole collimators, which, due to their high magnification and high sensitivity, allows a high resolution to be achieved.\textsuperscript{3-6} Another involves the use of small cameras.\textsuperscript{7-10} These are low-cost systems, and due to their flexibility and size, they are suitable for molecular imaging multimodality. To compensate for the lower magnification inherent to small cameras, this system should allow the radius of rotation (ROR) to be fitted to the characteristics of the study, thereby improving resolution and sensitivity.

Most of the scientific literature on image quality in small-animal SPECT is based on a qualitative evaluation of the effective spatial resolution.\textsuperscript{3,5-9} Recently, some authors have focused their attention on the quantification of system resolution as well as other quantitative parameters related to image quality, such as absolute quantification,\textsuperscript{11-13} recovery coefficients (RC), and noise.\textsuperscript{12,14} These studies characterize the image-quality parameters as a function of reconstruction settings and of the correction of attenuation and scatter in the object. The effect of the reconstruction algorithms on quantification has also been studied. Previous studies have assessed the impact that accurate point spread function (PSF) modeling can have on image resolution.\textsuperscript{15,16} Vanhove et al.,\textsuperscript{15} showed that modeling the pinhole aperture led to a better trade-off between spatial resolution and noise in reconstructed images. Feng et al.,\textsuperscript{16} concluded that the modeling of the PSF including septal penetration increases resolution in reconstructed images for single-pinhole and multipinhole imaging. Although interesting, these studies were performed using high magnification equipment in which the intrinsic detector response is of less importance. For low magnification equipment, modeling intrinsic detector response would be expected to have a greater effect on resolution and also the quantification of other image-quality parameters. To the best of our knowledge, the effect of PSF modeling, including the intrinsic detector response, for low magnification scanners has not yet been studied in depth.

The aim of this study was to assess how an accurate modeling of the system PSF impacts on spatial resolution, contrast, recovery coefficients, contrast-to-noise ratio (CNR), and noise in reconstructed images, using a low magnification SPECT system consisting of a small gamma camera equipped with a pinhole collimator. Three methods were used to model the PSF. For the first, only the geometrical pinhole aperture was included in the PSF. In the second, septal penetration throughout the pinhole collimator was added, using a previously proposed attenuation model.\textsuperscript{17,18} In the third method, the intrinsic detector response was measured and incorporated.

2. METHODS

2.A. Reconstruction algorithm

A reconstruction method based on the ordered subsets expectation maximization (3D-OSEM) algorithm was implemented. The elements $a_{ij}$ of the system matrix, representing the contribution of voxel $i$ to bin $j$, were calculated by including the PSF of the collimator/detector system. As mentioned above, three methods were considered in the modeling of PSF.

The first (referred to as the G model) involved obtaining $a_{ij}$ by taking into account the geometrical aperture of the pinhole but not considering the intrinsic detector PSF (PSFi) or septal penetration throughout the pinhole collimator. To this end, the center of voxel $i$ was projected onto the surface of the detector and the coordinates of this projection point were determined. A circle centered on these coordinates was then considered, the diameter of which was the projection of the diameter of the pinhole aperture on the detector surface in the direction defined by the center of voxel $i$ and the center of the pinhole. The value of $a_{ij}$ was calculated as follows: (a) If the entire bin was included in the projected circle, the value of $a_{ij}$ was set to 1. (b) If the bin was only partially included in the projected circle, the value of $a_{ij}$ was set to the fraction of bin included in the projected circle. In all cases, the calculated values of $a_{ij}$ were normalized using a sensitivity value that took into account the penetration through the pinhole collimator\textsuperscript{19,20}

$$S \propto \frac{d^2}{16Z^2} \sin^2 \theta,$$

where $S$ is the ratio of $\gamma$-rays detected against the total number of $\gamma$-rays emitted isotropically from the source, $\theta$ is the incidence angle measured from the plane of the pinhole, $Z$ is the perpendicular distance from voxel $i$ to the plane of the pinhole, and $d$ is the diameter of the pinhole. A value for the sensitivity exponent $x$ was obtained from experimental acquisitions of sensitivity measurements. The sensitivity exponent $x$ of our equipment was found to be 4.3.

The second approach (referred to as the SP model) included the geometrical aperture of the pinhole collimator and septal penetration at the edges of the pinhole. The septal penetration was modeled following a method proposed by Accorsi and Metzler.\textsuperscript{17,18} The method is geometric and ignores scatter in the collimator. This is not a severe limitation as, according to the literature,\textsuperscript{22} for common low energy radioisotopes such as $^{99m}$Tc, scattered photons represent only a very small percent of the total number of photons detected. This approach is based on the hypothesis that a resolution-equivalent diameter can be defined as the diameter of an ideal pinhole with the same geometric resolution as the total resolution (geometric plus penetration) of the real pinhole. The radial (parallel to the direction of the tilt of the point source) and transversal (perpendicular to the radial direction) components must be treated differently, as follows:\textsuperscript{17}

$$d_{\alpha} = d + L_k \left( \tan \theta \frac{\alpha}{2} - \cot \theta \right) \cot \left( \frac{\alpha}{2} \right) \sin \theta,$$

$$d_{\alpha} = \sqrt{d^2 + L_k \tan \left( \frac{\alpha}{2} \right) \sin \theta}^2 - L_k^2 \cos^2 \theta,$$

where $d$ is the physical diameter of the pinhole, $\theta$ the incidence angle measured from the plane of the pinhole, $\alpha$ is the full acceptance angle of a knife-edge pinhole, and $L_k$ is the path length through the collimator that attenuates the number
of photons by a factor of \( k \) (\( \Delta L_k \equiv -\ln k/\mu \), \( \mu \) being the linear attenuation coefficient in the collimator). In this paper, a value of \( k = 0.5 \) was used.\(^5\) In our pinhole collimator, \( \alpha = 90^\circ \). A linear attenuation coefficient of \( \mu = 36.3 \text{ cm}^{-1} \) was considered for the 140 keV-energy photons of the \(^{99m}\text{Tc}\) in the tungsten alloy of the collimator. Modeling of septal penetration included the radial and transversal effective diameters described in Eqs. (2) and (3) of the G model.

In the third approach (referred to as the SP-PSFi model), detector response (PSFi) was also taken into account in the spatially variant PSF. The spatial resolution \( (R_0) \) of a pinhole collimator can be approximated by\(^21\)

\[
R_0^2 = \left[ R_{\text{PSF}} \left( \frac{Z}{L} \right) \right]^2 + \left[ d_e \left( 1 + \frac{Z}{L} \right) \right]^2, \tag{4}
\]

where \( R_{\text{PSF}} \) is the intrinsic resolution of the detector, \( f \) is the focal length of the pinhole collimator, \( Z \) is the perpendicular distance between the point source and the plane of the collimator, and \( d_e \) is the effective diameter of the pinhole aperture. This expression clearly illustrates that spatial resolution depends on both the intrinsic resolution of the detector (first term) and the collimator aperture (second term).

In high magnification systems, the detector contribution is less than that of the pinhole aperture and its inclusion in the PSF has a low impact on reconstructed images.\(^16\) However, in low magnification systems, both contributions are similar and the inclusion of intrinsic detector response in PSF modeling can improve the reconstructed image. So, the third method combined the geometrical aperture of the pinhole collimator, detector response, and septal penetration at the edges of the pinhole. To this end, the PSFi was modeled from experimental data and then convolved with the SP model.

The reconstruction algorithm included the geometrical parameters that describe a rotating system,\(^23,24\) such as focal length \( (f) \), electric shifts \((e_u, e_v)\) of the image, the ROR, mechanical offset \( (m) \), tilt angle \( (\Phi) \), and twist angle \( (\Psi) \).

Correction for scatter and attenuation in the object was not included in the reconstruction algorithm.

### 2.B. Experimental setup

In this section, we describe the equipment used, the tests performed to calculate calibration parameters, and the measurement of PSFi for different incidence angles.

#### 2.B.1. SPECT system

Figure 1 shows the SPECT system\(^23\) based on a Sentinella S102 gamma camera (Oncovision, Valencia, Spain)\(^25\) equipped with a CsI(Na) continuous crystal detector of 4.0 mm thickness covering an effective detection area of 40 \( \times 40 \text{ mm}^2 \). This detector area was binned by default into 300 \( \times 300 \) pixels with a pixel size of 0.13 \( \times 0.13 \text{ mm}^2 \). The gamma camera had an energy resolution of 13% at 140 keV. A pinhole collimator with a focal length of 32 mm and a hole of 1 mm in diameter was employed.

The gantry consisted of a 20 cm radius metallic disc controlled with a motorized rotary stage (OWIS GmbH, Staufen, Germany). A manually controlled micrometric linear positioning system (range: 20–140 mm) allowed us to select the most suitable ROR. The second gamma camera currently has a counterweight function to balance the gantry. Two motorized linear stages (OWIS GmbH, Staufen, Germany) controlled horizontal and vertical displacements of a bed 15 cm long for animal positioning. Multiple bed SPECT acquisitions were implemented through automatic bed movement.

#### 2.B.2. Intrinsic PSF detector measurement

The dependence of PSFi parameters on the incidence angle on the detector surface was measured using a collimated pencil beam generated from a point source of \(^{99m}\text{Tc}\) at one end of a 30 cm long shielded tube with an aperture of 0.5 mm at the other end. The measures of the intrinsic PSF were carried out very close to the detector surface to avoid beam divergence, and at the same distance from the surface for all the angles of incidence.

Experimental measurements were carried out at 10° intervals from 90° (incidence perpendicular to the detector) to 40°. The PSFi can be modeled using an asymmetric\(^26\) rather than symmetric\(^15\) 2D Gaussian distribution. For a pencil beam with an angle of incidence other than 90°, Gaussian distribution is defined by three parameters: the asymmetric inner and outer radial components (parallel to the direction of tilt of the point source) and the symmetric transversal component (perpendicular to the radial direction). Four images were taken for each incidence angle, locating the beam in different parts of the camera’s field of view (FOV). Asymmetrical 2D Gaussian distributions were fitted to each PSFi, thus obtaining the standard deviations \( \sigma_T, \sigma_{R_i}, \sigma_{R_o} \), respectively. In order to model the PSFi, a second order polynomial was fitted to each component as a function of the incidence angle.

### 2.C. Resolution

Resolution measurements were made using two different phantoms to assess the tomographic resolution for different
ROR and to evaluate the capability of separating rods at different distances apart. Image reconstruction was performed using the three PSF models described above (G, SP, and SP-PSFi). A reconstruction scheme of five subsets for 60 projections every 6°, with a bin size of 0.78 × 0.78 mm², was used. Depending on ROR, different dimensions were considered for voxel size of the reconstructed images.

2.C.1. Hot-rod phantom

A hot-rod-in-air phantom was used to measure the tomographic resolution of the system. This phantom contained four capillaries of 60 mm length and 0.3 mm inner diameter, placed in air. The capillaries were set parallel to the axis of rotation of the system at 1.3, 4.8, 8.3, and 11.4 mm from the center of the FOV and followed a spiral distribution, allowing the tomographic resolution to be assessed as a function of the distance from the center. These distances were chosen to cover the FOV determined by the ROR used in a small-animal study. Capillaries were filled with 37 MBq/mL (1 mCi/mL) of a ⁹⁹mTc solution. In order to evaluate the tomographic resolution as a function of the distance to the center, 60 projections of 30 s each over 360° were acquired for ROR of 21, 27, 32, and 37 mm. A 120 × 120 × 40 matrix size and a 0.25 × 0.25 × 1.00 mm³ voxel size were used in reconstruction.

For each slice, the radial direction was considered as that defined by the center of the FOV and the center of the hot rod and the transversal was taken to be perpendicular to the radial direction. Transversal and radial FWHMs were obtained by fitting 2D Gaussian distributions to each slice of the reconstructed hot rod, to take into account the behavior of voxel size in the transversal and radial axes and averaging the values obtained over a 5 mm length.

2.C.2. Hot-rod sector phantom

In order to assess any improvements in reconstructed images, an in-house phantom was used. The same scheme as described above (five subsets for 60 projections every 6°, and a bin size of 0.78 × 0.78 mm²) was employed in reconstruction. The phantom contained 22 capillaries 60 mm in length with an inner diameter of 0.3 mm, placed in air and arranged in 120° sectors. Distances between capillaries were 3 mm (four capillaries), 2 mm (nine capillaries), and 1.5 mm (nine capillaries) depending on the sector. Capillaries were filled with 37 MBq/mL (1 mCi/mL) of a ⁹⁹mTc solution. A ROR of 14.0 mm and an acquisition time of 60 s/projection were employed. In the reconstruction, 80 × 80 × 20 matrix size and 0.20 × 0.20 × 0.80 mm³ voxel size were used.

2.D. Noise, recovery coefficients, and contrast

Contrast, recovery coefficients, and noise were quantified using a specially designed NEMA NU 4–2008 (Ref. 27) image-quality phantom. The phantom is made of polymethylmethacrylate with internal dimensions of 50 mm length and 30 mm diameter. It consists of three parts. (1) The main phantom body comprises a fillable cylindrical chamber of 30 mm diameter and 30 mm length. The remaining 20 mm length of phantom body is solid with five fillable rods drilled through (at 7 mm from the center) with diameters of 1, 2, 3, 4, and 5 mm, respectively. (2) A lid attaches to the large uniform region end of the phantom and supports two region chambers. These chambers are hollow cylinders 15 mm in length and 8 mm in diameter. (3) A lid on the opposite side of the phantom facilitates drying and the removal of trapped air.

One chamber was filled with 37 MBq/mL (1 mCi/mL) of a ⁹⁹mTc solution (hot chamber), which was twice the concentration of the main body region (18.5 MBq/mL). The other independent chamber was air-filled (cold chamber). Five phantom acquisitions were performed, with a ROR of 33.8 mm and an acquisition time of 30 s/projection. In order to compare the methods under optimal conditions, the sum of the five acquisitions was used in reconstruction. A matrix size of 110 × 110 × 60 and voxel size of 0.35 × 0.35 × 0.70 mm³ were used.

2.D.1. Noise

The uniform region of the NEMA NU 4–2008 phantom was used to characterize image noise, expressed as the percentage standard deviation (%STDₙₐₜ) in a central cylindrical volume of interest, 22.5 mm in diameter (75% of active diameter) and two slices in length.

2.D.2. Recovery coefficients

RC were calculated for each fillable rod i as

\[
RC_i = \left( \frac{C_i}{C_B} \right) \cdot 100\%,
\]

where \(C_i\) is the average counts in a ROI of 5 mm length and 1, 2, 3, 4, and 5 mm diameter within the rod i region; \(C_B\) is the average counts in the ROI of 22.5 mm diameter (75% total active diameter) and two slices in length, within the uniform region.

CNR was calculated for each fillable rod i as

\[
\text{CNR}_i = \left( \frac{RC_i}{\% \text{STD}_{\text{unif}}} \right),
\]

2.D.3. Contrast

Contrast was quantified using measurements in the uniform region and in the two independent chambers of the phantom. The percent contrast \(Q_H\) for the hot chamber was calculated according to the definition

\[
Q_H = \frac{C_H/C_B}{a_H/a_B} \cdot 100\%,
\]

where \(C_H\) is the average counts in a ROI of 5 mm length and 8 mm diameter within the hot chamber, \(C_B\) is the average counts in the ROI of 22.5 mm diameter (75% total active diameter) and two slices in length within the uniform region, \(a_H\) is the activity concentration in the hot chamber, and \(a_B\) is the activity concentration in the uniform region. The percent contrast \(Q_C\) for the cold chamber was calculated for each
F. 2. (a) Intrinsic detector PSF image at a 40° angle of incidence, (b) radial, and (c) transversal collapsed experimental profiles and fitted Gaussian distributions.

acquisition as

$$Q_C = \left(1 - \frac{C_C}{C_B}\right) \cdot 100\%,$$  \hspace{1cm} (8)

where $C_C$ is the average counts in a ROI of 5 mm length and 8 mm diameter within the cold chamber and $C_B$ is the average counts in the ROI of 22.5 mm diameter (75% total active diameter) and two slices in length within the uniform region.

2.E. Animal study

A head bone scan of a 30 g weight CD1 mouse was performed using a two-bed acquisition scheme (10 mm apart) with a ROR of 19.5 mm and an acquisition time of 60 s/projection. To this end, 355 MBq (9.6 mCi) of $^{99m}$Tc hydroxymethane diphosphonate ($^{99m}$Tc-HDP) was injected into the mouse tail vein. The SP-PSFi model and a matrix size of $100 \times 100 \times 50$ and voxel size of $0.25 \times 0.25 \times 1.00$ mm$^3$ were used in the reconstruction.

The experimental work complied with the Spanish legislation on the “Protection of Animals used for Experimental and other Scientific Purposes,” and with the Directives of the European Union. The animal was anesthetized before tracer injection.

3. RESULTS

3.A. Intrinsic detector PSF measurements

Figure 2(a) shows the PSFi obtained when the angle of incidence of the collimated pencil beam was 40°. The collapsed profiles in the transversal and radial axes are shown in Figs. 2(b) and 2(c), respectively.

An excellent agreement was found between the experimental data and the fitted values. Figure 3 summarizes the fitted values obtained for $\sigma_T$, $\sigma_Ri$, and $\sigma_Ro$ when varying the incidence angle of the collimated pencil beam. While the transversal component is almost invariant with incidence angle, it can be seen how standard deviations in both inner and outer radial components increase as the incidence angle decreases, with the inner standard deviation of the radial axis being smaller than the outer one. This increment was expected because of the path of photons through the continuous crystal for an incidence angle of less than 90°. As plots in Fig. 3 show, a second-order polynomial fit is suitable to characterize the dependence of the inner and outer radial components on the incidence angle. The transversal component was assumed to be independent of the incidence angle.

3.B. Resolution

3.B.1. Tomographic resolution as a function of ROR

Figure 4 shows the relationship between tomographic resolution at the center of the FOV and iterations for different ROR (by varying the PSF model). In this case, because of the
Fig. 4. FWHM at the center of the FOV as a function of the number of iterations for an acquisition radius of 21 (a), 27 (b), 32 (c), and 37 mm (d) and for G (○), SP (□), and SP-PSFi (●) models.

symmetry of the image of the hot rod located at the center of the FOV, radial and transversal resolution components were not calculated separately. Thus, a single value of resolution was calculated by fitting a symmetric Gaussian distribution to the hot rod reconstructed image. A decrease of FWHM with iterations was observed for all three PSF models. For a low number of iterations (up to five), FWHM value was the lowest in the G model, followed by SP and SP-PSFi for the same number of iterations. This behavior was observed for all ROR. After iteration 6, the order reverses, with FWHM lowest in

Fig. 5. Radial and transversal FWHM dependence on distance from the origin of the image for an acquisition radius of 21 mm for G (○), SP (□), and SP-PSFi (●) models. (a) and (c) Radial resolution for 1, 10 iterations. (b) and (d) Transversal resolution for 1, 10 iterations.
the SP-PSFi model, followed by SP and G. FWHM reaches a plateau for G model around iteration 6 for all ROR. The value of the plateau depends on the ROR, being greater for higher RORs. This is due to the fact that the term of intrinsic PSF in Eq. (4) (that was not included in G model) becomes more important as ROR increases. In the case of SP model, the behavior of FWHM with iterations is similar to that of G model, but the plateau value is lower. Finally, for SP-PSFi model, convergence is not achieved at iteration 20. In this case, the FWHM value obtained at this iteration is lower for lower ROR.

3.B.2. Tomographic resolution as a function of the distance from the center of the FOV

Figure 5 shows the relationship between the radial and transversal tomographic resolution (measured as the FWHM of the reconstructed image of a hot rod) and the distance from the hot rod to the center of the FOV (for the different PSF models). A decrease in FWHM values is observed for both components when the distance from the center of the FOV increases.

At iteration 1, the lowest value of FWHM was obtained for G model, followed by SP and SP-PSFi. At iteration 10, the order reverses, with FWHM lowest in the SP-PSFi model, followed by SP and G.

3.B.3. Hot-rod sector phantom

Figure 6(a) shows an axial slice of the reconstructed images of the sector phantom for G, SP, and SP-PSFi models and for iterations 20, 200, 400, and 2000. Profiles in the central row of the 1.5 mm sector are shown in Fig. 6(b) for G, SP, and SP-PSFi models and for all iterations. Profiles showed a faster convergence for G and SP models, but with better convergence in high iterations in the case of SP-PSFi model.
3.C. Noise, recovery coefficients, and contrast

3.C.1. Noise in uniform phantom region

Figure 7 shows the relationship between the noise in uniform phantom region \(\%\text{STD}_{\text{unif}}\) and iterations for the three PSF models. As expected, the noise increased with the number of iterations for all models, with the greatest increase seen in the G model, followed by SP and SP-PSFi.

![Figure 7](image-url) %STD\text{\textsubscript{unif}} dependence with iterations for G (○), SP (□), and SP-PSFi (○) models.

3.C.2. Recovery coefficients

Figure 8 shows an axial slice of the NEMA NU 4–2008 image-quality phantom containing five hot rods of different diameters for G, SP, and SP-PSFi models. The number of iterations for G, SP, and SP-PSFi models was chosen so that a comparison between the corresponding recovery coefficients could be made using images with similar signal-to-noise ratio. For a low number of iterations (two first columns, i.e., until five iterations for SP-PSFi model), images are smooth for all three PSF models, and no relevant visual differences are observed. A number of iterations higher than ten for SP-PSFi model (and equivalent \%STD iterations for SP and G models) resulted in the appearance of a ring-type artifact in the 5 mm rod for all PSF models. For these iterations, all rods of a diameter greater than 1 mm are clearly visible, but this is not the case for the 1 mm diameter rod.

Figure 9(a) shows profiles of 5 mm rod reconstructed image with the SP-PSFi model of Fig. 8(a). As can be observed, the maximum pixel value is not recovered at iteration 1, while for iteration 5, this value exceeds the true value. For a high number of iterations (over 15), the ring-type artifact is clearly visible. Figure 9(b) shows a zoom of profiles over the region of interest for a number of iterations in the range 9, 13. Iterations 10 or 11 approximate the values of the reconstructed

![Figure 8](image-url) Axial slice of the NEMA NU 4–2008 reconstructed image, showing rods of 5, 4, 3, 2, and 1 mm diameter. The number of iterations in each column was chosen to compare images with similar noise values for SP-PSFi (a), SP (b), and G model (c).
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3.C.3. Contrast quantification

Figure 11(a)–11(e) show a quantitative comparison of the previous images in terms of \( R_{\text{rod}} \) as a function of \( \% \text{STD}_{\text{unif}} \). As expected, \( R_{\text{rod}} \) values achieve a convergence value for all rod diameters except for 1 mm. This convergence value depends on the rod diameter and is slightly better for SP model. In the case of SP-PSFi model, convergence is not achieved after 20 iterations for any rod diameter. For this model, convergence is farther when rod diameter is smaller. \( R_{\text{rod}} \) values obtained for all rod diameters are better for SP-PSFi model than for G and SP models for the same level of noise. Figure 11(f) shows the value of CNR as a function of the rod diameter for a \( \% \text{STD}_{\text{unif}} \) of approximately 4.7% (see images in the third column in Fig. 8). This value of \( \% \text{STD}_{\text{unif}} \) was attained at iterations 10, 8, and 7 for SP-PSFi, SP, and G models. The number of iterations was chosen to avoid ring-type artifacts. This figure shows higher values of CNR for SP-PSFi for all rod diameters except for that of 1 mm for which CNR is similar for all PSF models.

3.D. Animal study

Figure 13 shows an axial (a), sagittal (b), and coronal (c) slices of a \(^{99}\text{Tc}\)-HDP mouse head scan after ten iterations using the SP-PSFi model. The images show the tracer uptake in the different bone structures.

4. DISCUSSION

This work is focused on measuring the improvement of image-quality parameters in pinhole SPECT when corrections are successively incorporated into PSF models. As our results show, the PSFi has a great impact on all the image-quality parameters studied. This impact is clearly higher than that observed in high magnification systems.\(^ {15,16} \)

The first image-quality parameter studied was resolution, and we assessed how resolution depends on the position of the point source in the FOV and on the ROR. To this end, and to facilitate the experimental setup, we used rod sources in air, taking advantage of the published results of Kappadath.\(^ {31} \) These authors observed small differences between measuring sources in air and in cold background when 3D OSEM algorithm was used, thereby indicating that our measurements using hot rods in air are a good approximation of resolution behavior.

As Fig. 4 shows, the convergence of the algorithm with iterations is slower when more accurate corrections are included in PSF. For iterations higher than five, FWHM values are better when PSF model is more accurate, the behavior being independent on ROR. Our findings demonstrate that in order to improve resolution: (a) an accurate PSF model is
necessary, (b) the inclusion of PSFi plays a major role, and (c) a minimum number of five iterations are required.

In Fig. 5, we can see that the FWHM decreases in both transversal and radial components from the center to the periphery for all PSF models. We found that for images of the same digitized phantom, projected and reconstructed using the SP-PSFi model, for a very high number of iterations FWHM values did not depend on position in the FOV or the acquisition ROR. These findings would indicate that the dependence of FWHM on position and ROR in Figs. 4 and 5 is due to differences in speed of convergence. In experimental acquisitions, the number of iterations needs to be limited because of the decrease in signal-to-noise ratio as the number of iterations increases. This means a trade-off between resolution and acceptable noise level in the image must be established. As a result, when we limit the number of iterations, differences in resolution appear depending on the position of the point source in the FOV and on the ROR. The worst cases are found in the center of the FOV and for high ROR.

An accurate modeling of the system PSF is crucial to ensure the robustness of the iterative process and the avoidance of artifacts when a high number of iterations are performed. As Fig. 6 shows, the ability of the algorithm to separate images of hot rods placed in different regions of the sector phantom described above depends on the distance between the rods. For smaller distances between hot rods, the convergence speed was slower when the model was more accurate. Feng et al.\textsuperscript{16}
also reported this effect, considering it to be related to the amount of information from a pixel that is projected onto the detector. Although convergence was slower when using more accurate models, resolution improved.

The second image-quality parameter studied was contrast, which was quantified using recovery coefficients and the percent contrast. As Fig. 7 shows, when corrections were incorporated in the PSF, the increase of noise with iterations was slower. As observed in Figs. 11(a)–11(e), for the same level of noise, better values of $R_{\text{rod}}$ were obtained for all rod diameters when corrections were progressively incorporated in the PSF, although convergence was slower for more accurate models. It can be also observed in Figs. 11(a)–11(e) that with the exception of the 1 mm diameter rod, for a given rod diameter, differences between models of $R_{\text{rod}}$ were greater when the diameter was smaller. Thus, the improvement of $R_{\text{rod}}$ using more accurate PSF models was greater for small rod diameters, with the inclusion of PSFi having a major impact.

For iterations higher than 12, a ring-type artifact appears in the image for all models, being most visible in the SP-PSFi model (see Fig. 8). These artifacts are due to Gibbs phenomenon\cite{28,29} and are observed for rod diameters greater than 4 mm. As these artifacts are unacceptable for image visualization, it is necessary to stop the reconstruction process before they appear. As Fig. 9 shows, the ring-type artifact cannot be seen in SP-PSFi model until iteration 12. At this iteration, $R_{\text{rod}}$ and CNR (at iteration 10) values are clearly better for SP-PSFi model for the same level of noise. Stute and Comtat\cite{32} proposed a method to suppress the ring-type artifact for PET imaging, performing an image-based PSF reconstruction and smoothing the estimate using the PSF as the convolution kernel. In our case, the final image obtained by smoothing the image reconstructed using SP-PSFi model would be similar to that obtained using SP model. As a consequence, the improvement of the inclusion of intrinsic PSF would be lost. In order to benefit from the inclusion of intrinsic PSF, whilst avoiding ring-type artifacts, it is necessary to study each system and limit the number of iterations used.

The percent contrast $Q_H$ of the hot cylinder improved with iterations for all PSF models. As Fig. 12 shows, $Q_H$ reached a plateau after a few iterations when G model was used, thereby indicating a rapid convergence of the algorithm when only correction for the geometrical pinhole aperture is included in the transition matrix. Figure 12 also shows that $Q_H$ values of 82%, 82%, and 86% were found when G, SP, or SP-PSFi models were used. These differences in $Q_H$ are lower than those observed for smaller diameter of rods in Figs. 11(a)–11(e). These findings suggest that an accurate PSF modeling is not as important for large objects as for smaller ones. Similar results were obtained for $Q_C$ in the cold cylinder, in agreement with other findings described in the literature for SPECT (Ref. 12) and PET (Ref. 30) when no scatter correction is performed.

5. CONCLUSIONS

We developed a reconstruction algorithm focused on a low magnification SPECT system equipped with a pinhole
collimator. The algorithm incorporated PSFi response as a function of the incidence beam angle and the attenuation of gamma rays through the pinhole collimator into the transition matrix.

The influence of the inclusion of this PSFi on the values of several reconstructed image-quality parameters was assessed. The results derived from this evaluation demonstrate that PSFi plays a major role in the improvement of resolution, contrast, and recovery coefficients. Our findings also show that in order to avoid the appearance of ring-type artifacts, the number of iterations should be limited.
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