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1. INTRODUCTION

In recent years, there has been a marked increase in the presence of renewable energies in electricity systems. Unprecedented technological advances and the rapid deployment of renewable energy technologies have demonstrated the immense potential of renewable energy sources (RES). These energies provided an estimated 19% of global final energy consumption in 2012 and continued to grow in 2013 (REN21, 2014). Indeed, since 2002 RES generation increased overall by 81.3%, reaching 22.3% of total primary energy production from all sources within the European Union (EU-28) in 2013. The implementation of support policies for renewable energies (of particular importance in Europe) has resulted in the increased weight of these sources in the coverage of electricity demand. Electricity generated from renewable energy sources (RES-E) contributed almost one quarter (23.5%) to the EU-28’s gross electricity consumption (European Commission, 2013).

The growth in RES-E during the period 2002 to 2013 largely reflects an expansion in the two main sources, namely, wind and solar power. Although hydropower remained the single largest source for RES-E generation in Europe in 2012 (54.1%), the amount of electricity generated from this source has remained relatively stable during the last twenty years. By contrast, the quantity of electricity generated from wind turbines has increased more than five-fold since 2002 (Eurostat, 2014), and the growth in electricity generated from solar power has been even more dramatic, rising from just 0.3 TWh in 2002 to reach 71 TWh in 2012.

Thus, we are moving from electricity systems characterized by the strong presence of conventional generation in the supply matrix (which have proved capable of providing the flexibility required in times of peak demand), towards a new model characterized by the growing presence of variable and relatively unpredictable generation. This transition places enormous stress on adjustment systems, that is, the systems that are permanently seeking to match generation and load on different time scales. Under these new circumstances, electricity systems have to provide a degree of flexibility for which they were not originally designed.

From a system operations perspective, this increasing penetration of RES-E generation has gone hand in hand with rising network congestion. Electricity generation is not always located near the points of consumption and existing networks were not designed taking into consideration the location of these new energy sources, i.e., centralised generation. This has given rise to an intense debate, at the European level (ACER, 2014), about the adequacy of current adjustment markets when having to respond to the increasing need for flexibility of their respective electricity systems. Most present-day adjustment mechanisms were designed at the beginning of the reform and liberalisation of the energy sector, when the context was very different from that which prevails today with the high penetration of generation based on variable renewable sources.
Within the aforementioned debate, the aim of this paper is to analyse the relationship between the operational costs of the electricity system and the integration of increasing volumes of RES-E generation taking into account the effects of supply and demand. The integration of larger shares of RES-E generation (in particular wind and solar power) increases the flexibility requirements of the complementary system, which needs to balance the fluctuations in variable generation. Although there are a number of different links between RES-E and its associated balancing requirements (Hirth and Ziegenhagen, 2013), this paper explores the nexus between forecast errors and the consequent need for balancing power. The variability of renewable generation requires that the power system be operated with a high degree of flexibility, so as to keep pace with the fluctuating net load, defined at each instant as the difference between total energy consumption and total variable renewable production. As such, unexpected fluctuations in renewable production as well as unexpected fluctuations in electricity demand are relevant. Although electricity consumption adheres to predictable diurnal and seasonal patterns, prediction errors are high at around 1.5-3% of peak load – 3-5% of total energy (Holttinen, 2005). This means that both rates are crucial when explaining the flexibility requirements of the electricity system. Despite this, to the best of our knowledge, the demand effect has not received much attention in the literature.

Drawing on real data for Spain for the period 1 January 2010 to 30 June 2014, the aim of this study is two-fold. First, it assesses the power system balancing costs associated with real-time deviations by addressing the interaction between real-time demand and RES-E generation imbalances, and the economic cost that its correction entails for the consumer. Deviations between scheduled and consumed electricity are addressed through ancillary services based, in most instances, on market procedures, such as secondary and tertiary reserve, and the imbalance management process, and so there is a direct relationship between the size of the deviation and the cost incurred by the system in resolving it. Second, it analyses the sensitivity of the imbalance costs to demand and RES-E generation deviations. Although demand deviations have not previously been considered a source of uncertainty, the estimations presented here clearly show their relevance when explaining the cost of balancing services.

In the context of operational cost analyses of an electricity system, Spain constitutes a highly interesting case for several reasons. With 40,267 MW at the end of 2013, Spain ranked fourth in the world in terms of RES installed capacity, behind only China, the United States and Germany (REN21, 2014). Spanish RES-E generation has grown from 26 TWh in 2000 to 111 TWh in 2013, when it represented 42% of total electricity demand. The country’s great renewable potential, favourable regulation and 1 There is a multitude of names for the different services to restore the supply-demand balance in power systems (see Hirth and Ziegenhagen, 2013 and Rivero et al., 2011 for a comprehensive comparison of European balancing markets). This heterogeneity could be hampering a comparative analysis of the balancing services across Europe. Considering that European transmission system operators are using the term “operational reserves” (ENTSO-e, 2012), in this paper we use the concept “operational costs” in a broad sense when referring to the costs associated with the provision of these services.

2 Excluding big hydropower (>50 MW).
technological evolution are some of the factors underpinning this success. In addition to
the high and fast growing RES-E generation penetration, Spain also makes a relevant
case study because of the isolated nature of its electricity system. This represents
additional challenges when integrating electricity generation from variable renewable
electricity sources (albeit primarily wind and solar photovoltaic power).

The remainder of this paper is structured as follows. Section 2 provides an overview of
academic research on power generation from RES-E and its role in system operational
costs. The Spanish electricity market is described in Section 3, with a more detailed
description of the way in which the imbalance markets have evolved and function,
along with an analysis of the contribution of the various sub-markets that make up the
Spanish electricity market. The model specification and the data used are presented in
Section 4. Estimation results are presented in Section 5. The paper ends with a final
section summarising research conclusions and presenting the policy and regulatory
recommendations.

2. LITERATURE

The integration of renewable energy generation is a key pillar among energy and
climate objectives aimed at reducing greenhouse gas emissions, improving the security
of energy supply, diversifying energy supplies and improving Europe’s industrial
competitiveness (DNV-GL, 2014).

The generation of power from RES-E as a tool for mitigating climate change has
attracted the attention of academia worldwide. And over the last decade a number of
aspects of renewable energy research have attracted particular attention, most notably,
the impact that financial support to renewable energy has on climate change and the
security of supply (Helm and Hepburn, 2009); the design of public policies for the
promotion of renewable energy sources (Ragwitz, et al., 2007; Finon and Menanteau,
2008; IEA, 2011a; del Río et al., 2012b); and the implications and challenges of the
generation of renewable electricity markets (Sensfuß et al., 2008; Gelabert et al., 2011;
among others).

The risks associated with renewable energy deployment (IEA, 2011a) stem from
underlying techno-economic factors as well as from other obstacles, including
regulatory and policy uncertainty and institutional and administrative barriers. Among
the main techno-economic risk factors, RES-E investment costs and the intermittency
of its production (being very much dependent on wind conditions and sunlight) represent
major challenges for the expansion of renewable energies. In order to incorporate these
intermittent sources, power systems need to be sufficiently flexible to accommodate
short-term predictions and generation variability. In this regard, a number of studies
have looked at ways of guaranteeing the technical and economic integration of an
increasing volume of RES-E generation into power systems and have identified the
main obstacles that need to be overcome (IEA, 2011a; IEA, 2011b; Joskow and Tirole, 2007; OECD, 2011; REN21, 2014).

Evaluating the effects of the increasing penetration of intermittent RES-E generation on the integral electricity system is a prerequisite for the efficient economic integration of renewable generation. In this regard, analyses need to be undertaken so as to gain clearer insights into the costs and impacts associated with incorporating renewable energy into electricity networks (Gross and Heptonstall, 2008).

<table>
<thead>
<tr>
<th>Study</th>
<th>Region/Country</th>
<th>Year of publication</th>
<th>Period studied</th>
<th>Renewable Energy Source</th>
<th>IRES typea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Renewable Electricity Supply Interactions with Conventional Power Generation, Networks and Demand (RESPOND Project)</td>
<td>Europe</td>
<td>2014</td>
<td>2020</td>
<td>RES-E and DG</td>
<td>RES-E and DG</td>
</tr>
<tr>
<td>Flexibility options in European electricity markets in high RES-E scenarios (EU-EWI Project)</td>
<td>Europe</td>
<td>2012</td>
<td>2020-2050</td>
<td>W, PV</td>
<td></td>
</tr>
<tr>
<td>Integration of Renewable Energy Sources in the German Power Supply System from 2015–2020 with an Outlook to 2025 (DENA Grid Study II)</td>
<td>Germany</td>
<td>2010</td>
<td>2015-2020</td>
<td>W, PV</td>
<td></td>
</tr>
<tr>
<td>Integrating Wind: Developing Europe’s power market for the large-scale integration of wind power (TRADEWIND Project)</td>
<td>Europe</td>
<td>2009</td>
<td>2030</td>
<td>W</td>
<td></td>
</tr>
<tr>
<td>All Islands Grid Study</td>
<td>Ireland</td>
<td>2008</td>
<td>2020</td>
<td>W, WT</td>
<td></td>
</tr>
<tr>
<td>Integration into the national grid of onshore and offshore wind energy generated in Germany by the year 2020 (DENA Grid Study I)</td>
<td>Germany</td>
<td>2005</td>
<td>2020</td>
<td>W</td>
<td></td>
</tr>
</tbody>
</table>

*RES-E (onshore and offshore wind, photovoltaic and micro CHP); DG: Distributed Generation; PV: Photovoltaic; W: Wind; WT: Wave Tidal

The variability and uncertainty of RES-E generation have a number of impacts on power systems. Real-time deviations in renewable power generation affect daily markets resulting in higher balancing costs and greater fluctuation in the reserve requirement. These short-term impacts have been classified (IEA, 2009 and Pérez-Arriaga and Batlle, 2012) into the following six categories: a) increase in the size of reserves; b) less efficient operation of conventional power plants; c) replacement of thermal electricity generation; d) RES-E generation curtailment; e) transmission losses, and f) voltage fluctuations. The most commonly adopted approaches for quantifying and assessing these short-term impacts involve statistical and/or power system simulation. To date, as Table 1 illustrates, most studies examining the impact of wind power on actual system costs have used the grid optimization approach and simulation models, but they have not usually employed actual data. Typically these studies add more renewable generation to the system and examine the evolution in balancing costs,
at different levels of RES-E penetration and variability, comparing these outcomes with a flat profile without RES-E penetration.

The adoption of simulation approaches when examining the balancing cost implications of RES-E integration is justified on various grounds. As Swinand and Godel (2012) point out the contribution of renewable generation to the overall mix has for a long time been negligible, meaning empirical studies have been of limited value. Likewise, the seasonal variation in energy consumption means empirical studies require long time series. However, such information is now becoming available, especially in countries with significant RES-E generation. As a result, estimations of the balancing costs associated with increased flexibility requirements using market data are becoming more common (Holttinen, 2005; Cossent et al., 2009; Holttinen et al., 2011; Huber et al., 2014; Ketterer, 2014). Here, our estimation of the impact of real-time demand and supply deviations on balancing costs is performed using actual data for a country with high RES-E penetration (Spain). As such our study should serve as a point of reference for other countries concerned about the potential economic implications of the growing presence of RES-E. A large, highly detailed hourly database allows us to tackle aspects related to seasonal variations, while our economic approach overcomes the need for a complex simulation modelling of the operation of balancing markets.

The approach we adopt in this study differs in a number of aspects with the approaches used in previous studies. Thus, as mentioned, not only do we consider unexpected fluctuations in RES-E as being relevant, we also take into consideration unexpected fluctuations in electricity demand. All in all, the main contribution of our paper lies in the differentiation we draw between demand and supply deviations. Individual data for both types of deviation allow us to undertake a detailed analysis of their economic effects on system adjustment services. At the same time, the richness of the dataset enables us to reduce the underlying complexity of balancing costs. In contrast with other studies that seek to estimate the economic costs of a specific balancing market (Strbac et al., 2007; Swinand and Godel, 2012), we estimate the adjustment cost on an aggregate basis. By reducing the complexity, we are able to focus our analysis on the economic impact of real-time deviations on balancing costs using information on final electricity prices. Likewise, while other studies have tended to focus more closely on the market design question (Vandezande et al., 2010; Weber, 2010; MacCormack et al., 2010; Rivero et al., 2011; Chao, 2011; Henriot, 2012 and 2014; Hirth, 2013), we are more specifically concerned with estimating the economic impacts of RES-E and demand deviations on balancing costs. In the planning and operation of the system, load and RES-E generation deviation constitute an increasing cost. As more and more renewable generation is introduced into the system, the likeliness of causing imbalances can be expected to increase (Frunt, 2011). Therefore, given that uncertainty remains a critical aspect of an electricity system with additional flexibility requirements, what we require is an economic estimation of the impact on final electricity prices.
3. ELECTRICITY MARKET AND ADJUSTMENT SERVICES IN SPAIN

The Spanish electricity market comprises various sub-markets: a daily market, an intraday market, ancillary services, and system operation services beginning with the day-ahead market and culminating in real time. At different market sessions held the day prior to or even on the day of delivery, the final price of electricity is determined as the sum of the different prices and costs associated with each of these markets.

Day-ahead sale and electricity purchase transactions are carried out during daily market sessions, structured into twenty-four consecutive periods of one hour, at which producers participate by presenting their hourly bids. Once the day-ahead market process has been concluded and the operating schedule obtained, the system operator is in a position to obtain the viable daily schedule. On the intraday markets, sellers of electricity on the daily market may make adjustments – by selling or purchasing energy – in order to reduce possible deviations in the scheduled power production established after day-ahead market closure. The purpose of the intraday market (which in Spain comprises several sessions) is to match energy supply and demand arising in the hours following the viable daily schedule.

The Spanish electricity system is managed by two operators: the market operator (Operador del Mercado Ibérico - OMI), which is responsible for the economic management of the market, and the system operator (Red Eléctrica de España - REE), which is responsible for the technical management.

The system adjustment services include the resolution of system technical constraints, ancillary services and imbalance markets.

a) Technical constraints

Technical constraints appear when market clearing is technically incompatible and requires a modification of the schedules in order to comply with the operation and security criteria for operating the system. The modification of the initial electricity schedule implies a re-balancing generation-demand process.

b) Ancillary services

Ancillary services are defined as the services necessary to ensure the electricity supply under suitable conditions of security, quality and reliability. Without going into excessive detail, in the case of Spain, ancillary services include additional upward reserve power, primary control, secondary control, tertiary control and voltage control of the transmission grid.

c) Imbalance markets

For a more detailed description of the Spanish electricity market see Bueno-Lorenzo et al. (2013).
The system operator uses the imbalance markets to guarantee the permanent balance between generation and electricity demand. For this purpose, REE has at its disposal the deviation management services and secondary and tertiary control energy. The mechanism of deviation management is an optional service managed and remunerated by market mechanisms.

Figure 1: Spanish Electricity Markets

All these adjustment services are provided via several system operation processes defined by REE. One of the most remarkable features of the Spanish system is that, since the beginning of the liberalization process, the regulatory framework has promoted the provision of these services through market mechanisms, along with the creation of the market as a platform for energy transactions.

In 2013, the amount of energy traded in the adjustment service markets was 20.9 TWh. For the same period, the quantity of energy negotiated in the intraday market amounted to 34.6 TWh with an average price that was 1.13 €/MWh lower than that on the day-ahead market. Compared with the volume of energy traded in the same period on the day-ahead markets (235 TWh), the amount of energy negotiated in the adjustment service markets could seem small. Yet, the use of adjustment services has increased in recent years, due in the main to a greater share of RES-E and an increase in the costs of...
thermal electricity generation, basically CCGTs, which provide most of these services. Therefore, there has recently been an increase in the impact of the additional cost of the technical constraints and market adjustment on the average final price of the electricity market. The average final price, which is the sum of the capacity payments, the cost associated with the intraday markets and the operational costs to the day-ahead price, reached 57.7 €/MWh in 2013 (see Table 2).

For the sake of simplicity, the costs of overall system adjustment services managed by the system operator – technical and real-time constraints, power reserve, secondary and tertiary control band and deviations process management services – have been aggregated. Capacity payments correspond to regulated retribution to finance the medium- and long-term power capacity service offered by the generation facilities to the electricity system.

### Table 2: Annual evolution of electricity final price (€/MWh) by components

<table>
<thead>
<tr>
<th>Concept</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day-ahead and intraday market price</td>
<td>38.4</td>
<td>50.9</td>
<td>40.8</td>
<td>46.1</td>
</tr>
<tr>
<td>Adjustment services cost</td>
<td>3.8</td>
<td>3.2</td>
<td>4.7</td>
<td>5.5</td>
</tr>
<tr>
<td>Capacity payments</td>
<td>3.6</td>
<td>6.1</td>
<td>6.1</td>
<td>6.0</td>
</tr>
<tr>
<td>Final price</td>
<td>45.8</td>
<td>60.2</td>
<td>59.6</td>
<td>57.7</td>
</tr>
</tbody>
</table>

*Source: Based on data provided by e-sios (REE)*

Given that the penetration of RES-E generation – especially wind and photovoltaic power – in Spain has developed to levels that were unthinkable a decade ago, the Spanish experience in terms of market integration is often considered a success story. Yet, the economic evaluation of the advantages and disadvantages of the increasing use of energy from renewable sources for generating electricity unfortunately exceeds the scope of this paper: a comparative quantification of the overall system-related costs and benefits of the increase in RES-E being required to evaluate the competitiveness of the provision of adjustment services.

The evolution of the costs associated with adjustment services has a marked impact on the results of independent electricity retailers. While the price risk associated with unexpected variations in the day-ahead market price can be covered via future markets, unforeseen variations in the cost of adjustment services cannot be covered. This being the case, an unexpected increase in the adjustment service costs has a direct impact on the business results of retailers – especially those without generation. This highlights the relevance of an in-depth understanding of the explanatory factors behind the evolution of the operational costs, given that this knowledge will ultimately be helpful when introducing improvements to the market design.
4. DATA AND EMPIRICAL STRATEGY

In this section, we present the empirical strategy and data used to evaluate the effect of power imbalances – mainly load and variable renewable electricity forecast errors – on operational costs. Adjustment and balancing services definitions are provided in Figure 2.

In Spain, as in the majority of electricity systems, market clearing takes place the day prior to delivery so as to be able to program the dispatch of unconventional generation units. Given that the intraday markets (with gate closures times closer to real time than day-ahead) are used to adjust and correct previous schedules made in the day-ahead market, in this paper demand and supply deviations are calculated with reference to the intraday market gate closure.

![Figure 2: Variable nomenclature](image)

where:

- $D^d_h$, $D^i_h$: Foreseen demand in the day-ahead (da) and intraday (i) markets for the hour under consideration ($h$)
- $D^r_h$: Real demand in the hour under consideration ($h$)
- $G^d_{w,da}$, $G^d_{pv,da}$: Wind (w) and photovoltaic (pv) generation sold in the day-ahead market (da) in the hour under consideration ($h$)
- $G^i_{w,i}$, $G^i_{pv,i}$: Wind (w) and photovoltaic (pv) generation in the hour under consideration ($h$) after adjustments made in the different sessions of the intraday markets (i)

4 The intraday market provides the opportunity to update energy forecasts closer to real time with better forecasts, but also offers arbitrage opportunities. For the sake of simplicity, in this paper we consider that all market parties (especially solar and wind producers) use the different sessions of the intraday markets only to correct the power sold in the day-ahead market. This means the real use of the intraday markets is worthy of further analysis.
Wind (w) and photovoltaic (pv) generation finally dispatched in the hour under consideration (h)

Although several factors\(^5\) could cause active power imbalances in power systems, our empirical approach focuses on demand \((D_h^r - D_h^i)\) and on variable renewable electricity deviations due to forecast errors \((G_{h,w}^r - G_{h,w}^i)\) for wind generation; \((G_{h,pv}^r - G_{h,pv}^i)\) for photovoltaic generation). In keeping with this approach, demand and supply imbalances can be defined as follows:

\[
DI = D_h^r - D_h^i \\
SI = \left( G_{h,w}^r - G_{h,w}^i \right) + \left( G_{h,pv}^r - G_{h,pv}^i \right)
\]

As pointed out in earlier sections above, deviations between scheduled energy and real time demand are addressed through ancillary services, most of which are based on market procedures, such as secondary and tertiary reserve, and the imbalance management process. Thus, there is a direct relationship between the size of the deviation and the cost incurred by the system in resolving it. Given all these considerations as to how supply and demand deviations are obtained, we present the general approach adopted in a single equation and explain the variables used and their data sources.

When assessing the power system balancing costs associated with real-time deviations, the following expression and variables are used:

\[
f(SI, DI) \rightarrow AC
\]

where:

\[
AC = Adjustment Cost
\]

The adjustment (or operational) cost is defined as the economic cost of the balancing mechanisms required when demand or RES-E supply deviations appear. Depending on the costs considered in the definition, adjustment costs could be defined in gross or in net terms.

\[
GAC = Gross Adjustment Cost
\]

The gross adjustment cost has been defined as the gross system adjustment services cost and is described as the difference between the final electricity price and the price at the end of the last intraday market session. After the intraday market, deviations between scheduled and measured energy are addressed through market procedures, such as secondary reserve, tertiary reserve and the imbalance management process. The costs

\(^5\)Unplanned plant outages in thermal and hydro generation, forecast errors in RES-E generation, unplanned line outages of international interconnectors and forecast errors of load, among others.
associated with these balancing markets are captured by this spread, which measures the additional costs for delivering one MWh of electricity on top of the day-ahead and intraday price. When obtaining this spread, capacity payments are not considered. As explained in the previous section, capacity payments correspond to the regulated retribution to finance the medium- and long-term power capacity service offered by the generation facilities to the electricity system. Given that it is not directly related to the procurement of flexibility to the system, this cost is not included when the adjustment cost is expressed in gross or in net terms. In other words, the $GAC$ variable results from the aggregate of overall system adjustment services managed by the system operator – technical and real-time constraints, power reserve, secondary and tertiary control band and deviations process management services.

$$\text{NAC} = \text{Net Adjustment Cost}$$

A second definition of operational costs is introduced so as to capture the flexibility costs more accurately. Adjustment costs expressed in gross terms include the overall costs for resolving the system’s technical restrictions. However, not all the technical constraints are due to supply or demand deviations. More precisely, only real-time restrictions management should be considered. Nevertheless, because of data availability, it is not possible to isolate the cost of real-time technical restrictions by hours. In aggregate terms, during 2013, the energy scheduled for resolving technical constraints totalled 9,791 MWh. Of this amount, energy used to modify the schedules of the programming units during real-time operation accounted for between 15 and 20%. Therefore, according to available data, technical constraint mechanisms focus mainly on resolving restrictions identified in the daily program following the closure of the day-ahead market. Hence, it seems more accurate not to consider these costs when trying to explain the effect of the supply and demand deviations on adjustment services. In other words, NAC can be defined as GAC minus the adjustment costs related to the technical constraints management.

When analysing the evolution of system adjustment costs we have identified an inertial behaviour. This behaviour could be related to the criteria followed by the System Operator (SO) when assessing the control reserves. In Spain, as in the majority of European countries, the assessment of secondary and tertiary reserves is performed using deterministic and probabilistic approaches. In line with these approaches, the final amount of reserves contracted by REE6 depends on such variables as the expected peak load in a given period or the largest loss of power expected within the control area. Provided these variables present an inertial evolution, the costs associated with the provision of the adjustment services will present the same behaviour. In order to capture

---

6In Spain, the assessment of the secondary reserve is based on the Empiric Noise Management Sizing Approach. REE applies two formulas: one for last load variation ($6\sqrt{\text{Lmax}}$) and the other for normal conditions ($3\sqrt{\text{Lmax}}$), where $\text{Lmax}$ represents the expected peak load for a given area in a given period. Tertiary reserve assessment is based on the Loss Of the Largest Production Unit (LOLPU) method considering the amount of reserve needed to cover the lack of the capacity of the largest unit.
these effects, the introduction of a dynamic component in the model specification is required.

\[ SI = RES-E \text{ Supply Imbalance} \]

The supply imbalance is defined as the measured downward/upward deviation, which takes place when real-time RES generation is less/greater than that scheduled in the intraday market gate closure. Considering that RES-E generators can update the prediction made to the day-ahead market in the intraday markets when forecasts with higher accuracies are available, the differences between power bids at intraday market gate closure and the power delivered to the power system are considered the best measure of RES-E generation imbalances.

As pointed out above, this supply imbalance can be divided by RES-E technologies in:

\[ SWI = Wind \text{ Supply Imbalance} \]

Supply imbalance created by wind power \((G_{h,w}^r - G_{h,w}^i)\).

\[ SPHI = Photovoltaic \text{ Supply Imbalance} \]

Supply imbalance created by solar photovoltaic power \((G_{h,pv}^r - G_{h,pv}^i)\).

\[ DI = Demand \text{ Imbalance} \]

The demand imbalance is defined as the measured downward/upward demand deviation, which takes place when real-time consumption is higher/less than that scheduled in the intraday market gate closure. In this paper, only demand deviations that require system adjustments are considered\(^7\).

Given that we aim to assess the economic cost of deviations, in this study the costs of demand and supply imbalances are not measured in terms of up and down price regulation\(^8\), but in terms of the average impact of system adjustment costs on the final price of energy. These deviations (MWh) are presented in absolute terms.

\[ RF = Regulatory \text{ Framework} \]

In recent years, the Spanish electricity system has been affected by various reform processes, all aimed at promoting greater efficiency, transparency and competition, but also at reducing the tariff deficit incurred. Although this broad set of measures has

---

\(^7\)Demand and renewable production could be correlated presenting similar seasonal patterns with periods of high (low) demand coinciding with periods of high (low) renewable energy production. If this happens, any source of variability in the amount of renewable energy generated (or vice versa) could be absorbed by consumer demand with the consequent reduction in net load fluctuations and, therefore, in flexibility requirements and adjustment costs.

\(^8\) In Spain, a two-price model in the settlement of imbalances is used. This means that regulation price exists only for either up (when RES power production is lower than has been bid to the market) or down (when RES power production is higher than has been bid to the market), depending on the direction of the system imbalance.
affected all market parties, the national coal policy (the so-called restrictions of guarantee of supply) deserves special attention given its effects on the flexibility of the system (see Huisman and Trujillo-Baute, 2014) in the context of adjustment services.

Demand for national coal for generating electricity in Spain fell as a consequence of the contraction of electricity demand, the high price of national coal relative to international coal, and the development of other production technologies. The combination of these circumstances resulted in a sizeable excess of national coal production that was not absorbed by energy production, which became a source of major concern for the coal sector. In February 2011 a new regulatory framework to deal with the coal sector’s concerns was implemented in the electricity market. This took the form of a preferential dispatch mechanism for Spain’s coal power plants, where the electricity generated by these plants is remunerated at regulated prices. This scheme modifies the operations of the energy market by introducing an adjustment that takes place immediately after the daily market match. The adjustment means altering the market result by removing volume offered (usually) by combined cycle plants and replacing them with units produced with national coal. Huisman and Trujillo-Baute (2014) show that the Spanish power market became less flexible after the policy change as the share of national coal production increased while the share of the combined cycle plants decreased, resulting in an increase in adjustment costs. In this paper we control the economic impact on adjustment costs of this new regulatory framework by incorporating a dummy variable (=1 after February 2011).

\[ WD = \text{Working Day} \]

Finally, as electricity demand varies across the week, a temporary variable is introduced in the specification of the model in order to address aspects related to seasonality. Given notable differences between working days and the weekend, the model specification incorporates a dummy variable (=1 if a working day).

Hourly data from the Spanish Power System Operator for the different markets (daily and intraday markets, technical constraints daily market, imbalances markets and other ancillary services) are used. The analysis covers the period between 1 January 2010 and 30 June 2014.

Having described the model and information employed, we now present the stationary time series analysis. We performed two tests. First, the augmented Dickey-Fuller (ADF) test (Dickey and Fuller, 1979) under the null hypothesis of a unit root and second, the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests (Kwiatkowski, et al., 1992) under the null hypothesis of stationarity.

While the results of the ADF test (see Table 3) in levels indicate that we cannot reject the null hypothesis of a unit root in any variable at a reasonable level of significance, the results in logarithms indicate that we can reject the null hypothesis of a unit root for all series. In addition, the KPSS results in levels indicate that we can reject the null
hypothesis of stationarity in all cases, and in logarithms that we cannot reject the null hypothesis of stationarity at the 1% level of significance. Both tests confirm that the series are stationary in logarithms, so we estimate the models using all series in logarithms.

Table 3: Augmented Dickey-Fuller and Kwiatkowski–Phillips–Schmidt–Shin test

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF test</th>
<th></th>
<th></th>
<th>KPSS test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Levels</td>
<td>Logarithms</td>
<td>Levels</td>
<td>Logarithm</td>
<td></td>
</tr>
<tr>
<td>GAC</td>
<td>-2.232</td>
<td>-9.865***</td>
<td>10.700***</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>NAC</td>
<td>-2.101</td>
<td>-12.104 ***</td>
<td>7.830***</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>DI</td>
<td>-3.105</td>
<td>-19.191 ***</td>
<td>2.610***</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>-2.936</td>
<td>-20.791 ***</td>
<td>3.860***</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>SWI</td>
<td>-3.057</td>
<td>-20.892 ***</td>
<td>5.080***</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>SPHI</td>
<td>-2.949</td>
<td>-8.820 ***</td>
<td>7.530***</td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>

Note: Test results are statistics. The Modified Akakne Information Criterion determines lag length. The trend was not significant in any case, and hence, it was excluded. ADF null hypothesis of unit root. KPSS null hypothesis of stationarity. *** Significant at 1%

In Table 4, we present the descriptive statistics of the variables in logarithms as explained above.

Table 4: Descriptive Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs.</th>
<th>Mean</th>
<th>Median</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross Adjustment Costs (GAC)</td>
<td>39,408</td>
<td>1.2343</td>
<td>3.6200</td>
<td>0.7690</td>
<td>-4.6056</td>
<td>4.5419</td>
</tr>
<tr>
<td>Net Adjustment Costs (NAC)</td>
<td>39,408</td>
<td>0.1638</td>
<td>1.2300</td>
<td>0.9287</td>
<td>-4.6052</td>
<td>4.4186</td>
</tr>
<tr>
<td>SI</td>
<td>39,408</td>
<td>-4.3448</td>
<td>0.0149</td>
<td>1.1037</td>
<td>-12.9355</td>
<td>-1.9206</td>
</tr>
<tr>
<td>SWI</td>
<td>39,408</td>
<td>-4.3584</td>
<td>0.0134</td>
<td>0.9453</td>
<td>-12.7167</td>
<td>-1.9206</td>
</tr>
<tr>
<td>SPHI</td>
<td>39,368</td>
<td>-6.7393</td>
<td>0.0041</td>
<td>1.4771</td>
<td>-16.5056</td>
<td>-2.6952</td>
</tr>
<tr>
<td>DI</td>
<td>39,408</td>
<td>-3.7869</td>
<td>0.0285</td>
<td>1.2093</td>
<td>-12.7925</td>
<td>-1.2558</td>
</tr>
<tr>
<td>WD</td>
<td>39,408</td>
<td>0.6937</td>
<td>1.0000</td>
<td>0.4610</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>RF</td>
<td>39,408</td>
<td>0.7411</td>
<td>1.0000</td>
<td>0.4379</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

The time series regression models constructed for the analysis of the imbalance effects on the adjustment cost – in gross terms \((GAC_t)\) and in net terms \((NAC_t)\) – are defined in the following equations:

\[
GAC_t = \alpha_0 + \alpha_1 GAC_{t-1} + \alpha_2 DI_t + \alpha_3 SI_t + \alpha_4 WD_t + \alpha_5 RF_t + \varepsilon_t \quad (1)
\]

\[
NAC_t = \alpha_0 + \alpha_1 NAC_{t-1} + \alpha_2 DI_t + \alpha_3 SI_t + \alpha_4 WD_t + \alpha_5 RF_t + \varepsilon_t \quad (2)
\]

Furthermore, estimation results with an absolute value of the autoregressive coefficients lower than one confirm the stationarity of the series.
where, we take into account differences in the effect originating from demand \((DI_t)\) and supply \((SI_t)\) imbalances, and we introduce an autoregressive component \((GAC_{t-1}\) in Eq. (1) and \(NAC_{t-1}\) in Eq. (2)) to capture the effects of dynamics. Likewise we introduce control variables for consumption patterns on working and non-working days \((WD_t)\) and for differences in the regulatory framework \((RF_t)\).

Finally, to disentangle the supply side imbalances originating from the two main intermittent power sources, in Eq.(3) and Eq. (4), we separately account for wind \((SWI_t)\) and solar \((SPHI_t)\) supply imbalance effects. The same consideration for the time series integration is also made.

\[
GAC_t = a_0 + a_1 GAC_{t-1} + a_2 DI_t + a_3 SWI_t + a_4 SPHI_t + a_5 WD_t + a_6 RF_t + \varepsilon_t \quad (3)
\]

\[
NAC_t = a_0 + a_1 NAC_{t-1} + a_2 DI_t + a_3 SWI_t + a_4 SPHI_t + a_5 WD_t + a_6 RF_t + \varepsilon_t \quad (4)
\]

In addition to the time series properties of the variables, a deep outlier analysis was performed (see Appendix). The results of this analysis indicate that there are extreme values of observed variables that, if regressions are performed using least square methods, can distort estimates of regression coefficients. Given the confirmed validity of outlier observations (the outliers are likely to be real observations) and the dynamic nature of the model, all data points should be maintained. Thus, to alleviate the effects of the outliers we perform a quantile regression on the median\(^{10}\). The quantile approach is not as sensitive as the least squares approach to outliers because it does not give much weight to them (at the mean it gives symmetric weights to positive and negative residuals), but at the same time, unlike robust estimation, the quantile estimation does not sacrifice observations with relevant information. As in the least squares estimation of dynamic models, in the case of the quantile regression it is evident that the unobserved initial values of the dynamic process induce a bias. In the case of linear regression, instrumental variable methods are able to produce consistent estimators for dynamic data models that are independent of the initial conditions. These estimators are based on the idea that lagged (or lagged differences of) regressors are correlated with the included regressor but are uncorrelated with the innovations. Thus, valid instruments are available from inside the model and these can be used to estimate the parameters of interest employing instrumental variable methods (see Chernozhukov and Hansen, 2006; 2008). In this paper we use an analogous rationality for the construction of instruments, using values of the dependent variable lagged two periods \((GAC_{t-2} \text{ and } NAC_{t-2})\) and the lags of the exogenous variables \((DI_{t-1}; SI_{t-1}; SWI_{t-1}; SPHI_{t-1})\), which are all independent of \(\varepsilon_t\), to perform estimations using the instrumental variable quantile regression method\(^{11}\).

\(^{10}\) This analysis is also conducted with the first and fifth quantiles. From these results (available upon request), a similar conclusion can be drawn.

5. RESULTS

We performed four sets of estimations corresponding to the four equations presented in the previous section and report the results in Table 5. Columns (1) and (2) correspond to the results for gross adjustment costs. Columns (3) and (4) correspond to the results for net adjustment costs.

Overall, the estimation results point to a significant effect of demand and supply imbalances on adjustment costs. In the case of supply imbalances, both wind and solar photovoltaic deviation in generation exert a positive and significant effect on adjustment costs.

The results indicate that a 1% supply deviation increases, on average, the gross adjustment costs by 0.0095%. An equivalent supply deviation results in an increase, on average, of 0.0106% in the net adjustment costs. These outcomes are in line with the literature examining the effects of variable RES-E generation. Much more original and interesting are our results related to the positive and significant effects of demand deviations on system adjustment costs. We find that a demand deviation equivalent to 1% increases, on average, the gross adjustment costs by 0.0261% and the net adjustment costs by 0.1031%.

<table>
<thead>
<tr>
<th></th>
<th>Gross Adjustment Costs (GAC)</th>
<th></th>
<th>Net Adjustment Costs (NAC)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>DI</td>
<td>0.0261***</td>
<td>0.0265**</td>
<td>0.1031***</td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0000)</td>
<td>(0.0003)</td>
</tr>
<tr>
<td>SI</td>
<td>0.0095***</td>
<td>0.0106***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWI</td>
<td>0.0088***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPHI</td>
<td>0.0055***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WD</td>
<td>-0.0044***</td>
<td>-0.0032***</td>
<td>-0.0552***</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.0002)</td>
<td>(0.0002)</td>
</tr>
<tr>
<td>RF</td>
<td>0.0283***</td>
<td>0.0251***</td>
<td>0.1601***</td>
</tr>
<tr>
<td></td>
<td>(0.0002)</td>
<td>(0.0001)</td>
<td>(0.0003)</td>
</tr>
<tr>
<td>L.ar</td>
<td>0.8984***</td>
<td>0.8968***</td>
<td>0.7458**</td>
</tr>
<tr>
<td></td>
<td>(0.0002)</td>
<td>(0.0003)</td>
<td>(0.0014)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.2614***</td>
<td>0.4017***</td>
<td>0.3017***</td>
</tr>
<tr>
<td></td>
<td>(0.0012)</td>
<td>(0.1426)</td>
<td>(0.0119)</td>
</tr>
</tbody>
</table>

Notes: QRIV results with the following instruments: GAC_{t-2}, NAC_{t-2}, Di_{t-1}, Si_{t-1}, SWI_{t-1}, and SPHI_{t-1}. Weighted bootstrap standard errors in parentheses*** p<0.01, ** p<0.05, * p<0.1

In sum, the respective intensities of the impacts of demand and supply deviations are statistically different, being always higher in the case of the demand deviations. In a sector where all the focus is on the supply side, the estimations performed in this paper
for the Spanish electricity system highlight the importance of demand imbalances when explaining the cost of balancing services.

To gain additional insights from these outcomes, in Table 6 we present the estimated effects of the demand and supply deviations over gross and net average costs in €/MWh.

<table>
<thead>
<tr>
<th></th>
<th>$DI$</th>
<th>$SI$</th>
<th>$SWI$</th>
<th>$SPHI$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$GAC$</td>
<td>0.1174</td>
<td>0.0427</td>
<td>0.0396</td>
<td>0.0247</td>
</tr>
<tr>
<td>$NAC$</td>
<td>0.1808</td>
<td>0.0186</td>
<td>0.0275</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

It should be stressed that when considering the two main RES-E technologies separately, the results show that wind supply deviations have a greater economic impact than that of photovoltaic supply deviations. According to our estimates, the economic impact of a one-percentage-point deviation in wind supply is 0.0396 €/MWh in gross terms and 0.0247 €/MWh in net terms.

As expected, the adjustment costs – both in gross and net terms – depend heavily on their value in the previous hour. Hence, a 1%-increase in the level of gross adjustment costs in the previous hour increases, on average, the adjustment service costs by 0.89%. An equivalent but lower increase (0.74%) is estimated when considering net adjustment costs. The inertial behaviour of system adjustment costs, related with the criteria followed by the System Operator (SO) for the assessment of control reserves, seems to account for these outcomes.

Our econometric results for the regulatory framework variable are consistent with those published in previous studies. Thus, the regulatory framework is relevant when we consider the evolution of adjustment costs: a reduction in supply flexibility (an increase in the share of coal production and a reduction in power from combined cycle plants) results in an increase in adjustment costs. Hence, regulatory factors that affect supply flexibility exert a positive and significant effect on adjustment costs.

Our results for the impact of the day of the week on operational costs present a negative and significant relationship between workings days and both gross and net adjustment costs. This negative effect can be accounted for by the differences in electricity consumption between a working day and the days of the weekend. On a working day, demand is higher and, therefore, the amount of conventional generation dispatched by the system is also higher. The amount of conventional generation connected to the system is positively correlated with the level of demand: therefore, when consumption is higher, the performance of the adjustment services is also higher. Likewise, the number of agents connected to the system capable of offering flexible services to it increases and the resulting price is more competitive.
6. CONCLUSIONS AND POLICY IMPLICATIONS

The ability of electricity systems to accommodate RES-E constitutes one of the main challenges for the future. Compared with conventional energy systems, in which the sources of uncertainty were not so great, electricity systems today have to deal with the uncertainty associated with RES-E generation.

This paper, in seeking to look beyond the impact of RES-E generation intermittency on the evolution of the total economic costs associated with the operation of the electricity system, represents the first attempt to estimate the sensitivity of these costs to other variables, above all real-time adjustments to electricity demand arising from inaccurate predictions.

From the broader perspective of energy policy and sector regulation, the key question here concerns how to improve the functioning of the adjustment services – integrated from several markets, including the resolution of the system’s technical restrictions, the allocation of ancillary services and the management of deviations – without increasing their relative costs. The adjustment services in operation in most electricity markets today were established when RES-E penetration had yet to achieve a significant level and as such they need to be improved. An in-depth understanding of the way in which these markets function and of the role played by the different explanatory variables, with a particular emphasis on demand and supply characteristics, is crucial to ensure a successful reform process. Among other objectives, minimizing program deviations must be one of the main goals of this reform. In this regard, the introduction of sufficient incentives to minimize imbalances and ensuring an active participation of RES-E generators in power balancing could form part of the solution.

Clearly, additional flexibility requirements should not be considered as the main constraint limiting the deployment of renewables in the power sector. There are a number of additional non-technical constraints that might also limit the deployment of RES-E generation, including the policy framework or the availability of finance and public support. The current situation of RES-E penetration in Spain constitutes a good example of just that.

Increasing RES-E penetration has given rise to a series of challenges as regards the ability of the electricity system to balance supply and demand, especially with high levels of intermittent renewable generation. This new scenario requires a detailed quantitative assessment of how the electricity system might both deliver and accommodate higher levels of RES-E generation and of the associated economic costs for the consumer. Given that the electricity system has to deal with other sources of uncertainty – primarily of demand – here we have evaluated and compared the economic costs of additional demand for reserve and the response operations associated with each source of uncertainty.

Our study has stressed the importance of demand effects on operational costs, in
contrast with other studies that have focused their attention more specifically on supply effects. The estimations for the Spanish system reported here demonstrate that demand imbalances cannot be ignored when evaluating the cost of balancing services. In summary, under the assumed hypothesis, the estimations performed allow the following conclusions to be drawn:

- First, regardless of the adjustment costs – gross or net – and the level of aggregation of the supply-side resources considered, our results point to the relevance of demand imbalances. Indeed, the effects on adjustment costs are always stronger for deviations from the demand side than they are for those from the supply side.

- Second, our results show that the deviations have a greater impact on net adjustment costs than they do on gross adjustment costs. Future research in the field needs to try to overcome data limitations and to analyse the effects on the disaggregated components of the adjustment costs.

- Third, in Europe where renewable power capacities will soon be predominant in the generation mix, it is crucial that the volume of electricity imbalances within systems be minimized and the associated costs to end consumers be reduced. There are several reasons for these imbalances between generation and consumption, but our evaluation of the operational costs in the Spanish electricity system suggests that the demand effect cannot be ignored.

- The dynamic effects of these explanatory variables require further evaluation. Yet, our results indicate that the provision of stronger incentives to invest in technologies (e.g., better forecasting tools) is needed in order to minimize imbalance risks.

This paper has examined the balancing power used to quickly restore the supply-demand balance in Spain’s power system and the associated economic costs when real-time supply and demand deviations emerge. We have reported that variable renewable generation is a source of potential deviation that can increase short-term balancing needs. At the same time, errors in demand forecasts constitute an additional source of uncertainty that require balancing services. Interestingly, we have highlighted the relevance of demand effects on operational costs. All in all, however, supply and demand effects are crucial in the design of new balancing services.
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Appendix

From the summary statistics (see Table 3 in the main text) and from a basic examination of the series some concerns arise regarding the possible presence of extreme values for some of the observed variables. To analyse the outliers in the series, a three-step approach was followed: in the first step we confirm the existence of outliers, in the second we identify the most relevant outliers, and in the third step we check their validity in the original dataset.

We used the blocked adaptive computationally efficient outlier nominators (BACON) algorithm proposed by Billor et al. (2000) and further developed by Weber (2010) to detect outliers in our multivariate data. The algorithm starts from the identification of an initial subset of $m$ outlier-free observations out of a sample of $n$ observations and over the $p$ variables of the model, where the subset size $m$ is given by the product of the number of variables $p$ and a parameter $x$ chosen to determine the percentile $(1 - x)$ of the chi-squared distribution to be used as a threshold to separate outliers from non-outliers. After an iterative process (see Weber, 2010) those observations excluded from the final basic subset are nominated as outliers, whereas those inside the final basic subset are non-outliers. We chose six percentiles $(1 - x)$ to perform the test for the four models. The results of the BACON test (Table A1) confirm the existence of extreme values of the observable variables in all four models with different thresholds.

<table>
<thead>
<tr>
<th>Model</th>
<th>$(1-x=0.15)$</th>
<th>$(1-x=0.20)$</th>
<th>$(1-x=0.25)$</th>
<th>$(1-x=0.30)$</th>
<th>$(1-x=0.35)$</th>
<th>$(1-x=0.40)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>6</td>
<td>74</td>
<td>183</td>
<td>361</td>
<td>468</td>
<td>612</td>
</tr>
<tr>
<td>(2)</td>
<td>1</td>
<td>5</td>
<td>19</td>
<td>55</td>
<td>135</td>
<td>255</td>
</tr>
<tr>
<td>(3)</td>
<td>4</td>
<td>81</td>
<td>210</td>
<td>353</td>
<td>483</td>
<td>657</td>
</tr>
<tr>
<td>(4)</td>
<td>1</td>
<td>6</td>
<td>21</td>
<td>58</td>
<td>167</td>
<td>266</td>
</tr>
</tbody>
</table>

To identify the most important outliers we draw on the approaches proposed by Fox (1991) and Bohernstedt and Knoke (2002). Thus, for each model the top ten observations with the highest standardized residual (five positive and five negative) were selected. In Table A2 we present the standardized residuals, standardized DF Betas and Cook’s distance values for the selected observations.
<table>
<thead>
<tr>
<th>Model</th>
<th>Obs. ID</th>
<th>Standardized Residuals</th>
<th>Standardized DF Betas</th>
<th>Cook's Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>10494</td>
<td>-8.208313</td>
<td>-0.0341513</td>
<td>0.0022176</td>
</tr>
<tr>
<td></td>
<td>12776</td>
<td>-8.11655</td>
<td>-0.0252596</td>
<td>0.0012077</td>
</tr>
<tr>
<td></td>
<td>26495</td>
<td>-7.997363</td>
<td>-0.0153401</td>
<td>0.0006631</td>
</tr>
<tr>
<td></td>
<td>8161</td>
<td>-6.956773</td>
<td>0.0124462</td>
<td>0.0007821</td>
</tr>
<tr>
<td></td>
<td>8381</td>
<td>-6.945102</td>
<td>0.0184553</td>
<td>0.0009952</td>
</tr>
<tr>
<td></td>
<td>25460</td>
<td>4.166198</td>
<td>0.0121760</td>
<td>0.002074</td>
</tr>
<tr>
<td></td>
<td>24645</td>
<td>4.542363</td>
<td>0.0125443</td>
<td>0.002695</td>
</tr>
<tr>
<td></td>
<td>7985</td>
<td>4.556850</td>
<td>0.0273400</td>
<td>0.003517</td>
</tr>
<tr>
<td></td>
<td>7986</td>
<td>4.594662</td>
<td>0.0229944</td>
<td>0.003426</td>
</tr>
<tr>
<td></td>
<td>16087</td>
<td>5.390295</td>
<td>-0.1384459</td>
<td>0.0043362</td>
</tr>
<tr>
<td>(2)</td>
<td>12776</td>
<td>-8.181914</td>
<td>-0.0245499</td>
<td>0.0012909</td>
</tr>
<tr>
<td></td>
<td>10494</td>
<td>-8.167716</td>
<td>-0.0316382</td>
<td>0.0022665</td>
</tr>
<tr>
<td></td>
<td>26495</td>
<td>-8.081288</td>
<td>-0.0160225</td>
<td>0.0006986</td>
</tr>
<tr>
<td></td>
<td>8381</td>
<td>-7.024498</td>
<td>0.0194422</td>
<td>0.0011738</td>
</tr>
<tr>
<td></td>
<td>10688</td>
<td>-6.941783</td>
<td>0.0225344</td>
<td>0.0006673</td>
</tr>
<tr>
<td></td>
<td>24549</td>
<td>4.290016</td>
<td>0.0067373</td>
<td>0.004076</td>
</tr>
<tr>
<td></td>
<td>7985</td>
<td>4.489459</td>
<td>0.0267988</td>
<td>0.003420</td>
</tr>
<tr>
<td></td>
<td>24645</td>
<td>4.504580</td>
<td>0.0110940</td>
<td>0.0001893</td>
</tr>
<tr>
<td></td>
<td>7986</td>
<td>4.543151</td>
<td>0.0227338</td>
<td>0.003522</td>
</tr>
<tr>
<td></td>
<td>16087</td>
<td>5.420996</td>
<td>-0.1402424</td>
<td>0.0037737</td>
</tr>
<tr>
<td>(3)</td>
<td>10494</td>
<td>-8.208313</td>
<td>-0.0341513</td>
<td>0.0022176</td>
</tr>
<tr>
<td></td>
<td>12776</td>
<td>-8.11655</td>
<td>-0.0252596</td>
<td>0.0012077</td>
</tr>
<tr>
<td></td>
<td>26495</td>
<td>-7.997363</td>
<td>-0.0153401</td>
<td>0.0006631</td>
</tr>
<tr>
<td></td>
<td>8161</td>
<td>-6.956773</td>
<td>0.0124462</td>
<td>0.0007821</td>
</tr>
<tr>
<td></td>
<td>8381</td>
<td>-6.945102</td>
<td>0.0184553</td>
<td>0.0009952</td>
</tr>
<tr>
<td></td>
<td>25460</td>
<td>4.166198</td>
<td>0.0121760</td>
<td>0.002074</td>
</tr>
<tr>
<td></td>
<td>24645</td>
<td>4.542363</td>
<td>0.0125443</td>
<td>0.002695</td>
</tr>
<tr>
<td></td>
<td>7985</td>
<td>4.556850</td>
<td>0.0273400</td>
<td>0.003517</td>
</tr>
<tr>
<td></td>
<td>7986</td>
<td>4.594662</td>
<td>0.0229944</td>
<td>0.003426</td>
</tr>
<tr>
<td></td>
<td>16087</td>
<td>5.390295</td>
<td>-0.1384459</td>
<td>0.0043362</td>
</tr>
<tr>
<td>(4)</td>
<td>12776</td>
<td>-8.181914</td>
<td>-0.0245499</td>
<td>0.0012909</td>
</tr>
<tr>
<td></td>
<td>10494</td>
<td>-8.167716</td>
<td>-0.0316382</td>
<td>0.0022665</td>
</tr>
<tr>
<td></td>
<td>26495</td>
<td>-8.081288</td>
<td>-0.0160225</td>
<td>0.0006986</td>
</tr>
<tr>
<td></td>
<td>8381</td>
<td>-7.024498</td>
<td>0.0194422</td>
<td>0.0011738</td>
</tr>
<tr>
<td></td>
<td>10688</td>
<td>-6.941783</td>
<td>0.0225344</td>
<td>0.0006673</td>
</tr>
<tr>
<td></td>
<td>24549</td>
<td>4.290016</td>
<td>0.0067373</td>
<td>0.004076</td>
</tr>
<tr>
<td></td>
<td>7985</td>
<td>4.489459</td>
<td>0.0267988</td>
<td>0.003420</td>
</tr>
<tr>
<td></td>
<td>24645</td>
<td>4.504580</td>
<td>0.0110940</td>
<td>0.0001893</td>
</tr>
<tr>
<td></td>
<td>7986</td>
<td>4.543151</td>
<td>0.0227338</td>
<td>0.003522</td>
</tr>
<tr>
<td></td>
<td>16087</td>
<td>5.420996</td>
<td>-0.1402424</td>
<td>0.0037737</td>
</tr>
</tbody>
</table>
The standardized residual is the residual divided by its standard error. When the distribution of the residuals is approximately normal, 95% of the standardized residuals should fall between -2 and +2. If many of the residuals fall outside of + or – 2, then they can be considered unusual, which is the case for all the selected observations in our four models. The standardized DF Betas measure the extent to which an observation has affected the estimate of a regression. Values larger than $2/\sqrt{n}$ in absolute value (0.0101 in our data) are considered highly influential; this condition is met for all the selected observations. Finally, the Cook’s distance measures the aggregate impact of each observation on the group of regression coefficients, as well as on the group of fitted values. Values larger than $4/n$ (0.0001 in our data) are considered highly influential; this is the case for all the selected observations in our four models.

These analyses lead us to the conclusion that the extreme values for some of the observed variables are likely to have a highly influential impact on the estimates. Clearly, estimations performed using least square methods that include the outliers would result in biased outcomes. We proceeded to confirm the validity of the identified outliers by contrasting their values with those in the original data set and with a Spanish Power System Operator specialist. As a result, we can confirm that the outliers are real observations.
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