Abstract

We present a methodology to address the problem of human gesture segmentation and recognition in video and depth image sequences. A Bag-of-Visual-and-Depth-Words (BoVDW) model is introduced as an extension of the Bag-of-Visual-Words (BoVW) model. State-of-the-art RGB and depth features, including a newly proposed depth descriptor, are analysed and combined in a late fusion form. The method is integrated in a Human Gesture Recognition pipeline, together with a novel Probability-based Dynamic Time Warping (PDTW) algorithm which is used to perform prior segmentation of idle gestures. The proposed DTW variant uses samples of the same gesture category to build a Gaussian Mixture Model driven probabilistic model of that gesture class. Results of the whole Human Gesture Recognition pipeline in a public data set show better performance in comparison to both standard
BoVW model and DTW approach.
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1. Introduction

Nowadays, human gesture recognition is one of the most challenging tasks in computer vision. Current methodologies have shown preliminary results on very simple scenarios, but they are still far from human performance. Due to the large number of potential applications involving human gesture recognition in fields like surveillance [1], sign language recognition [2], or clinical assistance [3] among others, there is a large and active research community devoted to deal with this problem. Independently of the application field, the usual human gesture recognition pipeline is mainly formed by two steps: gesture representation and gesture classification.

Regarding the gesture representation step, literature shows a variety of methods that have obtained successful results. Commonly applied in image retrieval or image classification scenarios, Bag-of-Visual-Words (BoVW) is one of the most used approaches. This methodology is an evolution of Bag-of-Words (BoW) representation, used in document analysis, where each document is represented using the frequency of appearance of each word in a dictionary. In the image domain, these words become visual elements of a certain visual vocabulary. First, each image is decomposed into a large set of patches, either using some type of spatial sampling (grids, sliding window, etc.) or detecting points with relevant properties (corners, salient regions, etc.). Each patch is then described obtaining a numeric descriptor. A set of
$V$ representative visual words are selected by means of a clustering process over the descriptors. Once the visual vocabulary is defined, each new image can be represented by a global histogram containing the frequencies of visual words. Finally, this histogram can be used as input for any classification technique (i.e. $k$–Nearest Neighbor or SVM) [5, 6]. In addition, extensions of BoW from still images to image sequences have been recently proposed in the context of human action recognition, defining Spatio-Temporal-Visual-Words (STVW) [7].

The release of the Microsoft Kinect$^\text{T M}$ sensor in late 2010 has allowed an easy and inexpensive access to almost synchronized range imaging with standard video data. Those data combine both sources into what is commonly named RGB-D images (RGB plus Depth). This data fusion has reduced the burden of the first steps in many pipelines devoted to image or object segmentation, and opened new questions such as how these data can be effectively described and fused. Motivated by the information provided by depth maps, several 3-D descriptors have been recently developed [8, 9] (most of them based on codifying the distribution of normal vectors among regions in the 3D space), as well as their fusion with RGB data [10] and learning approaches for object recognition [11]. This depth information has been particularly exploited for gesture recognition and human body segmentation and tracking. While some works focus on just the hand regions for performing gesture recognition [12, 13, 14, 15, 16, 17], in [18] Shotton introduced one of the greatest advances in the extraction of the human body pose using RGB-D, which is provided as part of the Kinect$^\text{T M}$ human recognition framework. The method is based on inferring pixel label probabilities through
Random Forest from learned offsets of depth features. Then, mean shift is applied to estimate human joints and representing the body in skeletal form. Hernández-Vela et al. [19] extended Shotton’s work applying Graph-cuts to the pixel label probabilities obtained through Random Forest, in order to compute consistent segmentations in the spatio-temporal domain. Girshick and Shotton [20] proposed later a different approach in which they directly regress the positions of the body joints, without the need of an intermediate pixel-wise body limb classification as in [18]. The extraction of body pose information opens the door to one of the most challenging problems nowadays, i.e. human gesture recognition.

In the gesture classification step there exists a wide number of methods based on dynamic programming algorithms for both alignment and clustering of temporal series [21]. Other probabilistic methods such as Hidden Markov Models (HMM) or Conditional Random Fields (CRF) have been commonly used in the literature [2]. Nevertheless, one of the most common methods for Human Gesture Recognition is Dynamic Time Warping (DTW) [22], since it offers a simple yet effective temporal alignment between sequences of different lengths. However, the application of such methods to gesture detection in complex scenarios becomes a hard task due to the high variability of the environmental conditions among different domains. Some common problems are: wide range of human pose configurations, influence of background, continuity of human movements, spontaneity of human actions, speed, appearance of unexpected objects, illumination changes, partial occlusions, or different points of view, just to mention a few. These effects can cause dramatic changes in the description of a certain gesture, generating a great intra-class
variability. In this sense, since usual DTW is applied between a sequence and a single pattern, it fails when taking into account such variability.

The problem of gesture recognition in which an idle or reference gesture is performed between gestures is addressed in this paper. In order to solve this problem, we introduce a continuous human gesture recognition pipeline based on: First, a new feature representation by means of a Bag-of-Visual-and-Depth-Words (BoVDW) approach that takes profit of multimodal RGB-D data to tackle the gesture representation step. The BoVDW is empowered by the combination of both RGB images and a new depth descriptor which takes into account the distribution of normal vectors with respect to the camera position, as well as the rotation with respect to the roll axis of the camera. Next, we propose the definition of an extension of DTW method to a probability-based framework in order to perform temporal gesture segmentation. In order to evaluate the presented approach, we compare the performances achieved with state-of-the-art RGB and depth feature descriptors separately, and combine them in a late fusion form. All these experiments are performed in the proposed framework using the public data set provided by the ChaLearn Gesture Challenge[^1]. Results of the proposed BoVDW method show better performance using late fusion in comparison to early fusion and standard BoVW model. Moreover, our BoVDW approach outperforms the baseline methodology provided by the ChaLearn Gesture Recognition Challenge 2012. In the same way, the results obtained with the proposed PDTW outperform the ones from the classical DTW approach.

The BoVDW model for gesture recognition is introduced in Section 2 as well as the PDTW. Experimental results and their analysis are presented in Section 3. Finally, Section 4 concludes the paper.

2. BoVDW and Probability-based DTW for Human Gesture Recognition

As pointed out in the Introduction, we address the problem of gesture recognition, with the constraint that an idle or reference gesture is performed between gestures. The main reason for such constraint is that in many real-world settings there always exists an idle gesture between movements rather than a continuous flux of gestures. Some examples are sports like tennis, swordplay, boxing, martial arts, or choreographic sports. However, the existence of an idle gesture is not only related to sports, some other daily tasks like cooking or dancing contain idle gestures in certain situations. Moreover, the proposed system can be extended to be applied to other gesture recognition domains without the need of modelling idle gestures, but any other kind of gesture categories.

In this sense, our approach consists of two steps: a temporal gesture segmentation step (the detection of the idle gesture), and the gesture classification step. The former one aims to provide a temporal segmentation of gestures. To perform such temporal segmentation, a novel probabilistic-based DTW models the variability of the idle gesture by learning a GMM on the features of the idle gesture category. Once the gestures have been segmented, the latter step is gesture classification. Segmented gestures are represented and classified by means of a BoVDW method, which integrates
in a late fusion form the information of both RGB and Depth images.

The global pipeline of the approach is depicted in Figure 1. The proposal is divided in two blocks, the temporal gesture segmentation step and the gesture classification step, which are detailed in next sections.

2.1. Gesture Segmentation: Probability-based DTW

The original DTW is introduced in this section, as well as its common extension to detect a certain sequence given an indefinite data stream. In the following subsections, DTW is extended in order to align patterns taking into account the probability density function (PDF) of each element of the sequence by means of a Gaussian Mixture Model (GMM). A flowchart of the whole methodology is shown in Figure 2.

2.1.1. Dynamic Time Warping

The original DTW algorithm was defined to match temporal distortions between two models, finding an alignment/warping path between two time
series: an input model \( Q = \{q_1, \ldots, q_n\} \) and a certain sequence \( C = \{c_1, \ldots, c_m\} \).

In our particular case, the time series \( Q \) and \( C \) are video sequences, where each \( q_j \) and \( c_i \) will be feature vectors describing the \( j \)-th and \( i \)-th frame respectively. In this sense, \( Q \) will be an input video sequence and \( C \) will be the gesture we are aiming to detect. Generally, in order to align these two sequences, a \( M_{m \times n} \) matrix is designed, where position \((i, j)\) of the matrix contains the alignment cost between \( c_i \) and \( q_j \). Then, a warping path of length \( \tau \) is defined as a set of contiguous matrix elements, defining a mapping between \( C \) and \( Q \): \( W = \{w_1, \ldots, w_\tau\} \), where \( w_i \) indexes a position in the cost matrix \( M \). This warping path is typically subject to several constraints,

- **Boundary conditions:** \( w_1 = (1, 1) \) and \( w_\tau = (m, n) \).
- **Continuity and monotonicity:** Given \( w_{\tau'-1} = (a', b') \), \( w_{\tau'} = (a, b) \), then \( a - a' \leq 1 \) and \( b - b' \leq 1 \). This condition forces the points in the cost matrix with the warping path \( W \) to be monotonically spaced in time.
Interest is focused on the final warping path that, satisfying these conditions, minimizes the warping cost,

$$DTW(M) = \min_{W} \left\{ \frac{M(w_\tau)}{\tau} \right\},$$  \hspace{1cm} (1)

where $\tau$ compensates the different lengths of the warping paths at each time $t$. This path can be found very efficiently using dynamic programming. The cost at a certain position $M(i,j)$ can be found as the composition of the Euclidean distance $d(i,j)$ between the feature vectors $c_i$ and $q_j$ of the two time series, and the minimum cost of the adjacent elements of the cost matrix up to that position, as,

$$M(i,j) = d(i,j) + \min\{M(i-1,j-1), M(i-1,j), M(i,j-1)\}. \hspace{1cm} (2)$$

However, given the streaming nature of our problem, the input video sequence $Q$ has no definite length (it may be an infinite video sequence) and may contain several occurrences of the gesture sequence $C$. In this sense, the system considers that there is correspondence between the current block $k$ in $Q$ and the gesture when the following condition is satisfied, $M(m,k) < \theta, k \in [1,..,\infty]$ for a given cost threshold $\theta$. At this point, if $M(m,k) < \theta$ is consider a possible end of a gesture sequence $C$.

Once detected a possible end of the gesture sequence, the warping path $W$ can be found through backtracking the minimum cost path from $M(m,k)$ to $M(0,g)$, being $g$ the instant of time in $Q$ where the detected gesture begins. Note that $d(i,j)$ is the cost function which measures the difference among descriptors $c_i$ and $q_j$, which in standard DTW is defined as the euclidean distance between $c_i$ and $q_j$. An example of a begin-end gesture recognition
together with the warping path estimation is shown in Figure 2 (last 2 steps: GMM learning and Probabilistic DTW).

2.1.2. Handling variance with Probability-based DTW

Consider a training set of \( N \) sequences, \( S = \{S_1, S_2, \ldots, S_N\} \), that is, \( N \) gesture samples belonging to the same gesture category. Then, each sequence \( S_g = \{s^g_1, \ldots, s^g_{L_g}\} \), (each gesture sample) is composed by a feature vector \(^2\) for each frame \( t \), denoted as \( s^g_t \), where \( L_g \) is the length in frames of sequence \( S_g \). In order to avoid temporal deformations of the gesture samples in \( S \), all sequences are aligned with the median length sequence using the classical DTW with Euclidean distance. Let us assume that sequences are ordered according to their length, so that \( L_{g-1} \leq L_g \leq L_{g+1}, \forall g \in [2, \ldots, N-1] \), then, the median length sequence is \( \bar{S} = S_{\lceil N/2 \rceil} \).

It is worth noting that this alignment step by using DTW has no relation to the actual gesture recognition, as it is consider a pre-processing step to obtain a set of gesture samples with few temporal deformations and a matching length.

Finally, after this alignment process, all sequences have length \( L_{\lceil N/2 \rceil} \). The set of warped sequences is defined as \( \tilde{S} = \{\tilde{S}_1, \tilde{S}_2, \ldots, \tilde{S}_N\} \) (See Figure 3(b)). Once all samples are aligned, the \( N \) feature vectors corresponding to each sequence element at a certain frame \( t \), denoted as \( \tilde{F}_t = \{f^1_t, f^2_t, \ldots, f^N_t\} \), are modelled by means of a \( G \)-component Gaussian Mixture Model (GMM)

\[
\lambda_t = \{\alpha^t_k, \mu^t_k, \Sigma^t_k\}, \quad k = 1, \ldots, G,
\]

where \( \alpha^t_k \) is the mixing value, and \( \mu^t_k \) and \( \Sigma^t_k \) are the parameters of each of the \( G \) Gaussian models in the mixture. As

\(^2\)HOG/HOF descriptors in our particular case, see Sec. 3.2.1 for further details.
a result, each one of the GMMs that model each $\tilde{F}_t$ is defined as follows,

$$p(\tilde{F}_t) = \sum_{k=1}^{G} \alpha^t_k \cdot e^{-\frac{1}{2}(x-\mu^t_k)^T \Sigma^{-1}_t \cdot (x-\mu^t_k)}. \quad (3)$$

The resulting model is composed by the set of GMMs that model each set $\tilde{F}_t$ among all warped sequences of a certain gesture class. An example of the process is shown in Figure 3.

### 2.1.3. Distance measures

In the classical DTW, a pattern and a sequence are aligned using a distance metric, such as the Euclidean distance. However, since our gesture samples are modelled by means of probabilistic models, in order to use the principles of DTW, the distance must be redefined. In this sense, a soft-distance based on the probability of a point $x$ belonging to each one of the $G$ components in the GMM is considered, i.e. the posterior probability of $x$ is obtained according to Eq. (3). Therefore, since $\sum_{k=1}^{G} \alpha^t_k = 1$, the probability of an element $q_j \in Q$ belonging to the whole GMM $\lambda_t$ can be computed as,

$$P(q_j, \lambda_t) = \sum_{k=1}^{G} \alpha^t_k \cdot P(q_j)_k, \quad (4)$$

$$P(q_j)_k = e^{-\frac{1}{2}(q_j-\mu^t_k)^T \Sigma^{-1}_t \cdot (q_j-\mu^t_k)}, \quad (5)$$

which is the sum of the weighted probability of each component. Nevertheless, an additional step is required since the standard DTW algorithm is conceived for distances instead of similarity measures. In this sense, a soft-distance based measure of the probability is used, which is defined as,

$$D(q_j, \lambda_t) = \exp^{-P(q_j, \lambda_t)}. \quad (6)$$
In conclusion, possible temporal deformations of different samples of the same gesture category are taken into account by aligning the set of $N$ gesture samples with the median length sequence. In addition, by modelling with a GMM each set of feature vectors which compose the resulting warped sequences, we obtain a methodology for gesture detection that is able to deal with multiple deformations in gestures both temporal (which are modelled
by the DTW alignment), or descriptive (which are learned by the GMM modelling). The algorithm that summarizes the use of the probability-based DTW to detect start-end of gesture categories is shown in Table 1. Figure 6 illustrates the application of the algorithm in a toy problem.

Table 1: Probability-based DTW algorithm.

<table>
<thead>
<tr>
<th>Input: A set of GMM models $\lambda = {\lambda_1, \ldots, \lambda_m}$ corresponding to a gesture category, a threshold value $\mu$, and the streaming sequence $Q = {q_1, \ldots, q_\infty}$. Cost matrix $M_{m \times \infty}$ is defined, where $N(x), x = (i, t)$ is the set of three upper-left neighbor locations of $x$ in $M$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Warping path $W$ of the detected gesture, if any.</td>
</tr>
</tbody>
</table>

```plaintext
// Initialization
for $i = 1 : m$ do
    for $j = 1 : \infty$ do
        $M(i, j) = \infty$
    end
end

for $j = 1 : \infty$ do
    $M(0, j) = 0$
end

for $j = 0 : \infty$ do
    for $i = 1 : m$ do
        $x = (i, j)$
        $M(x) = D(q_j, \lambda_i) + \min_{x' \in N(x)} M(x')$
    end
    if $M(m, j) < \mu$ then
        $W = \{ \text{argmin}_{x' \in N(x)} M(x') \}$
        return
    end
end
```

2.2. Gesture Representation: BoVDW

In this section, the BoVDW approach for Human Gesture Representation is introduced. Figure 4 contains a conceptual scheme of the approach. In
this figure, it is shown that the information from RGB and Depth images is merged, while circles representing the spatio-temporal interest points are described by means of the proposed novel VFHCRH descriptor.

Figure 4: BoVDW approach in a Human Gesture Recognition scenario. Interest points in RGB and depth images are depicted as circles. Circles indicate the assignment to a visual word in the shown histogram – computed over one spatio-temporal bin. Limits of the bins from the spatio-temporal pyramids decomposition are represented by dashed lines in blue and green, respectively. A detailed view of the normals of the depth image is shown in the upper-left corner.

2.2.1. Keypoint detection

The first step of BoW-based models consists of selecting a set of points in the image/video with relevant properties. In order to reduce the amount of points in a dense spatio-temporal sampling, the Spatio-Temporal Interest Point (STIP) detector [23] is used, which is an extension of the well-known Harris detector in the temporal dimension. The STIP detector firstly computes the second-moment $3\times3$ matrix $\eta$ of first order spatial and temporal
derivatives. Finally, the detector searches regions in the image with significant eigenvalues $\lambda_1, \lambda_2, \lambda_3$ of $\eta$, combining the determinant and the trace of $\eta$,

$$H = |\eta| - K \cdot \text{Tr}(\eta)^3,$$

where $|.|$ corresponds to the determinant, $\text{Tr}(. )$ computes the trace, and $K$ stands for a relative importance constant factor. As multi-modal RGB-D data is employed, the STIP detector is applied separately on the RGB and Depth volumes, so two sets of interest points $S_{\text{RGB}}$ and $S_D$ are obtained.

2.2.2. Keypoint description

In this step, the interest points detected in the previous step should be described. On one hand, state-of-the-art RGB descriptors are computed for $S_{\text{RGB}}$, including Histogram of Gradients (HOG) [24], Histogram of Optical Flow (HOF), and their concatenation HOG/HOF [25]. On the other hand, a new descriptor VFHCRH (Viewpoint Feature Histogram Camera Roll Histogram) is introduced for $S_D$, as detailed below.

2.2.3. VFHCRH

The recently proposed Point Feature Histogram (PFH) and Fast Point Feature Histogram (FPFH) descriptors represent each instance in the 3-D cloud of points with a histogram encoding the distribution of the mean curvature around it. Both PFH and FPFH provide $P6$ DOF (Degrees of Freedom) pose invariant histograms, being $P$ the number of points in the cloud. Following their principles, Viewpoint Feature Histogram (VFH) [9] describes each cloud of points with one descriptor of 308 bins, variant to object rotation around pitch and yaw axis. However, VFH is invariant to
Figure 5: (a) Point cloud of a face and the projection of its normal vectors onto the plane $P_{xy}$, orthogonal to the viewing axis $z$. (b) VFHCRH descriptor: Concatenation of VFH and CRH histograms resulting in 400 total bins.

rotation about the roll axis of the camera. In contrast, Clustered Viewpoint Feature Histogram (CVFH) [26] describes each cloud of points using a different number of descriptors $r$, where $r$ is the number of stable regions found on the cloud. Each stable region is described using a non-normalized VFH histogram and a Camera’s Roll Histogram (CRH), and the final object description includes all region descriptors. CRH is computed by projecting the normal of the point cloud $\tau^{(i)}$ of the $i$-th point $\rho^{(i)}$ onto a plane $P_{xy}$ that is orthogonal to the viewing axis $z$, the vector between the camera center and the centroid of the cloud, under orthographic projection,

$$\tau_{xy}^{(i)} = ||\tau^{(i)}|| \cdot \sin(\phi),$$

where $\phi$ is the angle between the normal $\tau^{(i)}$ and the viewing axis. Finally, the histogram encodes the frequencies of the projected angle $\psi$ between $\tau_{xy}^{(i)}$ and $y$-axis, the vertical vector of the camera plane (see Fig. 5(a)).

In order to avoid descriptors of arbitrary lengths for different point clouds,
the whole cloud is described using VFH. In addition, a 92 bins CRH is computed for encoding $6DOF$ information. The concatenation of both histograms results in the proposed VFHCRH descriptor of 400 bins shown in Figure 5(b). Note how the first 308 bins of the concatenated feature vector correspond to the VFH, that encode the normals of the point cloud. Finally, the remaining bins corresponding to the CRH descriptor, encode the information of the relative orientation of the point cloud to the camera.

2.2.4. BoVDW histogram

Once all the detected points have been described, the vocabulary of $V$ visual/depth words is designed by applying a clustering method over all the descriptors. Hence, the clustering method –$k$-means in our case– defines the words from which a query video sequence will be represented, shaped like a histogram $h$ that counts the occurrences of each word. Additionally, in order to introduce geometrical and temporal information, spatio-temporal pyramids are applied. Basically, spatio-temporal pyramids consist of dividing the video volume in $b_u$, $b_v$, and $b_p$ bins along the $u$, $v$, and $p$ dimensions of the volume, respectively. Then, $b_u \times b_v \times b_p$ separate histograms are computed with the points lying in each one of these bins, and they are concatenated jointly with the general histogram computed using all points.

These histograms define the model for a certain class of the problem –in our case, a certain gesture. Since multi-modal data is considered, different vocabularies are defined for the RGB-based descriptors and the depth-based ones, and the corresponding histograms, $h^{RGB}$ and $h^D$, are obtained. Finally, the information given by the different modalities is merged in the next and final classification step, hence using late fusion.
2.2.5. BoVDW-based classification

The final step of the BoVDW approach consists of predicting the class of the query video. For that, any kind of multi-class supervised learning technique could be used. In our case, a simple \( k \)-Nearest Neighbour classification is used, computing the complementary of the histogram intersection as a distance,

\[
d^F = 1 - \sum_i \min(h_{model}^F(i), h_{query}^F(i)),
\]

where \( F \in \{ \text{RGB}, D \} \). Finally, in order to merge the histograms \( h^{\text{RGB}} \) and \( h^D \), the distances \( d^{\text{RGB}} \) and \( d^D \) are computed separately, as well as the weighted sum,

\[
d_{\text{hist}} = (1 - \beta)d^{\text{RGB}} + \beta d^D,
\]

to perform late fusion, where \( \beta \) is a weighting factor.

3. Experiments and Results

To better understand the experiments, firstly the data, methods, and evaluation measurements are discussed.

3.1. Data

Data source used is the ChaLearn\(^{[27]} \) data set, provided by the CVPR2011 Workshop’s challenge on Human Gesture Recognition. The data set consists of 50,000 gestures each one portraying a single user in front of a fixed camera. The images are captured by the Kinect device providing both RGB and depth images. A subset of the whole data set has been considered, formed by 20 development batches with a manually tagged gesture segmentation, which is used to obtain the idle gestures. Each batch includes 100 recorded
gestures grouped in sequences of 1 to 5 gestures performed by the same user. The gestures from each batch are drawn from a different lexicon of 8 to 15 unique gestures and just one training sample per gesture is provided. These lexicons are categorized in nine classes, including: (1) body language gestures (scratching your head, crossing your arms, etc.), (2) gesticulations performed to accompany speech, (3) illustrators (like Italian gestures), (4) emblems (like Indian Mudras), (5) signs (from sign languages for the deaf), (6) signals (diving signals, marshalling signals to guide machinery or vehicle, etc.), (7) actions (like drinking or writing), (8) pantomimes (gestures made to mimic actions), and (9) dance postures.

For each sequence, the actor performs an idle gesture between each gesture to classify. These idle gestures are used to provide the temporal segmentation (further details are shown in the next section). For this data set, background subtraction was performed based on depth maps, and a $10 \times 10$ grid approach was defined to extract HOG+HOF feature descriptors per cell, which are finally concatenated in a full image (posture) descriptor. Using this data set, the recognition of the idle gesture pattern will be tested, using 100 samples of the pattern in a ten-fold validation procedure.

3.2. Methods and Evaluation

The experiments are presented in two different sections. The first section considers the temporal segmentation experiment while the second section aims the gesture classification experiments.
3.2.1. Temporal Segmentation Experiments

In order to provide with quantitative measures of the temporal segmentation procedure, we first describe the subset of the data used and the feature extraction.

- Data and Feature extraction

For the temporal segmentation experiments we used the 20 development batches provided by the organization of the challenge. These batches contain a manual labelling of gesture start and end points. Each batch includes 100 recorded gestures, grouped in sequences of 1 to 5 gestures performed by the same user. For each sequence the actor performs an idle gesture between each gesture of the gestures drawn from lexicons. Finally, this means that we have a set of approximately 1800 idle gestures.

Each video sequence of each batch was described using a $20 \times 20$ grid approach. For each patch in the grid we obtain a 208 feature vector consisting of HOG (128 dimensions) and HOF (80 dimensions) descriptors which are finally concatenated in a full image (posture descriptor). Due to the huge dimensionality of the descriptor of a single frame (83200 dimensions), we utilized a Random Projection to reduce dimensionality to 150 dimensions.

- Experimental Settings

For both of the DTW approaches the cost-threshold value $\theta$ is estimated in advance using ten-fold cross-validation strategy on the set of 1800 idle gesture samples. This involves using 180 idle gestures as the validation data, and the remaining observations as the training data. This is repeated such that each observation in the sample is used once as the validation data. Finally, the threshold value $\theta$ chosen is the one associated with the largest
overlapping performance. For the probabilistic DTW approach, each GMM was fit with 4 components. The value of $G$ was obtained using a ten-fold cross-validation procedure on the set of 1800 idle gestures as well. In this sense, the cross-validation procedure for the probability-based DTW is a double loop (optimizing on the number of GMM components $G$, and then, on the cost-threshold $\theta$). In the HMM case, we used the Baum-Welch algorithm for training, and 3 states were experimentally set for the idle gesture, using a vocabulary of 60 symbols computed using K-means over the training data features. Final recognition is performed with temporal sliding windows of different wide sizes, based on the idle gesture samples length variability.

**Methods, Measurements and Results**

Our probability-based DTW approach using the proposed distance $D$ shown in Eq. (6) is compared to the usual DTW algorithm and the Hidden Markov Model approach. The evaluation measurements presented are *overlapping* and *accuracy* of the recognition for the idle gesture, considering that a gesture is correctly detected if overlapping in the idle gesture sub-sequence is greater than 60% (the standard overlapping value, computed as the intersection over the union between the temporal bounds in the ground truth, and the ones computed by our method). The accuracy is computed frame-wise as

$$\text{Acc} = \frac{\text{TruePositives} + \text{TrueNegatives}}{\text{TruePositives} + \text{TrueNegatives} + \text{FalsePositives} + \text{FalseNegatives}}.$$  \hspace{1cm} (11) 

The results of our proposal, HMM and the classical DTW algorithm are shown in Table 2. It can be seen how the proposed probability-based DTW outperforms the usual DTW and HMM algorithms in both experiments. Moreover, confidence intervals of DTW and HMM do not intersect with the probability-based DTW in
Table 2: Overlapping and accuracy results.

<table>
<thead>
<tr>
<th>Method</th>
<th>Overlap.</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability-based DTW</td>
<td>0.3908 ± 0.0211</td>
<td>0.6781 ± 0.0239</td>
</tr>
<tr>
<td>Euclidean DTW</td>
<td>0.3003 ± 0.0302</td>
<td>0.6043 ± 0.0321</td>
</tr>
<tr>
<td>HMM</td>
<td>0.2851 ± 0.0432</td>
<td>0.5328 ± 0.0519</td>
</tr>
</tbody>
</table>

any case. From this results it can be concluded that performing dynamic program-
ing increases the generalization capability of the HMM approach, as well as a
model defined by a set of GMMs outperforms the classical DTW on RGB-Depth
data without increasing the computational complexity of the method. Figure 6
shows qualitative results from two sample video sequences.

3.2.2. BoVDW Classification Experiments

In all the experiments shown in this section, the vocabulary size was set to
$N = 200$ words for both RGB and depth cases. For the spatio-temporal pyramids,
the volume was divided in $2 \times 2 \times 2$ bins (resulting in a final histogram of 1800
bins). Since the nature of our application problem is one-shot learning (only one
training sample is available for each class), a simple Nearest Neighbor classification
is employed. Finally, for the late fusion, the weight $\beta = 0.8$ was empirically set, by
testing the performance of our method in a small subset of development batches
from the dataset. We observed that when increasing $\beta$, starting from $\beta = 0$, the
performance keeps increasing in a linear fashion, until the value $\beta = 0.45$. From
$\beta = 0.45$ to $\beta = 0.8$ the performance keeps improving more slightly, and finally,
from $\beta = 0.8$ to $\beta = 1$ the performance drops again.

For the evaluation of the methods, in the context of Human Gesture Recogni-
tion, the Levenshtein distance or edit distance was considered. This edit distance
between two strings is defined as the minimum number of operations (insertions,
Figure 6: Examples of idle gesture detection on the Chalearn data set using the probability-based DTW approach. The line below each pair of depth and RGB images represents the detection of a idle gesture (step up: beginning of idle gesture, step down: end)
substitutions or deletions) needed to transform one string into the other. In our case, strings contain gesture labels detected in a video sequence. For all the comparison, the mean Levenshtein distance (MLD) was computed over all sequences and batches.

Table 3 shows a comparison between different state-of-the-art RGB and depth descriptors (including our proposed VFHCRH), using our BoVDW approach. Moreover, we compare our BoVDW framework with the baseline methodology provided by the ChaLearn 2012 Gesture Recognition challenge. This baseline first computes differences of contiguous frames, which encode movement information. After that, these difference images are divided into cells forming a grid, each one containing the sum of movement information among it. These 2D grids are then transformed into vectors, one for each difference image. Moreover, the model for a gesture is computed via Principal Component Analysis (PCA), using all the vectors belonging to that gesture. The eigenvectors are just computed and stored, so when a new sequence arrives, its movement signature first is computed, and then projected and reconstructed using the different PCA models from each gesture. Finally, the classification is performed by choosing the gesture class with lower reconstruction error. This baseline obtains a MLD of 0.5096. Table 3 shows the results in all the 20 development batches separately.

When using our BoVDW approach, in the case of RGB descriptors, HOF alone performs the worst. In contrast, the early concatenation of HOF to HOG descriptor outperforms the simple HOG. Thus, HOF contributes adding discriminative information to HOG. In a similar way, looking at the depth descriptors, it can be seen how the concatenation of the CRH to the VFH descriptor clearly improves the performance compared to the simpler VFH. When using late fusion in order to merge information from the best RGB and depth descriptors (HOGHOF and VFHCRH, respectively), a value of 0.2714 for MLD is achieved. Figure 7 shows
Table 3: Mean Levenshtein distance for RGB and depth descriptors.

<table>
<thead>
<tr>
<th>RGB desc.</th>
<th>MLD</th>
<th>Depth desc.</th>
<th>MLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG</td>
<td>0.3452</td>
<td>VFH</td>
<td>0.4021</td>
</tr>
<tr>
<td>HOF</td>
<td>0.4144</td>
<td>VFHCRH</td>
<td><strong>0.3064</strong></td>
</tr>
<tr>
<td>HOGHOF</td>
<td><strong>0.3314</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the confusion matrices of the gesture recognition results with this late fusion configuration. In general, the confusion matrices follow an almost diagonal shape, indicating that the majority of the gestures are well classified. However, the results of batches 3, 16, 18, 19 are significantly worse, possibly due to the static characteristics of the gestures in these batches. Furthermore, late fusion was also applied in a 3-fold way, merging HOG, HOF, and VFHCRH descriptors separately. In this case the weight $\beta$ was assigned to HOG and VFHCRH descriptors (and $1 - \beta$ to HOF), improving the MLD to 0.2662. From this result it can be concluded that HOGHOF late fusion performs better than HOGHOF early fusion.

4. Conclusion

In this paper, the BoVDW approach for Human Gesture Recognition has been presented using multi-modal RGB-D images. A new depth descriptor VFHCRH has been proposed, which outperforms VFH. Moreover, the effect of the late fusion has been analysed for the combination of RGB and depth descriptors in the BoVDW, obtaining better performance in comparison to early fusion. In addition, a probabilistic-based DTW has been proposed to assess the temporal segmentation of gestures, where different samples of the same gesture category are used to build a Gaussian-based probabilistic model of the gesture in which possible deformations...
Figure 7: Confusion matrices for gesture recognition in each one of the 20 development batches.
Table 4: Mean Levenshtein Distance of the best RGB and depth descriptors separately, as well as the 2-fold and 3-fold late fusion of them. Results obtained by the baseline from the ChaLearn challenge are also shown. Rows 1 to 20 represent the different batches.

<table>
<thead>
<tr>
<th></th>
<th>HOG</th>
<th>HOF</th>
<th>VFH</th>
<th>CRH</th>
<th>2-fold L.F.</th>
<th>3-fold L.F.</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.19</td>
<td>0.17</td>
<td></td>
<td></td>
<td>0.12</td>
<td>0.20</td>
<td>0.42</td>
</tr>
<tr>
<td>2</td>
<td>0.24</td>
<td>0.30</td>
<td>0.24</td>
<td></td>
<td>0.26</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.76</td>
<td>0.39</td>
<td></td>
<td></td>
<td>0.40</td>
<td>0.49</td>
<td>0.78</td>
</tr>
<tr>
<td>4</td>
<td>0.14</td>
<td>0.08</td>
<td>0.08</td>
<td></td>
<td>0.11</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.08</td>
<td>0.33</td>
<td>0.17</td>
<td></td>
<td>0.17</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.41</td>
<td>0.47</td>
<td>0.44</td>
<td></td>
<td>0.34</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.10</td>
<td>0.18</td>
<td>0.11</td>
<td></td>
<td>0.13</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.12</td>
<td>0.26</td>
<td>0.14</td>
<td></td>
<td>0.08</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.11</td>
<td>0.18</td>
<td>0.15</td>
<td></td>
<td>0.13</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.57</td>
<td>0.40</td>
<td>0.39</td>
<td></td>
<td>0.46</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.47</td>
<td>0.36</td>
<td>0.27</td>
<td></td>
<td>0.34</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.37</td>
<td>0.20</td>
<td>0.21</td>
<td></td>
<td>0.17</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.16</td>
<td>0.14</td>
<td>0.10</td>
<td></td>
<td>0.09</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.41</td>
<td>0.34</td>
<td>0.30</td>
<td></td>
<td>0.30</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.38</td>
<td>0.28</td>
<td>0.34</td>
<td></td>
<td>0.28</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.22</td>
<td>0.41</td>
<td>0.34</td>
<td></td>
<td>0.29</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.38</td>
<td>0.16</td>
<td>0.15</td>
<td></td>
<td>0.17</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.38</td>
<td>0.43</td>
<td>0.40</td>
<td></td>
<td>0.38</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.67</td>
<td>0.50</td>
<td>0.50</td>
<td></td>
<td>0.44</td>
<td>0.61</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.46</td>
<td>0.57</td>
<td>0.56</td>
<td></td>
<td>0.48</td>
<td>0.52</td>
<td></td>
</tr>
</tbody>
</table>

are implicitly encoded. In addition, to embed these models into the DTW framework, a soft-distance based on the posterior probability of the GMM was defined.

In conclusion, a novel methodology for gesture detection has been presented, which is able to deal with multiple deformations in data.
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