
Chapter 1: Organic dyes for dye-sensitized solar cells

This chapter is devoted to the study of organic dyes employed in dye-sensitized solar cells 

(DSSCs). In section 1 a survey of DSSCs is given, with special attention to the main 

features related to molecular sensitizers. This is followed by the general objectives in 

section 2. Section 3 is dedicated to the computational modeling of the dyes, paying 

particular attention to the charge transfer character of the optical state. The results are 

given in sections 4-7 and general conclusions are outlined in section 8.

1. Overview of dye-sensitized solar cells

1.1 Semiconductor

The choice of a semiconductor with a nanostructured morphology was a key  point for the 

success of DSSCs.1 The use of mesoporous TiO2 provides a high internal surface to 

accommodate a dye monolayer. DSSCs based on a TiO2 photoanode are known as n-type 

cells, due to photoinduced electron injection into the semiconductor’s band. This is by far 

the most frequent DSSC design,2 although there are also examples of p-type sensitization,3 

usually  with NiO,4 where holes are injected into the valence band of a semiconductor. In 

this thesis, dyes for n-type sensitization have been investigated.

In order to overpass the Shockley-Queisser limit efficiency,5 tandem cells wih n- and p-

type semiconductors have been proposed.6 In the tandem scheme, a broader part of the 

solar spectrum may be covered. This can be achieved by having dyes that  absorb high 

energy photons on the n-type photoanode while low energy photons are absorbed by  dye 

molecules on the p-type photoanode.

1.2 Molecular sensitizer

As it was emphasized previously, the sensitizer is one of the key  components in DSSCs, 

responsible for the primary step of sunlight absorption. To achieve high photoconversion 

efficiencies, the sensitizer should absorb as much of the incoming light as possible. 

Namely, the absorption should be intense and ideally cover the whole solar spectrum. Of 

course, this is a difficult task, and in order to optimize the light harvesting properties of the 

sensitizers, panchromatic engineering7-14 for DSSCs has become very  popular in recent 

years.
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1.2.1. Metal complexes

A wide range of sensitizers have been investigated in the past  recent years to improve the 

performance of DSSCs. Metal complexes based on Ru(II) were intensively  investigated in 

the early years of DSSCs because of their broad absorption in the visible region of the 

spectrum due to the metal to ligand charge transfer (MLCT) singlet state.15 Chemical 

substitutions on the ancillary  ligands, typically  bipyridine, allowed easy  tuning of the 

photophysical and electrochemical properties,2 optimizing the electron injection process to 

the semiconductor. The N3 dye (Figure 1.1), a distorted octahedral complex of Ru(II) with 

two thiocyanato ligands and two bipyridyl ligands substituted with carboxylic acid groups, 

is one of the most famous Ru(II) sensitizers together with the black dye.2 Efficiencies of 

~10% were obtained with the N3 dye,16 mainly ascribed to the binding ability of the four 

COOH groups, which lead to strong adsorption on the semiconductor surface, enhancing 

the electron injection process. The popular black dye shown in Figure 1.1, also known as 

N749 dye, was employed by Grätzel and co-workers17 to harvest light from the visible to 

the near-IR region of the solar spectrum in modular solar cells. This complex consists in a 

Ru(II) metal center with a distorted octahedral coordination environment with three 

thiocyanato ligands and one terpyridine ligand substituted with three carboxyl groups. The 

combination of these ligands leads to a stabilization of the π*-type orbital of the 

terpyridine ligand and a destabilization of the t2g orbital of the Ru involved in the MLCT 

state.17 The result is a red-shift in the MLCT absorption band compared to Ru complexes 

with two terpyridine ligands,18 and a conversion of the incident light into electrical energy 

over the whole visible and near-IR part of the spectrum, with an efficiency of 10.4 %.17

Figure 1.1 N3 dye (left) and black dye N749 (right) taken from reference 2.

Apart from Ru metal complexes, other metal complexes have also been investigated, 

mainly based on Os19 among others,2 but they haven’t  been able to improve the good 

performance of the N3 dye or the closely related black dye. Other systems such as Zn 
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porphyrins,20,21 phthalocyanines22,23 and their free base analogues have also been tested24 

as sensitizers in DSSCs due to their improved optical response in the near-IR region of the 

spectrum. It is important to notice that  one of the main inconveniences and a limiting 

factor for high conversion efficiencies is the tendency of molecular sensitizers to aggregate 

on the semiconductor’s surface.25 This problem can be circumvented by the introduction of 

peripheral bulky chains or the use of coadsorbents.2

1.2.2. Organic dyes

The use of sensitizers including a metal, however, is far from the original low-cost and 

environmentally  friendly spirit of DSSCs. In this regard, organic dyes present several 

advantages compared to metal complexes based on Ru. In general, their molar extinction 

coefficients are larger, and their photophysical and electrochemical properties may be 

easily tuned by appropriate molecular design and straightforward synthesis.26,27 The 

common structure of these organic dyes is that of a donor and an acceptor group connected 

by a conjugated π-bridge (D-π-A).8 The acceptor moiety  usually has functional groups with 

the ability  to anchor on the semiconductor's surface either by  covalent bonding, 

electrostatic or noncovalent interactions, or hydrogen bonding.2,28 Photoinduced CT takes 

place in these dyes, since the HOMO is mainly located on the donor group and the LUMO 

over the acceptor. The spatial orientation of the dye with respect to the semiconductor 

surface favors charge separation for efficient electron injection and also minimizes 

recombination between injected electrons and the oxidized dye, since after 

photoabsorption, the hole is located on the donor group. The D-π-A arrangement offers 

many opportunities in terms of design, since different characteristics may be optimized, 

such as the matching of the HOMO and LUMO levels with the energy levels of the 

semiconductor and redox mediator.13Also, by suitable combination of the three units, 

charge separation may be optimized for efficient electron injection to the semiconductor, 

and the optical response may  also be extended to longer wavelengths by judicious 

chemical modifications or by the combination of sensitizers with complementary 

absorption characteristics.29

Representative electron rich units that serve as donor groups in D-π-A type dyes are 

coumarins, triarylamines, indolines or carbazoles, among many others.27 In particular, 

triarylamines30,31 have been the most widely used groups due to their electron donating 

ability  along with good hole transport properties. Acceptor groups have not been so 
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extensively  studied as donor groups,2 and cyanoacrilic acid28 is the most widely used unit, 

because of its electron withdrawing capability  and the presence of the COOH anchoring 

group, which has several possible binding modes onto the metal oxide surface. The π-

bridge linking the donor and acceptor groups is usually  based on one or more conjugated 

rings such as: thiophene, benzene, cyclopentadithiophene, ethylenedioxythiophene, and 

any combination of these that one can imagine.2,26,27

(a) Requirements of the dye

There are several characteristics the sensitizer should have in order for the DSSC to 

achieve a good performance. Ideally, the dye should absorb over the whole visible range 

and if possible, over part of the near-IR region, with a large molar extinction coefficient, in 

order to harvest as much of the incoming sunlight as possible. In relation to the structure of 

the dye, it should have anchoring groups, such as carboxylic groups for instance, for the 

dye to strongly bind on the semiconductor surface, establishing a direct contact for electron 

injection. Moreover, for an optimal driving force of the electron injection process, the 

LUMO of the dye should be located over the anchoring group and lie energetically  above 

the conduction band edge (CBE) of TiO2. 

As shown in Figure 5 (Introduction, section 1.1.1), there are several recombination 

processes that should be avoided (or minimized) in order to obtain high photo-to-current 

efficiencies, namely, recombination of the electrons in the conduction band of TiO2 with 

the oxidized dye or with the redox couple.2 Naturally, regeneration of the dye by the redox 

couple should be faster than recombination of the injected electrons in the semiconductor 

with the oxidized sensitizer. Optimal dye regeneration may be achieved by suitable choice 

of the dye, who's HOMO should lie below the energy level of the redox couple, so that 

electrons can be accepted by the oxidized molecule. Also, to minimize the competing 

process of charge recombination between the oxidized dye and the injected electrons, the 

hole on the dye created after electron injection should be located as far as possible from the 

semiconductor surface. Another process which should be avoided is non-radiative decay of 

the excited state of the dye back to the ground state, since it competes with the charge 

injection process. This may  be partially achieved by avoiding the formation of dye 

aggregates on the surface of the semiconductor.
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(b) Direct vs indirect injection

Apart from the light-harvesting role, the sensitizer also governs the mechanism of charge 

injection towards the semiconductor. Dyes may be categorized as indirect  or direct,32,33 

depending on how the the electrons are transferred to the semiconductor. With indirect 

dyes, an excited electronic state, with the promoted electron mainly located on the acceptor 

moiety, is populated after photoexcitation, followed by electron injection from the 

sensitizer to the semiconductor. DSSCs operating with such a two stepwise mechanism are 

known as Type I,2 and the indirect injection process may be inferred from the overlap of 

the DSSC device absorption spectrum to that of the free dye. In Type II DSCCs,34-36 a 

direct type dye is used, in which electron injection takes place directly from the HOMO of 

the sensitizer to the conduction band of the semiconductor upon photoabsorption. Although 

both classes of dyes have their pros and cons regarding the efficiency of electron transfer 

to the semiconductor or unwanted processes,32 such as back electron transfer to the 

oxidized dye, in this thesis only indirect type dyes have been studied.

2. General objectives

In this chapter, the characteristics of several D-π-A dyes with triarylamine as donor group 

and cyanoacrylic acid as acceptor group were investigated. Special attention was paid to 

the role of the π-linker in the photophysical properties of the dye. Several closely related π-

spacers based on the thiophene unit were investigated to understand how small chemical 

modifications may influence the absorption wavelength, the probability  of the electronic 

transition and the electron/hole separation. In particular, the geometric characteristics 

imposed by  the linker, such as its length, the planarity, and the linearity were considered. 

Their effect  on the π-conjugation along the dye, the energy of the frontier molecular 

orbitals involved in the optical state, and the intramolecular charge transfer character of the 

electronic transition were studied. Modification on the triarylamine donor group was also 

explored and the effect on the optical properties rationalized. 

Apart from the chemical nature of the π-bridge, its length has an effect on the charge 

transfer character of the absorbing state. Moreover, the alignment between the sensitizer’s 

ground and excited state oxidation potentials with the redox potential of the redox couple 

and the conduction band edge of the semiconductor can also be influenced by the nature 

and length of the conjugated π-linker. An adequate matching between these levels is 

essential so that efficient electron injection can take place as well as dye regeneration. 
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Towards this end, ground and excited state potentials of D-π-A dyes with different lengths 

of the π-bridge were also studied.

The influence of the solvent on the absorption band of a quinoidal D-π-A dye was also 

investigated. By considering explicit  solvent molecules, the specific solute-solvent 

interactions responsible for the observed solvatochromic shift of the absorption band were 

explored.

3. Computational modeling

3.1 Model systems

The search for sensitizers with suitable light-harvesting characteristics is crucial in order to 

obtain highly efficient DSSCs. Even in the case where the main interest focuses on the 

absorption properties of indirect  dyes, it is clear that the covalent linkage of the molecular 

sensitizer on the semiconductor surface will affect the energetics of the photoabsorbing 

states, and it even might modify their electronic structure. Hence, in order to take into 

account these interactions at the interface, it would be ideal to treat the dye-semiconductor 

tandem simultaneously. On the other hand, the computational study of the entire system 

presents important difficulties, both due to methodological reasons and computational cost 

limitations. Fortunately, in our studies there are several points that justify the 

computational investigation of the pristine dyes in solution, completely avoiding the 

presence of semiconductor models in the calculations. Namely:

(i) Our studies focus on the properties related to the donor moiety and the conjugated 

bridges, but not to the acceptor (anchoring) group, for which the presence of the 

semiconductor is expected to play a larger role.

(ii) In all our investigations we were interested in relative trends within a molecular family 

of sensitizers holding the same acceptor group.

(iii) In a first stage, the absorption properties of the sensitizer are experimentally  recorded 

in organic solvents, without the presence of the semiconductor. Hence, computations of 

the dyes in solution can be compared with these results and could even eventually 

replace this first experimental screening. 

(iv) Study of the properties of the dyes in solution can lead to clear strategic rules for 

design of new sensitizers with improved properties, which can then be combined with 

different semiconductors.
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Such strong simplification of the studied system allowed us to focus on the detailed study 

of the photophysical characteristics of the dye itself, and in particular, on the CT process 

between the donor and acceptor groups that takes place upon absorption. 

A chemical strategy commonly employed to prevent dye aggregation at the surface of the 

metal oxide is the use of sterically  hindering substituents. These are bulky groups that 

typically consist on hydrophobic long alkyl or alkoxy chains, which are incorporated in the 

periphery of the donor group or in the π-conjugated linker. Due to the presence of these 

bulky chains, the dye molecules are further spaced out when adsorbed on the surface of the 

semiconductor, and thus dye aggregation is suppressed because the efficiency of π-stacking 

interactions between neighbors is reduced. On the other hand, this also reduces the surface 

coverage of the semiconductor. Some of the dyes studied in this chapter were synthesized 

by experimental groups and contained long alkoxyl chains in the donor group and alkyl 

chains in the π-bridge. These chains however, are not involved in the optical S1 state since 

they  do not participate in the π-conjugation along the molecule. Therefore, the dyes have 

been modeled by replacing the alkoxy  and alkyl chains with methoxy groups and hydrogen 

atoms, respectively. Since the role of these chains is merely mechanical, with any impact 

on the photophysical properties of the dye, for the sake of computational simplification we 

have systematically neglected their presence in our calculations.

3.2 Electronic structure methods

3.2.1 Wave function based methods

There is a wide variety  of wave function based quantum chemistry methods for the 

calculation of electronic excited states, depending on the chosen reference and how 

electron correlation effects are introduced.37 The configuration interaction singles (CIS) 

method38 is the simplest excited state method. One might argue that certain static 

correlation effects of the excited state are included within this method since the CIS wave 

function is a linear combination of singly  excited slater determinants. However, the lack of 

dynamic correlation in CIS can result in errors of up to 1 eV in the computed excitation 

energies.39 A way to improve CIS is to include dynamical correlation analogously to the 

MP2 method for the ground state. This may be done by  the CIS(D) approach,40,41 which is 

a perturbative correction to CIS that introduces double excitation effects for the excited 

states. The excitation energies with CIS(D) are improved relative to those calculated with 
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CIS, and can still be applied to relatively large molecules by the use of the resolution of the 

identity  (RI) approximation,42,43 in which the use of auxiliary basis expansions reduces 

considerably the computational cost. A further approximation may  be done to improve the 

accuracy  of CIS(D) calculations and reduce computational costs by semi-empirically 

scaling the opposite-spin components of the CIS(D) expression in what is known as SOS-

CIS(D).44 The SOS-CIS(D) method has been applied to calculate D-π-A dyes and good 

results have been obtained.11

Other single reference accurate methods for single electron excitation energies are the 

equation-of-motion coupled cluster (EOM-CC) method45-49 and the algebraic diagrammatic 

construction (ADC) method.50 An attractive feature of the EOM-CC approach is that a 

variety of multiconfigurational wave functions can be described within a single reference 

formalism. In the ADC(n) family of methods, for each n-th order of ADC, the excited state 

is treated at an equivalent level to the Møller–Plesset perturbation expansion of the same 

order. Several techniques have recently allowed to reduce the computational cost of the 

ADC family  by the use of approximations such as the already mentioned RI42,43 or the SOS 

approach.51 These two methods however are still rather expensive and limited to small-

medium sized molecules.

Regarding multiconfigurational-based methods, the complete active space self-consistent 

field (CASSCF)52 method and its second order perturbative correction (CASPT2)53 are 

amongst the most used. Other standard methodologies are the multireference configuration 

interaction (MRCI)54 and multireference coupled-cluster (MRCC) approaches.55,56 The 

drawback of all the aforementioned methods however is that electron correlation is 

recovered at the expense of high computational cost, limiting its use to relatively small 

molecules.

It is needless to say that  a correct description of the ground state electronic structure of a 

molecule is fundamental prior to the calculation of its excited states. Herein we were 

interested in the vertical absorption of organic dyes from their ground state equilibrium 

geometry. The ground state in these systems is of closed-shell nature, as in the vast 

majority  of organic molecules, and since there is no symmetry present, near degeneracies 

of frontier MOs are avoided. Therefore, a single-reference wave function is appropriate for 

the ground state description of D-π-A dyes.
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3.2.2 Time-dependent density functional theory

Time-dependent density  functional theory (TDDFT) theory57 is a sensible choice to 

compute excited states due to the size of the molecular systems studied in this chapter. In 

recent years, the application of this methodology to calculate valence-excited states of 

large molecules has grown tremendously58 due to the compromise between computational 

effort and chemical accuracy. Compared to wave function approximations, TDDFT 

accounts for dynamic correlation in the description of excited states with a much reduced 

computational cost. The calculation of vertical excitation energies with TDDFT has 

become a routine task and the agreement with experimental data frequently lies on the 

range of 0.1-0.5 eV.39

(a) General overview

Although the scope of this section is not to rewrite the formulation of TDDFT already 

available in very pedagogical papers and books,59-61 it will be presented in a nutshell just to 

illustrate the essence of the method. The formal foundations of TDDFT rely on the Runge-

Gross theorems,62 which in a sense are analogous to the Hohenenberg-Kohn theorems for 

ground state DFT.63 The latter state that the energy is a unique functional of the electron 

density  and also provide a variational principle to calculate the ground state energy. The 

first Runge-Gross theorem yields a unique one-to-one mapping between the time-

dependent electron density and the time-dependent external potential of an N-electron 

system. The second theorem provides a least action principle thanks to which the time-

dependent density  may be obtained from the time-dependent Schrödinger equation. In 

practice, this may be achieved via the popular Kohn-Sham (KS) approach.64,65 Excitation 

energies and other properties may  then be obtained by solving the time-dependent KS 

equation60 via two different strategies. One is to propagate the KS wave function in real 

time via what is commonly  known as real-time TDDFT,57 appropriate for intense fields. 

The other strategy, which is the one usually implemented in the majority of standard 

quantum chemistry packages, is linear response TDDFT (LR-TDDFT).66 Within this 

approach, the time-dependent KS equation is solved perturbatively to first order in the 

frequency domain. This is appropriate for many practical situations in spectroscopy, in 

which the spectral response of a system to a weak probe is determined. 
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Within the LR-TDDFT framework, the excitation energies (ω) are obtained by solving a 

non-Hermitian eigenvalue equation named after Casida,66 that for real KS orbitals takes the 

form
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In case a hybrid exchange-correlation (xc) functional is used (incorporating a portion of 

exact exchange from Hartree-Fock theory), the elements of matrices A and B take the 

following form67 in a canonical basis

Aiaσ , jbτ = δστδ ijδ ab (εaσ − ε iτ )+ iσaσ( jτbτ )
            −δστcHF iσ jσ( aτbτ ) + (1− cHF ) iσaσ( fστ jτbτ )

(1.2)

Biaσ , jbτ = iσaσ( bτ jτ )−δστcHF iσbσ( aτ jτ ) + (1− cHF ) iσaσ( fστ bτ jτ ) (1.3)

where indices i,j correspond to ground state occupied orbitals while a,b are for virtual 

orbitals and σ,τ represent spin variables. In these equations cHF is the coefficient of the HF 

exchange in the hybrid functional and ε is a ground state orbital energy. The four index 

integrals expressed in Mulliken notation are

iσaσ( jτbτ ) = φi (r1)φa (r1)r12
−1φ j (r2 )∫∫ φb (r2 )dr1dr2 (1.4)

iσaσ( fστ jτbτ ) = φi (r1)φa (r1) fστφ j (r2 )∫∫ φb (r2 )dr1dr2 (1.5)

where fσ,τ is the time-independent non-local xc-kernel in the adiabatic approximation, 

who’s form will depend on the chosen xc-functional.

A further approximation to Casida’s equation, known as the Tamm-Dancoff approximation 

(TDA),68 may be introduced which consists in setting B=0 in equation 1.1. This means that 

all contributions to the excitation energies coming from de-excitation of the correlated 

ground state are neglected. Then, a hermitian eigenvalue equation with half the dimensions 

of the original equation is obtained.

AX =ωX (1.6)

The good point of the TDA is that it  is a computationally simple method, which yields 

excitation energies of the same quality as TDDFT, or even improved in some cases,68 and 

that the working equation resembles very much the one of the CIS method, but with the A 

matrix depending on the xc functional. This is because the TDA to time-dependent 
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Hartree-Fock (TDHF), also known as random-phase approximation (RPA) in the physicists 

community,69,70 is precisely the CIS method.39 Therefore, an advantage of working with the 

TDA is that one may think in terms of wave functions, which is what we always aim to do 

when describing excited states. In practice, ground state approximate xc density 

functionals are used in TDDFT calculations, in the so-called adiabatic approximation, with 

the assumption that the electronic density varies slowly with time.57,61

(b) Charge transfer states

Despite the proven success of LR-TDDFT to calculate low-lying valence excited states, it 

has severe problems describing Rydberg states and CT excitations,67,71-74 which are the 

ones we are particularly interested in this chapter. For CT states calculated with standard 

density  functionals, excitation energies are seriously  underestimated71 and the computed 

potential energy curves do not follow the correct 1/R dependence,71 where R corresponds 

to the separation between the positive and negative charges of the CT state. This 

asymptotic behavior of the energy along the CT separation can be grasped by  considering a 

donor system and an acceptor system separated by a distance R. To remove an electron 

from the donor, we must supply  at least the energy corresponding to its ionization potential 

(Id), and when the electron is transferred to the acceptor, there will be an energy gain of the 

order of the acceptor’s electron affinity  (Aa). Once the hole is created in the donor, it will 

feel an electrostatic attraction with the electron at the acceptor, resulting in a Coulombic 

energetic gain of -1/R. The energy required to create the CT state is then given by:

E(R) = Id − Aa −
1
R

(1.7)

Fom this simple model we should expect the excitation energy of a CT state to increase 

along the charge separation coordinate R. Dreuw et. al showed,71 however, that this is not 

the case when pure xc functionals, i.e with no Hatree-Fock exchange, are used.

Let us now consider a CT state arising from electron transfer from an occupied orbital i on 

a donor molecule A to a virtual orbital a on an acceptor molecule B, and for simplicity, 

with no overlap  between these two orbitals.67 In such an extreme situation, the only terms 

of matrix A (from equation 1.2) that survive are the first and the third, corresponding to the 

energy difference between the donor and acceptor orbitals, and the non-local HF exchange 

contributions. This last term is not zero since orbitals i and j are located on the same 

molecule A while orbitals a and b are located on molecule B. The importance of this term 

is that it contains the Coulombic electrostatic interaction between the holes created in 
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orbitals i and j with the electrons transferred to orbitals a and b. This term is thus essential 

for the correct 1/R asymptotic behavior of the potential energy curve along intermolecular 

separation of the donor and acceptor units, and thus the presence of exact exchange is 

crucial. On the other hand, the elements of matrix B (equation 1.3) are all zero when the 

two orbitals involved in the CT state do not overlap.

With these simple arguments, it is straightforward to understand that pure xc functionals 

underestimate dramatically excitation energies of CT states because these are obtained as 

energy differences of the donor and acceptor MOs, and it is well known that  the self-

interaction error in density functional theory (DFT) leads to artificial underestimation of 

the HOMO-LUMO gap.75 In the popular paper by Dreuw and Head-Gordon,67 they gave 

an additional interpretation to the incorrect asymptotic energy profile of CT states 

computed with standard density functionals. They related this failure to an electron transfer 

self-interaction, because the energy of the accepting orbital falsely includes its Coulomb 

repulsion with the donating orbital, and showed that this can only be cancelled by the 

presence of exact exchange.

One solution to the CT problem within TDDFT is the use of “range-separated hybrid” or 

“long range corrected” (LRC) functionals.76-81 This approach has been quite successful for 

the calculation of CT states of diverse systems because of the smooth inclusion of long-

range Hartree-Fock (HF) exchange.11,82,83 The basic idea is the partition of the Coulomb 

operator into short-range and long-range components, which may be achieved by the use 

of the error function:

1
r12

= 1− erf (ωr12 )
r12

+ erf (ωr12 )
r12

(1.8)

The first term on the right is the short-range component and on a length scale of ~1/ω it 

decays to zero, while the second term consists of a long-range background component. The 

ω parameter thus controls the relative significance of both terms and its value is usually 

determined empirically or by physical arguments, and the most common used values are in 

the 0.2-0.4 bohr-1 range.78 The range-separated functional then includes short-range 

exchange from a density functional approximation such as LDA, GGA or hybrid, while the 

long-range part consists of exact exchange. The success of this kind of functionals for the 

description of CT states is that one takes profit of the correct short-range behavior of 
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standard DFT xc functionals, while its incorrect long-range asymptotic behavior due to the 

self-interaction error is replaced by the correct Hartree-Fock one.

3.2.3 Importance of the basis set

A good choice of the basis set  is very important for the calculation of electronically excited 

states. Polarization functions are mandatory  when dealing with excited states and the use 

of diffuse functions can, in many occasions, sensibly improve the computed transition 

energies and excited state properties. For instance, in the calculation of excitation energies 

of D-π-A dyes, the vertical energies to the S1 CT state are reduced in the order of 0.1 eV 

when the 6-31+G(d) basis set is used in comparison with the 6-31G one.11 From the 

dependence of the excitation energy on the basis set plotted in Figure 1.2, the inclusion of 

diffuse functions certainly has an impact on the calculated values. The use of polarization 

functions on hydrogen atoms or moving to a triple-ζ basis set  has a minor effect. The 

excitation energies are numerically converged with the 6-31+G(2d,p) basis.

Figure 1.2 Dependence on the excitation energy with the basis set for the S1 CT state of a 
representative D-π-A dye. The number of functions per basis set  is also shown. Calculations were 
done with Pople basis sets, where D stands for 6-31G and T for 6-311G.

3.2.4 Chosen methods

Considering the properties of the methods and basis sets commented above, together with 

the type of electronic transitions of organic dyes we want to study (π,π*-type with CT 

character), we include herein a short rationalized explanation of the chosen methods within 

this chapter.
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For the calculation of vertical excitation energies, TDDFT has been used and in most 

cases, within the TDA. The range separated hybrid functional LRC-ωPBEh79 has been 

systematically  employed, since good results have been obtained for the calculation of 

strong CT states of organic systems.84 Alternatively, the CAM-B3LYP functional85 was 

used in one of the studied dyes. The 6-311+G(2d,2p) basis set was used in general. For one 

of the studies, the size of the dyes limited the use of very large basis sets and 6-31G(d) was 

used. For another study, the 6-31+G(d,p) basis set was considered, which already gives 

reasonable results (Figure 1.2).86-89

For the optimization of the ground state geometries, the same functional employed for the 

excited states was used, LRC-ωPBEh. With the exception of one of the studies in which 

the excited states were computed with CAM-B3LYP, for which the ground state was 

optimized using the B3LYP functional.90,91 Ground state geometries have been optimized 

with different basis sets: 6-31G(d), 6-31+G(d) or 6-31+G(d,p).86-89

3.3 Solvent effects

The inclusion of solvent effects in electronic structure calculations has progressed 

considerably in the past decade. Realistic models including explicit solvent molecules92-94 

are now affordable due to the boost in computational efficiency. Within this explicit 

scheme, one may calculate the desired properties with different approaches such as 

molecular mechanics (MM), quantum mechanics (QM), or the hybrid QM/MM  approach, 

depending on the effects one is interested and, in particular, the size of the model.95-99 

Molecular dynamics simulations can also be very useful in order to determine how solvent 

molecules distribute around a particular solute.92,93 This approach was used in section 7 to 

determine which were the relevant  solvent-solute interactions responsible for the 

differences observed in the absorption spectrum of a D-π-A dye recorded with different 

solvents.

When specific solute-solvent interactions (e.g. hydrogen bonds, non-covalent 

interactions...) are not relevant, one way to model the electrostatic interaction between 

solute and solvent is with implicit solvation models.100 These are also usually known as 

self-consistent reaction field (SCRF) models, because the presence of a continuum solvent 

introduces additional terms in the molecular solute’s Hamiltonian that precisely  depend on 
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the solute electron density, thus establishing a reaction field. Therefore, an iterative 

procedure has to be performed until the wave function of the solute is converged.

There are many  different flavors of implicit solvation models, depending on the degree of 

sophistication one is interested in. The most popular though among standard quantum 

chemistry packages are polarizable continuum models (PCM),101-104 also known as 

dielectric continuum models or “apparent surface charge” SCRF models, in which the 

quantum chemical description of a molecular system is coupled to a continuum description 

of the environment. Among this family, the most common implemented versions are the 

conductor-like model (C-PCM),105,106 which is sometimes referred to as PCM leading to 

certain confusion in the literature, and the “integral equation formalism”107,108 one (IEF-

PCM). This latter one is equivalent to the “surface and simulation of volume polarization 

for electrostatics” (SS(V)PE) model,109 which was developed parallel to IEF-PCM. In 

these models, a solute-shaped cavity of merged atom-centered spheres is constructed which 

simulates the solvent as a continuum dielectric surface characterized by its dielectric 

constant (ε). The basic idea behind these models is that the electronic density of the solute 

polarizes the dielectric solvent, and thus an induced surface charge density emerges on the 

cavity. In practice, the induced surface charge is discretized into point charges, and these 

are determined self-consistently from the solute’s electrostatic potential at the cavity 

surface, by solving a set of linear equations. Broadly speaking, what these models do is to 

determine the total electrostatic potential arising from the given charge distribution by 

solving the classical electrostatic Poisson equation with several approximations. The total 

potential consists of the solvent’s potential and the continuum’s solvent one, the latter one 

being a reaction-field potential arising from polarization of the solvent medium.

In principle, the IEF-PCM  model offers a more sophisticated treatment of the electrostatic 

interactions between the continuum solvent and the solute as compared to C-PCM. Within 

the IEF-PCM  model, surface polarization is treated exactly and volume polarization is also 

included in an approximate manner. In the limit of ε→∞, C-PCM  converges to IEF-PCM 

and since C-PCM is less computationally demanding, it is usually used for solvents with 

high dielectric constants.

Solvent effects in excited state calculations may  be introduced via two different 

approaches,110 depending on whether the response of the solvent  to the solute’s excitation 
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is split  or not among its different degrees of freedom. Upon a change in the electronic state 

of the solute, the solvent can respond in two different ways. One response is the 

polarization of the solvent’s electronic density, which will be a fast process. In contrast, the 

response of the nuclei in terms of reorientation of solvent molecules will be a much slower 

process. These two kinds of response of the solvent to the change in electronic state of the 

solute are treated differently  in two extreme time regimes. In the non-equilibrium regime, 

the fast degree of freedom, that is, the electronic polarization of the solvent, is treated in 

equilibrium with the solute’s excited state electronic density, while the slow degrees of 

freedom remain in equilibrium with the ground state electron density. In the equilibrium 

regime, all the degrees of freedom, i.e. electronic and nuclear, are considered equilibrated 

with the electron density of the electronic state of interest of the solute. In practice, PCM 

models deal with these two situations by considering two different dielectric constants in 

the working equations.110 When dealing with non-equilibrium solvation, the dynamic 

(optical) dielectric constant of the solvent is used, which is related to the square of the 

solvent refractive index n. For equilibrium solvation, the static (zero-frequency) dielectric 

constant is considered. The recommendation is to use non-equilibrium solvation when 

calculating vertical excited states, since the absorption or emission processes are 

considered to be fast enough so that solvent molecules won’t have time to reorientate 

responding to the solute’s new situation. When carrying out geometry optimizations, non-

equilibrium solvation is a more sensible choice since its time scale is of the same order as 

that of the solvents molecular motion.

There are two different approaches for describing non-equilibrium solvation, namely, the 

linear response (LR)111,112 or the state-specific (SS)113-116 one. In the LR framework, the 

excitation energies are determined from the solvated ground state with no explicit 

calculation of the solvated excited state wave functions. That is, the SCRF is included in 

the conventional excited state calculation, by adding the necessary terms to the excited 

state method equations. On the other hand, with the SS approach, a single excited state is 

modeled and its energy is determined by making the electrostatic potential generated by 

the excited state density self consistent with the solvent reaction field. Thus, in the SS 

approach, the excitation energies are calculated from the difference in the energy of each 

state, for which each electronic density is solved self consistently with the solvent reaction 

field. Basically, the SS approach considers the capability  of part of the solvent  degrees of 

freedom to instantaneously respond to changes in the solute wave function upon excitation, 
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an effect that the LR approach does not account for. In this thesis, the LR approach has 

always been applied since it allows an easier interpretation and comparison of the 

excitation energies among a set of molecules.

3.4 Computational tools for excited state characterization

In this section several computational tools used to characterize the optical state of the 

investigated D-π-A dyes will be discussed. From an excited state calculation with TDDFT 

one can nowadays routinely obtain the transition dipole moment as well as the oscillator 

strength corresponding to transitions from the ground to excited singlet  states. These 

parameters give us information about the intensity  of the transition and also provide insight 

into the nature of the absorbing state. In this chapter we are interested in the CT state of 

organic dyes, which in the case of the investigated molecules, corresponds always to the 

lowest excited singlet (S1). Electronic structure calculations can provide other quantities 

which may be used to characterize the nature of an excited state, as for instance, Mulliken 

charges.117 The Λ test introduced by Peach and collaborators118 in 2008 will be used to 

quantify the spatial overlap between the ground and CT states. These tools employed to 

analyze the results will be discussed in the following lines, together with other not so 

standard strategies used to characterize the optical CT state. In particular, tools involving 

interaction energies as a CT measure have also been explored, as for instance, the first 

excited singlet-triplet  gap. This gap can be related to the exchange integral between the 

orbitals involved in the transition, and depends on the overlap between the frontier orbitals, 

thus being a suitable parameter to characterize CT. We have also taken advantage of the 

difference in the excitation energy  calculated by  CIS and TDHF, which can be related to 

the CT character, as it will be discussed in the following lines.

Moreover, for efficient electron injection into the semiconductor conduction band and dye 

regeneration, an appropriate alignment between the energy levels of the sensitizer, 

semiconductor and redox couple is required. Herein we will discuss how the ground and 

excited state oxidation potentials of the dye are determined from electronic structure 

calculations.

3.4.1 Basic concepts

Before going into the details of the computational tools, I would like to briefly 

contextualize in a few lines how we chemists treat the interaction of photons with 
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molecules and how the transition dipole moment naturally  appears in the development of 

the theory. When dealing with the interaction between light and matter, one needs to resort 

to time-dependent perturbation theory to describe transitions between the unperturbed 

energy states.119 As always happens in science, approximations must be done under 

meaningful assumptions, so that simple models and manageable expressions can help to 

describe the problem of interest and knowledge can be easily extracted. The first 

approximation consists in treating light as a classical electromagnetic field while matter is 

treated with quantum mechanics, within the framework of the semiclassical theory of light-

matter interactions. Then, the most popular approximation in the physics community is 

imposed, that is: first order truncation of the perturbation operator, which is expressed as a 

multipolar expansion of the electric field. This approach is known as the electric dipole 

approximation,119 and it is valid under the assumption that the wavelength of the 

electromagnetic radiation inducing the transition is much larger than the typical size of the 

considered molecule interacting with the photons, which is a reasonable presumption when 

considering the UV/Visible range of the electromagnetic spectrum.

Because of the coupling between the oscillating electric field of the radiation and the 

electron density of the molecule, a radiative transition may occur. Within the electric dipole 

approximation, the probability  of a transition between two electronic states (ψi and ψf) is 

proportional to the square of the transition dipole moment µ, which in the basis of adiabatic 

states (stationary states of the electronic hamiltonian within the Born-Oppenheimer 

approximation) is defined as follows

µ = ψ i qrψ f (1.9)

and represents the effective electric dipole moment of the molecule when making a 

transition between two electronic states. We have considered µ to be independent of the 

nuclear coordinates, truncating the Taylor series of µ about  the equilibrium geometry of the 

final state to first order, in what is commonly known as the Franck-Condon120 

approximation.

The transition dipole moment is in turn related to the oscillator strength f, by

f = 8π 2meν
3he2

⎛
⎝⎜

⎞
⎠⎟
µ 2 (1.10)

where ν corresponds to the excitation frequency.
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The oscillator strength, which is a dimensionless quantity, can also be related to the 

intensity of an electronic transition by the area under an absorption band120

f = 4.315 ⋅10−9 ε(ν )dν∫ (1.11)

where ε is the molar extinction coefficient measured experimentally when recording an 

absorption spectrum and the numerical prefactor is in units of cm-1. Therefore, the 

oscillator strength links the experimental intensities measured in a macroscopic world to a 

quantum mechanical observable, which accounts for the electronic structure of the 

absorbing molecules.

In principle, oscillator strengths should obey the Thomas-Reiche-Kuhn sum rule,61 which 

states that the sum of the oscillator strengths from the transition of one state, i, to all the 

other states, j, must be equal to the total number of electrons in the system. When oscillator 

strengths are calculated with TDDFT, this rule is satisfied, but the TDA does not obey it.39 

However, this sum rule is only  strictly valid in the limit of a complete basis set, something 

which we are always far from when calculating excited states of realistic systems. 

Moreover, experience has shown that meaningful results for electronic transitions can be 

obtained with TDA calculations. Also, if one is not interested in absolute values but rather 

in relative ones for comparison, as it is the case in this thesis, the TDA seems an adequate 

choice.

In this chapter we are interested in the radiative transition from S0 to S1 of organic dyes, 

and by analyzing expressions 2.9 and 2.10 we can understand when the probability  of this 

electronic excitation will be large. In a TDA calculation, one can think of an excited state 

wave function, analogous to the one in a CIS calculation, that is, a linear combination of 

single excitations from the reference ground state Slater determinant. If S1 corresponds 

mainly to an HOMO-to-LUMO excitation, then due to the one-electron nature of the 

dipole moment operator in expression 2.9, the integral will only  depend on these orbitals. 

Therefore, in this single-excitation picture, the HOMO and LUMO should overlap to some 

extent, but because of the position operator, the larger the separation between hole and 

electron, the larger the transition dipole moment will be. The structure of the D-π-A dyes is 

thus ideal to obtain large oscillator strengths, since the HOMO and LUMO are spatially 

separated while the π-conjugated bridge guarantees spatial overlap between them.
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3.4.2 Charge transfer characterization

(a) Electronic distribution

Although partial atomic charges are not physical observables, they may be estimated by 

Mulliken population analysis from the density matrix.117 One of the major drawbacks this 

technique presents is that it depends strongly on the basis set, since charges on atomic 

centers are assigned on the basis of the total electron density in basis functions located on 

that center. Probably due to its simplicity, it has remained very popular for qualitative 

interpretations despite recent developments of new partitioning schemes. In the context of 

excited states, Mulliken charges associated to an electronic transition can be estimated 

from hole and particle transition density matrices. This is a straightforward manner to 

measure the CT extent of an excited state, since the difference between the charge at the 

initial and final states, i.e. the transition charge, quantifies the amount of electrons 

relocated within the molecule due to the excitation.

Another route to quantify the CT magnitude is to calculate the Λ parameter,118 which is a 

measure of the degree of spatial overlap  between the occupied and virtual orbitals involved 

in the electronic excitation. This measure (Λ) is defined as the sum of overlap integrals 

between moduli occupied (φi) and virtual orbital (φa) pairs weighted by  the associated 

transition amplitudes (cia)

Λ =
cia
2 ϕi ϕa

ia
∑

cia
2

ia
∑ (1.12)

The Λ parameter takes values between 0 and 1. Large overlap between states results in 

high Λ values indicating low CT character and vice versa. In their study,118 the authors that 

proposed this method explored a large set of molecular systems with CT electronic 

transitions and concluded that  this kind of excitations covers a wide range of Λ values, i.e. 

0.06 < Λ < 0.72 (with the PBE functional). Despite this wide range of values, the Λ 

parameter is suitable as a qualitative diagnostic test of CT excitation, since it  captures the 

essential physics of the problem.

(b) Interaction energies

In this chapter interaction energies have been employed as CT measures taking advantage 

of how excitation energies indirectly depend on the overlap between the electronic states as 
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well as the electron-hole separation. First, we will discuss a measure based on the gap 

between the first excited singlet and triplet states as a measure of CT.

In the CIS method, the absolute energy of an electronic state can be expressed as38

ECIS = EHF + (cia )
2 (εa − ε i )

ia
∑ + ciacjb ia( jb)

ia, jb
∑ (1.13)

where EHF is the Hartree–Fock reference energy, i, j and a, b correspond to occupied and 

virtual spin–orbitals, cia is the i to a excitation amplitude, εp the one-electron p-orbital 

energy and (ia||jb) the antisymmetrized two-electron integrals. In a simple two electrons in 

two orbitals model, the lowest  excited singlet and triplet states correspond to the ‘‘+’’ and 

‘‘-‘‘ combinations of the spin-α and spin-β HOMO-to-LUMO electronic promotions, 

respectively. Following this model, the energy  difference between the two states with 

different spin multiplicity  is given by the exchange integral between the HOMO and 

LUMO (φH and φL in equation 1.14)121

∆ EST = E(S1)− E(T1) ≈ 2KHL = 2
ϕH
* (1)ϕL

* (1)ϕH (2)ϕL (2)
r12

dr1∫ dr2 (1.14)

Expression 2.14 explicitly  reveals that the exchange integral KHL depends on the separation 

between the two electrons (r12) and the overlap between the two frontier orbitals. Larger 

overlaps and smaller interelectronic distances result in larger KHL and vice versa. It is well 

known that  the exchange integral between π and π* orbitals decreases with the conjugation 

length in organic molecules.122,123 Also, the singlet–triplet gap  becomes small for electronic 

transitions between separated spatial regions.120,124 Hence, it seems plausible to use the 

∆EST as an alternative interaction measure of the CT degree.

We have used another interaction-like measure for the CT degree of the excitation based on 

the role of the removed terms in the TDA69,70 to the TDHF methodology. Recalling that the 

linear response TDHF equations are analogous to those of TDDFT in equation 1.1, with 

cHF = 1 in equations 2.2 and 2.3, then the matrix elements of A and B are compactly 

expressed as

Aia, jb = δ ijδ ab (εa − ε i )+ ia( jb)
Bia, jb = ia( bj) (1.15)
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As mentioned previously, the TDA sets the terms of the B matrix to zero, and TDHF 

reduces to the CIS approach.

When an excited state is obtained as a result  of an electronic transition with a pure CT 

character, that is, with no spatial overlap between the occupied i, j,... and virtual a, b,... 

orbitals involved in the transition, B=0 (equation 1.15), which has been previously67,71,74,125 

noticed. Therefore, the weight of these terms can be related to the CT character of the 

transition. It is expected that a small separation between interacting electrons and large 

occupied-virtual overlaps will result in sizable values of the antisymmetrized integrals in 

B. As a simple approach to estimate the collective magnitude of the Bia,jb terms, the 

difference between CIS and TDHF excitation energies to the excited singlet state (∆ETDA) 

have been computed.

3.5 Oxidation potentials

The ground and excited state oxidation potentials (GSOP and ESOP)126 of a set of organic 

dyes have also been calculated. These photoelectrochemical parameters are crucial to know 

if electron transfer to the semiconductor is possible, as well as if a particular redox couple 

is capable of regenerating the oxidized dye. The driving force of these processes is the 

relative value of the ESOP vs. the CBE of the semiconductor, as well as the GSOP vs. the 

redox potential of the redox mediator. For efficient electron injection and dye regeneration, 

the GSOP and ESOP should lie at least 0.2 eV higher (more negative) and lower (more 

positive) respectively than the CBE of TiO2 and the I-/I3- redox potential.127 The GSOP and 

ESOP are the Gibbs free energy difference between the neutral and oxidized species in the 

ground (G0-G+)GS and excited state (G0-G+)ES. There are different approaches to evaluate 

these values from a computational viewpoint.126,127 The simplest  one would be to 

approximate the GSOP by the negative of the HOMO energy, -εH, by virtue of Koopmans’ 

theorem,121 and then subtract the vertical excitation energy to calculate the ESOP. Within 

this approach however, the geometry  reorganization in the excited state is neglected. 

Herein we have used a more rigorous approach127 to estimate these parameters. The GSOP 

has been calculated as the Gibbs free energy difference between the neutral and oxidized 

dye in the ground state. This has been obtained including translational, rotational and 

vibrational enthalpies and entropies within the harmonic approximation. The ESOP has 

then been approximated by the following expression:
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(G0 −G+ )ES ≈ (G
0 −G+ )GS − E0−0 (1.16)

subtracting the adiabatic transition energy  (E0-0) to the lowest singlet  state from the 

estimated GSOP. In the computation of the adiabatic transition energy we assume equal 

zero-point energy corrections in the ground and excited states, thus E0-0 is obtained as the 

energy gap between the two states in their equilibrium geometries.

Organic dyes for dye-sensitized solar cells 43
 



4. Role of the linker in D-π-A dyes

4.1 Introduction

The thiophene unit is probably the most popular building block128 for materials used in 

organic electronics. Its electronic properties may be readily  tuned by  structural 

modifications thanks to well-established synthetic routes. Moreover, the stabilization of the 

conjugated chain in polythiophenes, thanks to the polarizability  of the sulfur atom, grants 

superb charge transport properties. In the context of D-π-A dyes for DSSCs, the thiophene 

π-spacer has the appropriate electronic properties to enable photoinduced CT in the 

sensitizer, and the optical properties may be enhanced by subtle chemical variations.2 In 

this sense, the cyclopentadithiophene linker is a paradigm of how to improve the 

performance of DSSCs.129-131

In our work, several dyes were considered to study the influence of the π-bridge and other 

subtle chemical modifications on their photophysical properties. These dyes are shown in 

Figure 1.3 and they all have a D-π-A architecture, with bis(4-methoxyphenylamino)phenyl 

(DB) as the donor group and cyanoacrylic acid as the acceptor (A). Within this scheme, we 

wanted to compare the widely used cyclopentadithiophene (cpdt) and bithiophene (bt) 

linkers,2,26,31 with the closely related benzodithiophene (bdt) and dithientothiophene (dtt) 

units. In all these π-bridges, two thiophene units are present and the difference remains in 

how they are connected, either bonded directly (in bt) or by means of an additional fused 

ring, which may be cyclopentadiene (in cpdt), benzene (in bdt), or thiophene (in dtt). Apart 

from the effect that different linkers may have in the photophysical properties of the dyes, 

other structural modifications were also considered. For instance, the inclusion of an 

ethylene unit (e) between the donor group and the linker, since this strategy is commonly 

used by experimentalists to tune the absorption wavelength of the dye. In this case, an e is 

added to the linker label to represent the presence of the ethylene unit. Moreover, for the 

dye with the cpdt linker, the DB donor group was also compared to bis(4-

methoxyphenylamino)thienyl (DT), where the phenyl ring bonded to the π-bridge is 

replaced by a thiophene unit.
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Figure 1.3 Studied D-π-A organic dyes with bis(4-methoxyphenyl-amino)phenyl (DB) or bis(4-
methoxyphenyl-amino)thienyl (DT) as donor groups, the cyclopentadithiophene (cpdt), bithiophene 
(bt), benzodithiobphene (bdt), dithienothiophene (dtt) units as linkers, and the cyanoacrylic acid 
(A) as the electronic acceptor. The parentheses indicate two different possibilities, i.e. with (e 
prefix in the bridge acronym) and without the ethylene unit.

4.2 Ground state geometries

Before studying the absorption properties of the considered dyes in solution, the ground 

state molecular structure was characterized. Rotation about  single bonds in these molecules 

leads to different conformations. We considered the isomerism regarding the relative cis 

(C) or trans (T) conformation of three pairs of double bonds between: (i) ethylene-linker, 

(ii) linker-acceptor, (iii) C=C and C=O in the acceptor. The different conformers are 

labeled with a three-letter string, as shown in Figure 1.4. When the ethylene unit is not 

present, this is indicated by the letter n at the first string position.

Although for all the dyes investigated in this chapter there are two possible isomers of the 

COOH group, only  the most stable one was considered, in which the O-H bond is in a cis 

conformation relative to the C=O bond. Likewise, when referring to the bt linker, the 

energetically  preferred trans disposition between the two thiophene rings was the only one 

considered.
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Figure 1.4 Nomenclature employed in this work to distinguish between molecular conformers.

As it has been shown in multiple occasions, structural characteristics of the organic dyes 

can have a substantial influence on their electronic structure, thus playing a crucial role 

regarding their photoabsorption ability.7,82,132-134 Here we focus on how the different π-

bridges and conformations affect the donor-acceptor spatial separation, the planarity along 

the molecule, and the linearity, by using the parameters shown in Figure 1.5 to describe the 

geometric characteristics of the dyes.

Figure 1.5 General molecular pattern of the studied organic dyes with measured geometrical 
parameters: donor to acceptor separation (dNC in Å), and dihedral angles between the two 
methoxyphenyl rings of the donor (θD), the adjacent  rings between donor and linker (θ1) and the 
two thiophenes in the the π-bridge (θ2). 

As a first approximation, the donor–acceptor spatial separation induced by the linker, 

measured for instance as the distance between the nitrogen atom in the donor unit and the 

carboxylic carbon atom of the acceptor group (dNC in Figure 1.5), can be associated to the 

hole/particle separation distance generated by  the optical transition. Apart from the size of 

the linker, it is also important to take into account differences between molecular 

conformations. On average, the dyes with the ecpdt, ebt and edtt linkers present very 

similar donor to acceptor distances (dNC ~18.0 Å), which are ~0.5 Å longer than the 

separation with ebdt. The donor-acceptor separation in DT-ecpdt-A decreases by 0.5 Å with 

respect to DB-ecpdt-A (Table 1.1). Evidently, the presence of the ethylene unit increases the 

separation. The N–C distance in molecular dyes with ethylene is between 16.8 and 18.3 Å, 

while it is 2.0 to 2.5 Å shorter without ethylene (15.0 ≤ dNC ≤ 15.8 Å). 
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Table 1.1 Average structural parameters (dNC in Å and all dihedrals in degrees) of the studied 
organic dyes optimized geometriesa.

bridge dNC θ1 θ2 θD

ethylene
ecpdt 18.0 4.9 0.1 60.4
ebt 18.0 7.1 6.8 60.8
ebdt 17.4 10.9 0.1 61.0
edtt 17.9 7.3 0.0 61.1

ecpdtb 17.4 6.0 0.0 69.5
no ethylene

cpdt 15.7 26.9 0.1 62.3
bt 15.7 26.7 10.7 59.5
bdt 15.2 25.8 0.1 62.1
dtt 15.6 30.3 0.0 60.5

cpdtb 15.3 19.6 0.3 66.7
aAveraged values between all conformers of each molecule. bDT donor group.

Apart from the nature of the bridge, different conformations of the molecular dyes also 

lead to different donor-acceptor separations. In general, it is expected that cis 

stereoisomerism of double bond pairs results in larger molecular linearity. As a 

consequence, the separation distance between the D and A fragments (dNC) induced by the 

linker is larger for the cis forms of the donor-linker and linker-acceptor fragments with 

respect to the trans cases (Table 1.2). Taking the dye with the cpdt linker as an example, 

among the different  conformers, dNC can vary up  to 0.6 Å and 0.2 Å in the DB-ecpdt-A and 

DB-cpdt-A families, respectively (Table 1.2). For the cxx conformers, i.e. when the donor 

group and the π-linker are in a cis disposition with respect to the ethylene unit, the donor-

acceptor separation is 0.3-0.4 Å longer than for the txx conformers. The relative disposition 

of the π-linker and acceptor group also affects the N-C separation. When the double bond 

of the thiophene unit  in ecpdt is oriented in cis with respect to the C=C bond of the 

acceptor unit, i.e. in the xcx conformers, dNC is 0.2-0.3 Å longer than when it is in trans, 

i.e. in the xtx conformers. Finally, the relative orientation of the C=C and C=O bonds in the 

acceptor unit, i.e. xxc vs xxt conformers, does not  have a significant effect on the donor-

acceptor separation. In summary, the trend followed by dNC among the different 

conformations is ccx > ctx > tcx > ttx and ncx > ntx and holds for the remaining 

investigated linkers (Appendix, Table A1.1). Although the largest variation of dNC among 

the conformations of the dyes including the bt and dtt units is similar to that of cpdt, due to 

the size of the bdt fragment, dNC has a larger variation up to 1.2 Å and 0.5 Å between the 

different conformations of the DB-ebdt-A and DB-bdt-A families, respectively. From these 

Organic dyes for dye-sensitized solar cells 47
 



results we can conclude that for those conformations with a cis disposition between donor-

linker and linker-acceptor, i.e. ccx and ncx, a subtle increase in the charge separation 

associated to the electronic excitation process is expected, as well as an increase in the 

transition probability.

Table 1.2  Structural parameters (dNC in Å and θ1 in degrees) and relative energies (kcal/mol) with 
respect to the most  stable conformation for the studied conformers of DB-ecpdt-A and DB-cpdt-A 
optimized organic dyes.

conformer dNC θ1 ∆E
ethylene

CCC 18.21 1.1 1.33
CCT 18.25 2.8 1.90
CTC 18.06 2.3 0.78
CTT 18.07 8.4 1.32
TCC 17.90 3.1 0.78
TCT 17.96 3.3 1.34
TTC 17.63 8.6 0.00
TTT 17.63 9.7 0.56

no ethylene
nCC 15.77 26.8 0.73
nCT 15.82 26.8 1.26
nTC 15.59 26.5 0.00
nTT 15.60 27.4 0.50

The energy differences between structural conformers are rather small i.e. < 1.9 kcal/mol 

for the DB-ecpdt-A family and <3.0 kcal/mol for all the other cases (Appendix, Table 

A1.1). The results indicate that the energetic cost of the trans to cis isomerization around 

the ethylene unit between the donor and the π-bridge is 0.5–0.8 kcal/mol, while the linker-

acceptor trans conformation is 0.6–0.8 kcal/mol more stable than the cis form. The cis 

configuration between the two double bonds in the acceptor group is slightly  more stable 

(0.5–0.6 kcal/mol) than in the trans case. Hence, the TTC is the most stable conformer of 

the DB-ecpdt-A family  in acetonitrile (ACN) solution. The trends of the geometrical 

parameters and relative energies in Table 1.2 are not exclusive for the cpdt linker, and very 

similar behaviors are obtained for the other studied molecules (Appendix, Table A1.1), 

with small shifts in the absolute values already  indicated by the differences in the averaged 

values of Table 1.1.

The molecular planarity  of the studied chromophores is a key geometrical element, which 

controls the electronic properties of the dye. Naturally, the degree of coplanarity between 
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the donor and the linker must have a great impact on the donor–acceptor electronic 

coupling through the π-system of the bridge. In other words, the dihedral angle θ1 in Figure 

1.5 will determine to a large extent the conjugation of the molecule and the overlap 

between the π-system of the two ends. The ethylene unit connecting donor and linker 

groups relaxes the geometrical tension between rings, resulting in rather small θ1 angles (< 

10º on average). These angles however can vary up  to ~15º within different conformations 

of a dye with the same linker. In general, trans stereoisomerism between the donor group 

and the linker yields smaller θ1 angles with respect to the cis case, with the exception of the 

ecpdt linker, which does not follow this trend. When the olefinic unit  is not present, the 

molecular planarity is severely  lost, and θ1 increases by about 20° and 15° for the DB and 

DT donors, respectively.

In addition to the disposition between the donor and the conjugated bridge measured by θ1, 

it is also important to consider the planarity of the linker itself, i.e. the dihedral angle 

between the two thiophene rings (θ2). For all the linkers where the two thiophenes cannot 

freely rotate, i.e. cpdt, dtt and bdt, the bridge is perfectly planar (θ2 < 0.4º) and this rigidity 

imposes the linker’s fragments to virtually  lie on the same plane. On the contrary, when the 

rotation between the two thiophene rings is not constrained, i.e. for bt, the linker prefers to 

break its planarity (0.0 < θ2 < 16.1º) in order to avoid steric hindrance between rings, 

which reduces the π-conjugation of the molecule. 

As for the geometrical characteristics of the donor group, the two methoxyphenyl rings are 

oriented out of the molecular plane defined by  the linker and acceptor fragments, with no 

major differences in the dihedral angles between both rings (θD in Figure 1.5) for the 

investigated linkers with the DB donor group. Therefore, this parameter is not expected to 

have a major influence on the relative photophysical properties of the dyes. The θD angle 

ranges from 56° to 65º for all the cases with the DB donor group, and becomes a bit  larger 

when the phenyl ring in DB is replaced by a thiophene unit in DT, with θD ≤ 75.2º. The 

presence or absence of the ethylene fragment between the donor and the linker has almost 

no influence on θD.

4.3 Vertical transition

For all the studied dyes, the optical transition mainly corresponds to the electronic 

promotion from the HOMO, mostly  located on the DB (or DT) group, to the LUMO, 
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centered at the cyanoacrylic acid (A), with both orbitals partially delocalized over the 

conjugated π-bridge. The next most important  contributions in the first excited singlet 

wave function come from the HOMO-1 to LUMO and HOMO to LUMO+1 configurations 

(Figure 1.6), with the HOMO-1 delocalized all over the molecule and the LUMO+1 

delocalized on the acceptor, π-bridge, and partially on the donor group.

Figure 1.6  Frontier MOs of the all trans (TTT) and all cis (CCC) DB-ecpdt-A conformers and the 
all cis DB-ebt-A dyes. Vertical arrows indicate the main contributions (in %) of the S0 to S1 
transition. 

The average vertical transition energy of the DB-ecpdt-A dye in acetonitrile is computed to 

be 2.79 eV while with the ebt linker it is 2.85 eV. The frontier MOs of the ebt family  are 

stabilized with respect to the ecpdt counterparts, but since the HOMO and LUMO stabilize 

by the same amount in ebt (0.05 eV), this cannot explain the difference in the vertical 

transition energy. However, the LUMO+1 and specially the HOMO-1 are more involved in 

the S0 to S1 transition (Figure 1.6). The larger participation of these higher energy 

contributions accounts for the small blue shift of the energy gap  (0.04–0.09 eV) in ebt dyes 

with respect to ecpdt ones.

On average, excitation energies with the ebdt and edtt linkers are 0.27 and 0.12 eV, 

respectively, larger than the ecpdt energies (Table 1.3). The chemical change of the ecpdt 

π-bridge by ebdt or edtt has a minor effect  on the HOMO and the LUMO energies. The 

reason for this increase must be assigned to the HOMO-1 stabilization with the ebdt and 

edtt linkers with respect to ecpdt (Appendix, Table A1.2), which has a substantial 
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participation in the transition (25–30%) and is markedly  located on the linker fragment. 

This stabilization of the HOMO-1 is related to the increase in conjugation with the edbt 

linker and the presence of the sulfur atom in edtt.

Table 1.3  Average ground to first excited singlet vertical transition energies ∆E (in eV), oscillator 
strengths f, and charge increment at the donor and acceptor fragments ∆Q (in electrons) of the DB- 
bridge-A organic dyesa.

bridge ∆E f
∆Q∆Q

bridge ∆E f
Donor Acceptor

ethylene
ecpdt 2.79 2.55 0.13 –0.15
ebt 2.85 2.29 0.15 –0.16
ebdt 3.06 2.09 0.18 –0.20
edtt 2.91 2.46 0.16 –0.17

ecpdtb 2.68 2.43 0.17 –0.13
no ethylene

cpdt 2.95 2.12 0.16 –0.18
bt 3.01 1.87 0.20 –0.20
bdt 3.21 1.61 0.23 –0.26
dtt 3.11 1.97 0.20 –0.22

cpdtb 2.79 1.99 0.21 –0.16
aAveraged values between all conformers of each molecule. bDT donor group

The substitution of benzene by  thiophene in the donor group systematically reduces the 

excitation energy by 0.09–0.15 eV. This mutation mainly  affects the HOMO, which 

becomes energetically higher with the five-member ring (DT), while the LUMO is 

basically  unaffected and the LUMO+1 is stabilized. Thus, the HOMO-LUMO (and LUMO

+1) gap decreases.

Transition energies for the dyes without the ethylene unit follow the same trends, although 

the loss of conjugation in all molecules with respect to the cases with ethylene 

systematically  increases the electronic excitation energies by 0.1–0.2 eV. As shown in 

Table 1.4 for the ecpdt and cpdt linkers, the excitation energies remain constant for all 

molecular conformations. This behavior is also obtained for the conformers of the other 

dyes (Appendix, Table A1.3).
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Table 1.4 Average ground to first  excited singlet  transition energies ∆E (in eV), oscillator strengths 
f, and charge increment at the donor and acceptor fragments ∆Q (in electrons) for the different 
conformers of the DB-ecpdt-A and DB-cpdt-A dyes.

conformer ∆E f
∆Q∆Q

conformer ∆E f
Donor Acceptor

ethylene
CCC 2.79 2.70 0.12 –0.16
CCT 2.80 2.72 0.13 –0.16
CTC 2.79 2.57 0.12 –0.15
CTT 2.80 2.58 0.13 –0.15
TCC 2.79 2.55 0.13 –0.15
TCT 2.79 2.58 0.13 –0.15
TTC 2.78 2.34 0.13 –0.15
TTT 2.78 2.34 0.13 –0.15

no ethylene
nCC 2.95 2.19 0.16 –0.19
nCT 2.96 2.21 0.16 –0.19
nTC 2.94 2.04 0.16 –0.18
nTT 2.95 2.05 0.16 –0.18

The intensity of the optical transition can be revealed by means of the TDDFT 

dimensionless computed oscillator strengths f from the ground state to the lowest excited 

singlet. In average, the ecpdt linker triggers the largest transition probabilities (Table 1.3). 

The DB-edtt-A and DT-ecpdt-A give rise to very similar values, which are just a little bit 

lower than in the DB-ecpdt-A case. The presence of the ebt and ebdt linkers significantly 

lowers the oscillator strengths with respect to ecpdt, especially the latter one. To trace back 

the differences between π-linkers in the computed strengths it is important to bear in mind 

that f is proportional to the square of the dipole moment integral between the ground and 

excited states. This integral directly  depends on the charge separation created by the 

electronic transition; hence, it must be proportional to dNC. This dependence becomes 

evident when comparing the values between conformers of the same dye (Tables 2.2 and 

2.4).

In addition, in order to obtain significant  transition moments it is necessary to have a non-

zero spatial overlap  between the two states. In other words, the extension of the overlap 

between the MOs involved in the transition will also tune the magnitude of the oscillator 

strengths. In this sense, the planarity  of the molecule (related to the θ1 and θ2 dihedral 

angles) is expected to improve this overlap and increase f. For example, the transition 

52 Chapter 1
 



probability  is systematically  reduced for the dyes without the ethylene fragment because of 

the shorter molecular length and the loss of planarity along the molecules

The overlap between the MOs involved in the transition is not only  ruled by the planarity, 

but will also be affected by the linearity. This overlap is expected to be larger for linear 

molecules than for those cases with curved geometries. Also, more linear geometries are 

accompanied by a larger donor-acceptor separations, which also favors larger f values. In 

order to quantify the molecular linearity of the investigated dyes, a linear coefficient (LC) 

may be defined as in Figure 1.7, which is related to angles between the donor, π-bridge, 

and acceptor units. The similar oscillator strengths computed for the DB-ecpdt-A and DB-

edtt-A families can be ascribed to the similar degrees of linearity and planarity imposed by 

the linker and the donor group. Although the edbt linker is planar, it induces less linear 

geometries compared to the ecpdt case because of the “bulkier” fused ring, therefore, lower 

oscillator strengths are obtained.

Figure 1.7 Definition of linearity coefficient  (LC) from the α and β angles (left). Plot of the 
oscillator strength vs LC for all the conformers of the dyes with the ethylene unit (right).

For the ebt linker, both factors, planarity and linearity, are responsible for the lower 

transition probabilities. This is clearly seen when comparing the dye with the ecpdt linker, 

with analogous molecules with the ebt linker where the thiophenes are oriented in cis or in 

trans (Figure 1.8). The ecpdt linker is planar and induces linear geometries, hence, the 

value of f is the largest compared to the other two molecules. With trans-ebt, planarity is 

still preserved but linearity is severely  lost, as the value of LC indicates, leading to lower f 

CPDT 

BT 

BDT 

DTT 

α β

LC = cosα·cosβ 
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values. With cis-ebt planarity is lost and linearity is still reduced compared to ecpdt, thus 

leading to the lowest transition probability. 

Figure 1.8 Comparison between the linker’s planarity (δ) and the dye’s linearity (LC) with the 
computed oscillator strengths (f) for three representative dyes (in their TCC conformation).

In general, the transition Mulliken charges at the donor and the cyanoacrylic acid acceptor 

groups, ∆Q in Table 1.3, are of the same order of magnitude for all molecules. The slight 

differences between dyes can be understood by how well localized the HOMOs and 

LUMOs (involved in the electronic transition) are in the donor and acceptor groups, 

respectively. Larger localizations will result in larger overall negative charge transferred to 

the cyanoacrylic acid. Similarly, molecules without  the ethylene unit present a systematic 

increase of ∆Q. This behavior is qualitatively revealed by  the slightly different spatial 

localization of the HOMO and LUMO orbitals for the DT-ecpdt-A and DB-bdt-A and 

related dyes without the ethylene unit, respectively (Figure 1.9). There are basically no 

differences in the computed ∆Q values between conformers of the same dye (Table 1.4).

Figure 1.9 HOMO (down) and LUMO (up) of DT-ecpdt-A (left) and DB-bdt-A (right) dyes. 

δ"

π-bridge δ LC f
ecpdt 0.0 0.76 2.55

trans-ebt 1.3 0.39 2.21
cis-ebt 18.0 0.52 2.09

ecpdt

cis-ebt

trans-ebt

DT-ecpdt-A DB-bdt-A
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4.4 Conclusions

The photophysical properties of a set of D-π-A organic dyes have been explored. The study 

focuses on the cyclopentadithiophene (cpdt) unit as a conjugated bridge and how it 

influences the characteristics of the optical transition in comparison to other similar 

linkers. The differences in the calculated excitation energies and oscillator strengths of the 

studied dyes have been plainly  rationalized by  means of geometrical parameters related to 

the linearity and planarity of the molecules, which affect the relative energies of frontier 

MOs and the electronic interaction between donor and acceptor π-systems. The results 

point to the reasons why cpdt yields, in general, larger extinction coefficients. The 

presence of an ethylene unit between the donor and linker fragments increases the number 

of π-electrons, the donor–acceptor separation, and the molecular planarity, leading to 

systematically  red shifted excitation energies and larger oscillator strengths, independently 

of the employed π-bridge.

4.5 Computational details

Geometry optimizations for all studied organic sensitizers in the ground state have been 

performed with no symmetry restrictions within the DFT methodology, with the LRC-

ωPBEh density  functional79 and the 6-31+G(d) atomic basis set. The solvent effects in 

acetonitrile were taken into account by the C-PCM  method.106 The vertical excitation 

energies were calculated at these geometries by the same density  functional with the 

TDDFT methodology within the TDA68 and the 6-311+G(2d,2p) basis set. The Q-Chem 

program135 has been employed in all calculations.
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4.6 Appendix

Table A1.1 Structural parameters (dNC in Å and θ1 in degrees) and relative energies (kcal/mol) with 
respect to the most stable conformation for the optimized organic dyes.

dye conformer dNC θ1 ∆E dye conformer dNC θ1 ∆E

DB-ebt-A

CCC 18.2 9.4 1.49

DB-edtt-A

CCC 18.2 11.2 1.75

DB-ebt-A

CCT 18.3 7.4 2.02

DB-edtt-A

CCT 18.2 11.6 2.29

DB-ebt-A

CTC 18.0 9.7 0.57

DB-edtt-A

CTC 18.0 11.1 0.86

DB-ebt-A
CTT 18.1 11.4 1.08

DB-edtt-A
CTT 18.0 12.2 1.39

DB-ebt-A
TCC 17.9 7.3 0.81

DB-edtt-A
TCC 17.8 2.9 0.88

DB-ebt-A

TCT 17.9 7.1 1.35

DB-edtt-A

TCT 17.9 4.2 1.42

DB-ebt-A

TTC 17.8 1.7 0.00

DB-edtt-A

TTC 17.5 2.8 0.00

DB-ebt-A

TTT 17.9 3.1 0.52

DB-edtt-A

TTT 17.5 2.5 0.51

DB-bt-A

nCC 15.8 25.4 0.90

DB-dtt-A

nCC 15.7 30.6 0.88

DB-bt-A
nCT 15.8 25.7 1.43

DB-dtt-A
nCT 15.8 30.5 1.40

DB-bt-A
nTC 15.7 28.3 0.00

DB-dtt-A
nTC 15.5 30.0 0.00

DB-bt-A

nTT 15.7 27.2 0.53

DB-dtt-A

nTT 15.5 30.1 0.51

DB-ebdt-A

CCC 17.9 6.7 2.37

DT-ecpdt-A

CCCC 17.8 8.8 2.72

DB-ebdt-A

CCT 18.0 14.6 2.90

DT-ecpdt-A

CCTC 17.7 12.0 2.02

DB-ebdt-A

CTC 17.6 20.4 1.23

DT-ecpdt-A

CTCC 17.3 10.0 2.03

DB-ebdt-A
CTT 17.6 18.0 1.72

DT-ecpdt-A
CTTC 17.0 15.4 1.36

DB-ebdt-A
TCC 17.2 7.9 1.13

DT-ecpdt-A
TCCC 17.4 0.3 1.22

DB-ebdt-A

TCT 17.3 4.3 1.64

DT-ecpdt-A

TCTC 17.2 0.4 0.56

DB-ebdt-A

TTC 16.8 7.5 0.00

DT-ecpdt-A

TTCC 17.5 0.0 0.70

DB-ebdt-A

TTT 16.8 7.6 0.52

DT-ecpdt-A

TTTC 17.3 1.1 0.00

DB-bdt-A

nCC 15.4 26.4 1.03

DT-cpdt-A

TCC 15.4 20.2 0.64

DB-bdt-A
nCT 15.5 25.9 1.60

DT-cpdt-A
TCT 15.4 20.5 1.20

DB-bdt-A
nTC 15.1 25.3 0.00

DT-cpdt-A
TTC 15.3 18.1 0.00

DB-bdt-A

nTT 15.0 25.4 0.47

DT-cpdt-A

TTT 15.3 19.6 0.53

Table A1.2 Average molecular energies of frontier orbitals (in eV) for the studied organic dyes.
bridge H-1 H L L+1

ethylene
ecpdt -7.48 -6.67 -1.47 -0.08
ebt -7.59 -6.72 -1.52 -0.24
ebdt -7.73 -6.78 -1.52 -0.24
edtt -7.62 -6.75 -1.52 -0.16

ecpdta -7.46 -6.56 -1.50 -0.16
no ethylene

cpdt -7.65 -6.78 -1.41 0.30
bt -7.81 -6.83 -1.47 0.08
bdt -7.95 -6.86 -1.50 0.14
dtt -7.81 -6.86 -1.47 0.24

cpdta -7.65 -6.67 -1.44 0.14
aDT donor group.
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Table A1.3 Ground to first  excited singlet transition energies ∆E (in eV) and oscillator strengths f 
for the studied organic dyes.

dye conformer ∆E f dye conformer ∆E f

DB-ebt-A

CCC 2.88 2.42

DB-edtt-A

CCC 2.91 2.60

DB-ebt-A

CCT 2.87 2.45

DB-edtt-A

CCT 2.92 2.62

DB-ebt-A

CTC 2.87 2.32

DB-edtt-A

CTC 2.92 2.50

DB-ebt-A
CTT 2.87 2.32

DB-edtt-A
CTT 2.93 2.50

DB-ebt-A
TCC 2.83 2.21

DB-edtt-A
TCC 2.90 2.45

DB-ebt-A

TCT 2.84 2.22

DB-edtt-A

TCT 2.90 2.47

DB-ebt-A

TTC 2.85 2.18

DB-edtt-A

TTC 2.90 2.26

DB-ebt-A

TTT 2.83 2.21

DB-edtt-A

TTT 2.91 2.26

DB-bt-A

nCC 3.02 1.90

DB-dtt-A

nCC 3.10 2.02

DB-bt-A
nCT 3.03 1.92

DB-dtt-A
nCT 3.11 2.04

DB-bt-A
nTC 3.00 1.84

DB-dtt-A
nTC 3.11 1.91

DB-bt-A

nTT 2.99 1.84

DB-dtt-A

nTT 3.12 1.91

DB-ebdt-A

CCC 3.05 2.28

DT-ecpdt-A

CCCC 2.70 2.58

DB-ebdt-A

CCT 3.06 2.29

DT-ecpdt-A

CCTC 2.70 2.50

DB-ebdt-A

CTC 3.09 2.14

DT-ecpdt-A

CTCC 2.68 2.41

DB-ebdt-A
CTT 3.08 2.15

DT-ecpdt-A
CTTC 2.69 2.19

DB-ebdt-A
TCC 3.04 2.05

DT-ecpdt-A
TCCC 2.67 2.55

DB-ebdt-A

TCT 3.04 2.07

DT-ecpdt-A

TCTC 2.67 2.41

DB-ebdt-A

TTC 3.05 1.86

DT-ecpdt-A

TTCC 2.67 2.47

DB-ebdt-A

TTT 3.06 1.86

DT-ecpdt-A

TTTC 2.66 2.31

DB-bdt-A

nCC 3.20 1.66

DT-cpdt-A

TCC 2.79 2.04

DB-bdt-A
nCT 3.20 1.68

DT-cpdt-A
TCT 2.80 2.05

DB-bdt-A
nTC 3.22 1.55

DT-cpdt-A
TTC 2.78 1.95

DB-bdt-A

nTT 3.23 1.55

DT-cpdt-A

TTT 2.79 1.95

Figure A1.1 Nomenclature employed to distinguish between DT-cpdt-A (top) and DT-ecpdt-A 
(bottom) conformers.
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5. Influence of the length of the bridge of D-π-A dyes on the CT state

5.1 Introduction

As it has been discussed in section 3.2.2(b) of this chapter, the calculation of CT states 

with TDDFT methods is problematic if the xc functional that  is used is not  adequate. To 

obtain sensible physical results, the use of at least hybrid functionals, and more desirably, 

long range corrected ones is mandatory. It is therefore always interesting to have some 

means to characterize the degree of CT in a transition as a diagnosis of such character and 

also for a qualitative measurement for comparison between similar systems one may be 

interested. The D-π-A structure of the investigated dyes (Figure 1.10) offers a great 

opportunity in this sense because of the strong CT character of the S1 state in these 

compounds

The main objectives of this work pointed towards two complementary  directions. In the 

first place, our efforts aimed to expose a detailed analysis of the fundamental structural and 

electronic characteristics of our target molecular dyes, that is D-π-A dyes with the (bis(4-

methoxypheny)amino)phenyl group  and cyanoacrylic acid as the donor and acceptor 

moieties respectively, and the polythiophene (Tn) and polycyclopentadithiophene (Cn) 

series as the π-spacers (Figure 1.10). We were specially interested on how the length of the 

π-bridge influences the electronic structure of the Cn and Tn series. Simultaneously, we 

were also interested on the development and application of simple computational tools for 

the analysis of the electronic structure of the organic dyes. In this work, special emphasis 

was placed on the use of standard and novel computational strategies for the study  of the 

CT nature of electronic transitions. In particular, the CT nature of the transition was 

characterized by standard computational tools, as well as by  new ones, taking advantage of 

how the expressions of the excitation energies within different methodologies are affected 

by having zero overlap between the donor and acceptor units. In relation to the LRC 

functionals used to compute CT states, the adequacy of the empirical ω parameter that 

dictates how the long range non-local exchange is introduced was also assessed.
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Figure 1.10 Studied D-π-A dyes with polythiophene (Tn) and polycyclopentadithiophene (Cn) 
linkers.

5.2 Molecular geometries

Before studying the photophysical properties of the organic dyes, we will analyze in detail 

their geometrical characteristics (Figure 1.11), paying special attention to the differences 

between them (Table 1.5).

Figure 1.11 Molecular structure of the D-T3-A dye with the description of the dNC, θDD, θDT and 
θTT geometrical parameters of Table 1.5.

Obviously, amongst the polythiophene linkers, T1 gives rise to the shortest donor–acceptor 

spatial separation (dNC = 11.60 Å). The distance between the nitrogen atom in the (bis(4-

methoxyphenyl)amino)phenyl fragment (D) and the carboxylic group at the other end of 

the molecule is approximately 4 Å longer for each additional thiophene ring in the Tn or 

Cn spacers. The geometry of the triarylamine moiety  is practically invariant with the length 

and type of the linker (Tn or Cn). The optimized dihedral angles between the phenyl ring 

connected to the conjugated bridge and the two end methoxyphenyl rings (θDD) are ~30°, 

rather close to the values experimentally observed in triphenylamine.136

The geometry  stabilization obtained via electronic conjugation is not  enough to overcome 

the steric hindrance between hydrogen atoms in the phenyl-thiophene junction and the θDT 

torsion angles computed with the LRC-ωPBEh functional are ~30° in all cases. The rest of 

θDD 

dNC 

θDT θTT 
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the molecular structure, that is, the π-spacers and the cyanoacrylic acid moiety, exhibit a 

considerable degree of planarity. In particular, the rigidity of the Cn linkers imposes the 

Cn-A fragment to virtually lie on the same plane. On the other hand, the angular torsion 

between thiophene rings in Tn dyes strongly depends on the computational method 

employed to optimize the geometries. As a result of the self-interaction error, the B3LYP 

functional favors electronic delocalization and systematically increases coplanarity 

between contiguous conjugated rings. That is, smaller θDT and θTT torsion angles with 

respect to LRC-ωPBEh and MP2 geometries. This effect is especially notorious for the θTT 

angles in the D-Tn-A dyes. The LRC-ωPBEh and MP2 methods produce qualitatively 

similar structures. Both approaches tend to break planarity  along the Tn linkers (θTT). In 

general, the loss of molecular planarity (θDT and θTT) is more severe in MP2 than in LRC-

ωPBEh calculations. The excited state calculations presented in the following section will 

be performed on the LRC-ωPBEh optimized geometries.

Table 1.5 Geometrical parameters (see Figure 1.11) for the gas phase optimized ground state of the 
D-Tn-A and D-Cn-A dyes. Dihedral angles θDD and θTT (for n=3,4) correspond to average values. 
Here ωPBEh refers to LRC-ωPBEh.

Linker
dNC θDD θDTθDTθDT θTTθTTθTTLinker

ωPBEh ωPBEh B3LYP ωPBEh MP2 B3LYP ωPBEh MP2
T1 11.60 27.7 19.1 27.5 33.5 - - -
T2 15.64 29.5 23.2 29.5 34.8 0.1 17.7 26.8
T3 19.40 29.3 24.5 31.0 34.6 1.8 17.4 27.9
T4 23.24 30.7 23.0 29.7 34.6 4.5 22.1 28.4
C2 15.58 29.2 20.9 30.6 35.2 0.1 0.1 0.1
C3 19.52 30.1 22.0 30.7 35.0 0.1 0.1 0.1
C4 23.42 30.8 22.1 30.8 35.0 0.1 0.0 1.8

5.3 Frontier molecular orbitals

The spatial characteristics of the frontier MOs and their energies provide a simple picture 

to rationalize the properties of the optical transition in molecular dyes. The linker fragment 

connects the donor and acceptor groups, establishing a spatial separation and electronic 

coupling between them, facilitating the electron–hole detachment and, as a consequence, 

reducing the probability of electron–hole recombination. For a favorable electric dipole 

assisted electronic transition, the conjugated system of the bridge must interact  with both, 

the HOMO of the donor and the LUMO of the acceptor.

60 Chapter 1
 



In this sense, the molecular orbital energy diagram of the donor, linker and acceptor 

fragments is useful to illustrate the adequacy  of the Tn and Cn linkers in D-π-A type 

sensitizers (Figure 1.12). The HOMO and LUMO of the Tn and Cn bridges correspond to 

π-bonding and π-antibonding combinations of the CC double bonds in thiophene, with 

smaller contributions from the sulfur atoms. The increase of the conjugation length in the 

linker with respect to the shortest T1 bridge destabilizes and stabilizes the bonding and 

antibonding orbitals, respectively. Thus, longer linkers have smaller HOMO–LUMO gaps. 

The orbital diagram in Figure 1.12 also indicates that, due to the geometry constraints 

imposed in the Cn family, the two frontier orbitals are slightly higher in energy than their 

Tn counterparts. In all cases, the π-like HOMO of the donor group is fairly  close in energy 

to the linkers’ HOMOs, and the LUMO of the cyanoacrylic acid acceptor group  is within 

the energy range of the LUMOs of the linkers. The appropriate energy matching between 

these frontier orbitals allows efficient CT upon sunlight absorption.

Figure 1.12 MO diagram of the donor and acceptor groups (HOMO and LUMO respectively) and 
the Tn (n=1–4) and Cn (n=2–4 red markers) conjugated linkers (HOMO and LUMO). For the sake 
of simplicity, only the representations of MOs for the T1 and T3 linkers are shown.

The frontier MOs for all Tn and Cn dyes are basically obtained as the result of combining 

the fragment orbitals in Figure 1.12. The energy diagram of the HOMO-1, HOMO and 

LUMO for the two sets of dyes is shown in Figure 1.13. The HOMO and HOMO-1 orbitals 

are different  combinations between the HOMOs from the donor and linker moieties. The 

dye’s HOMO is mainly located over the donor group  with important delocalization 

towards the π-bridge. The main contribution to the HOMO-1 comes from the linker’s 

HOMO with some contribution from the two methoxy-phenyl rings of the donor group  and 
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a minor participation of the acceptor’s π-system. The LUMO results from the bonding 

interaction between the LUMOs in the linker and acceptor moieties. Coplanarity between 

linker and acceptor groups facilitates the electron delocalization of the LUMO. Orbital 

energy differences between dyes are the direct consequence of the HOMO and LUMO 

energies of the Tn and Cn linkers discussed previously (Figure 1.12).

Figure 1.13 MO diagram for the Tn (n = 1–4, black markers) and Cn (n = 2–4, red markers) dyes. 
For the sake of simplicity, only the representations of MOs for the T1 and T3 dyes are shown.

It is important to notice that the structural dissimilarities between the D-Tn-A and D-Cn-A 

dyes can have important consequences in their electronic structure properties. The 

molecular structure at the acceptor side of the chromophores, that is, the cyanoacrylic acid 

plus the connected thiophene ring, is almost identical for all molecules. The most 

important geometrical differences between the Cn and Tn dyes appear along the rest of the 

polythiophene linker and the phenyl ring bonded to it. Thus, those orbitals located in this 

region, such as the HOMO and HOMO-1, are susceptible to present larger contrast, as it is 

observed in the energy diagram of Figure 1.13. The large degree of molecular planarity  and 

the cis disposition of the carbon–carbon double bonds in the Cn family favor the 

delocalization of the π-type frontier orbitals. The D-Cn-A HOMOs are more delocalized 

towards the linker than in the D-Tn-A dyes, a feature that becomes clear when comparing 

the orbitals of the longest D-T4-A and D-C4-A pair (Figure 1.14). As a result, the Cn 

bridges are expected to induce better donor–acceptor electronic couplings than the Tn 

ones.
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Figure 1.14 Isodensity representation of the HOMO (bottom) and LUMO (top) of D-T4-A (left) 
and D-C4-A (right) dyes.

5.4 S0 to S1 vertical transition

As a first approximation, vertical excitations to the low-lying states can be rationalized by 

the energy separation between frontier MOs. The excitation energy for the shortest D-T1-

A dye is computed at 3.32 eV. The reduction of the energy gap  between occupied and 

virtual frontier orbitals (Figure 1.13) results in lower transition energies as the length of the 

linker increases (Figure 1.15 and Appendix, Table A1.4), which has been experimentally 

measured for the Tn series.7,137 Computed energies for D-Cn-A dyes are lower than for D-

Tn-A ones with the same number of thiophene rings (n), in agreement with experimental 

observations.129 Electronic excitations to S1 in D-T2-A and D-C2-A are close to each other 

(3.20 and 3.14 eV), but due to the larger HOMO destabilization in D-Cn-A compared to 

that in D-Tn-A when the number of rings is increased, the optical gap in the D-Cn-A 

family decreases more rapidly with the molecular degree of conjugation (3.09 and 2.81 eV 

for n = 4).

Computed oscillator strengths to the optical state increase linearly  with the donor–acceptor 

separation, that is dNC. The Cn linkers present larger transition probabilities, which must be 

attributed to the imposed planarity (Table 1.5) and linearity (Figure 1.14) in the ground 

state geometry, which favors the dipole interaction between initial and final states.

The HOMO-to-LUMO contribution to the transition remains constant within the D-Cn-A 

dyes (~50%). On the other hand, the lack of planarity at the donor-linker junction and 

along the conjugated bridge induces the participation from other frontier MOs, e.g. 

HOMO-1 or LUMO+1, which becomes more significant as the molecular length increases 

(Appendix, Table A1.4).
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Figure 1.15 Oscillator strengths (grey and red bars for Tn and Cn dyes, respectively) and vertical 
(circles) and adiabatic (triangles) excitation energies for the S0 to S1 transition computed at the 
LRC-ωPBEh/6-31G(d) level.

5.5 Excited state relaxation

The main structural changes upon excited state geometry  optimization of D-Tn-A and D-

Cn-A dyes are shown in Table 1.6, which also contains ground state parameters to facilitate 

their analysis. Compared to the ground state, excited state relaxed geometries tend to favor 

molecular planarity. The phenyl-thiophene (θDT) dihedral angle in both families is notably 

reduced from ~30° in the ground state to 2°–13° in the CT state. Likewise, the planarity 

along the polythiophene rings (θTT) in Tn linkers evolves from an average θTT close to 20° 

to become virtually planar. This is also true for the Cn linkers in the S0 and S1 states. On 

the other hand, there is practically  no variation in other structural parameters, such as the 

molecular length (dNC) or the θDD dihedral angles.

The trends found for the adiabatic transition energies are very similar to the ones obtained 

for the vertical values (Figure 1.15). The structural flexibility  in the Tn series allows for 

larger relaxation of the molecular geometries at the ground and excited singlet states. More 

concretely, dihedral angles between thiophene rings can vary to a greater extent, while in 

the Cn set the structure of the bridge is rather rigid. This mostly affects the stabilization of 

the ground state, which prefers a non-planar disposition between rings (Table 1.6). As a 

consequence, the average distortion energy, i.e. the difference between the adiabatic energy 

and the vertical energy at the excited state optimized geometry, is larger in the D-Tn-A 

series than in the D-Cn-A one, about 0.05 eV per thiophene ring.
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Table 1.6 Comparison between geometrical parameters (see Figure 1.11) for the S0 and S1 
optimized structures of D-Tn-A and D-Cn-A dyes computed with the LRC-ωPBEh functional. 
Dihedral angles θDD and θDT (for n=3, 4) correspond to average values.

Linker
θDTθDT θTTθTTLinker

S0 S1 S0 S1

T1 27.5 2.3 - -
T2 29.5 4.6 17.7 0.6
T3 31.0 7.4 17.4 0.2
T4 29.7 12.4 22.1 0.6
C2 30.6 2.3 0.1 0.0
C3 30.7 9.2 0.1 0.1
C4 30.8 13.1 0.0 0.0

5.6 Absorption and emission spectra

Electronic structure calculations of the studied dyes in the ground and excited state 

geometries can be combined to simulate their absorption and emission spectra (Figure 

1.16). As commented above, the electronic transition to the lowest singlet gives by far the 

largest absorption peak at the low energy  range and represents the major feature of the 

absorption spectrum in this type of molecules. Due to the fact that  structural differences 

between D-Tn-A and D-Cn-A dyes are more pronounced for the ground state geometries, 

these are more noticeable in the absorption spectra. Compared to the D-Tn-A family, D-

Cn-A dyes account for a larger red-shift of the absorption maximum as the number of 

thiophene rings increases. On the other hand, the gap between the absorption and emission 

peaks is larger for the Tn linkers due to their molecular flexibility, which allows for a 

larger geometrical relaxation.

Figure 1.16 Simulated optical absorption and emission spectra for the D-Tn-A (left) and D-Cn-A 
(right) dyes normalized to the T4 and C4 peaks, respectively.
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5.7 Charge transfer character

One of the major strengths of organic D-π-A type sensitizers is the effective electron–hole 

separation originated from the intramolecular electronic excitation to a CT state upon 

sunlight absorption. This phenomenon accounts for their capacity to produce high 

photocurrent conversion efficiencies,2 since the rapid electron–hole recombination is 

avoided and the excited electron is effectively transferred to TiO2. Beside the analysis of 

our target molecules, in this section we attempt to exemplify  how electronic structure 

calculations can provide a variety of tools to measure the CT magnitude of the electronic 

transitions. Here we will try to quantify the degree of CT of the excitation with traditional 

and nonconventional schemes.

We first analyze the CT character of the S1 bright state of the investigated dyes with a 

population analysis of the transition density matrix. The Mulliken analysis for the D-T1-A 

dye indicates that ~0.15 electrons are transferred to the acceptor moiety through the 

electronic excitation (|∆Q| in Table 1.7). The amount of displaced electrons decreases with 

the length of the molecule, indicating that the role of the conjugated bridge in the transition 

increases with the number of thiophene rings. The D-Cn-A dyes follow exactly  the same 

trend.

Likewise, the length of the transition dipole moment can be related to the CT character of 

the excitation, and it can be seen as a combined measure of charge-separation upon light 

absorption.138-140 The dipole moment for the case of two classical point charges +q and -q 

is expressed as the product qr, where r is the displacement vector. Considering small 

modifications in the S0/S1 overlap, the magnitude of the computed S0 to S1 transition 

dipoles for the D-Tn-A and D-Cn-A series is driven by  the donor–acceptor separation, with 

longer dyes leading to larger transition dipoles, as it has already been discussed for the 

computed oscillator strengths (Figure 1.15). Following the classical dipole analogy, the 

amount of displaced charge from the donor to the acceptor can be roughly approached as 

the quotient between the modulus of the computed dipole (µ) and the length of the 

molecule (dNC). The µ/dNC values in Table 1.7 are linearly  correlated to the |∆Q| results 

obtained from the Mulliken population analysis, with almost no difference between D-Tn-

A and D-Cn-A dyes with equal n.
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The overlap degree between the ground and excited state wave functions can be quantified 

with the Λ parameter, as it has been previously discussed. This Λ test has been recently 

employed in the study of triarylamine-type organic dyes, with Λ values in the 0.45–0.60 

range.12,82,83 In the present study, the computed Λ values also fall within the same narrow 

range (Table 1.7). The Λ values in the D-Cn-A set are systematically  larger than in the D-

Tn-A dyes with the same number of thiophene rings. These differences must be traced back 

to the geometrical restrictions imposed by Cn linkers, i.e. molecular planarity and linearity 

of the π-system, which induce larger overlaps. In general, longer bridges induce larger 

spatial separations between the ground and excited state, hence the Λ overlaps decrease 

with n, indicating an increase of CT character. This trend is not perfectly followed in the 

D-Tn-A set, and it  might be attributed (again) to geometrical factors, such as the lack of 

molecular planarity between adjacent thiophene rings.

Table 1.7  Computed parameters related to the CT  character of the S0 to S1 transition discussed in 
the text: |∆Q|, µ and µ/dNC (in a.u.), ∆ETDA, ∆EST and 2KHL (in eV).

Dye |∆Q| µ/dNC µ Λ ∆ETDA ∆EST 2KHL

T1 0.147 0.176 3.86 0.54 0.212 1.78 0.43
T2 0.106 0.151 4.46 0.57 0.210 1.72 0.28
T3 0.081 0.133 4.89 0.48 0.205 1.68 0.18
T4 0.065 0.122 5.36 0.48 0.201 1.65 0.10
C2 0.102 0.156 4.58 0.61 0.226 1.68 0.49
C3 0.078 0.141 5.22 0.55 0.223 1.58 0.54
C4 0.061 0.131 5.78 0.48 0.220 1.52 0.47

5.8 Interaction measures of charge transfer

Now we would like to turn our attention to other rather different procedures for analyzing 

the CT nature of the transition. Here we apply  and rationalize three interaction-energy 

based techniques to complement the more traditional approaches previously discussed. The 

first one consists in the calculation of ∆EST and KHL with the CIS method. As mentioned 

above, these two quantities are related by equation 1.14, and for larger HOMO-LUMO 

overlaps and smaller electron-hole separations, i.e. decreased CT character, the larger the 

∆EST and KHL terms will be.

The computed CIS ∆EST energies for the D-Tn-A and D-Cn-A dyes are in the 1.5–1.8 eV 

range (Table 1.7), and are comparable to the gap obtained between the 3ππ* and 1ππ* states 

of typical organic molecules,141-144 indicating important interaction through exchange. The 

computed ∆EST energy correlates with the length of the molecule in agreement with the 
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other metrics discussed in this section (Table 1.7). Longer dyes present smaller singlet–

triplet CIS energy  gaps, which can be associated to lower overlaps and larger electronic 

separations (equation 1.14). On the other hand, the excited singlet  and triplet states of the 

studied molecules are far to be simply described by the single occupation of the HOMO 

and LUMO. Therefore, equation 1.14 represents a severe approximation, and should be 

only taken into account in a qualitative manner. The CIS ∆EST value is much larger than 

the 2KHL one (Table 1.7), a direct consequence of the important participation of other 

frontier orbitals located at the linker. Moreover, the weight of the HOMO-to-LUMO 

determinant varies depending on the linker and the spin multiplicity  (Appendix, Table 

A1.4). This diversity in the form of the singlet and triplet wave functions makes it difficult 

to rationalize the differences between the two series, at least using simple arguments.

Now we would like to employ  another interaction-like measure for the CT degree of the 

excitation introduced in the previous section. It is based on the difference between CIS and 

TDHF excitation energies to the excited singlet state (∆ETDA). Recalling that for a pure CT 

state with no spatial overlap  between the involved orbitals B = 0, and that in this limit, 

TDHF converges to CIS. Then, smaller values of ∆ETDA mean that the role of the B terms 

is less important, indicating a significant CT character. The values in Table 1.7 show that 

∆ETDA, i.e. the role of B, decreases with the molecular length. Differences between those 

cases with similar donor–acceptor separation will be dictated by the overlap between 

occupied and virtual orbitals contributing to the transition. The D-Cn-A dyes present 

slightly larger ∆ETDA energies compared to D-Tn-A dyes, pointing to more efficient 

overlaps for the Cn linkers, in agreement with the trend found for the computed Λ 

parameter.

Finally, the discrepancies between LRC and non-LRC functionals in the computation of 

excited states might be an indication of the CT nature of the electronic transitions. 

Stretching this idea, one could exploit these discrepancies and use the LRC effect  as a 

quantitative measurement of CT by analyzing the relative excitation energies obtained with 

a designed variety of functionals. Here, we take advantage of the different physics in pure 

GGA, hybrid and LRC functionals based on PBE in order to explore the CT nature of the 

S0 to S1 transition in the D-Tn-A and D-Cn-A dyes. Table 1.8 summarizes the computed 

energies obtained with the purely GGA PBE functional, the PBEh hybrid functional (20% 

of HF) and the LRC forms LRC-ωPBE and LRC-ωPBEh (both with ω = 0.2 bohr-1).
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The presence of non-local exchange systematically increases the computed transition 

energies in all dyes. The PBEh energies are systematically blue-shifted (0.5–0.8 eV) 

compared to PBE. The LRC scheme has a much larger impact in the computed energies 

than the homogeneous hybrid, which is a clear manifestation of the intramolecular CT. 

Differences between LRC-ωPBE and LRC-ωPBEh are much smaller (<0.2 eV). The 

increase in the computed excitation energies by the LRC functionals is larger in the D-Tn-

A family, which correlates well with the differences in Λ overlaps (Table 1.7). In fact, the 

non-LRC flavors of PBE predict smaller transition energies for the D-Tn-A dyes, while 

LRC-ωPBE and LRC-ωPBEh results point to the opposite, in agreement to experimental 

data.129

Table 1.8 Excitation energies to the lowest  singlet states (in eV) computed with several PBE-based 
functionals for the studied dyes optimized with LRC-ωPBEh/6-31G(d).

Dye PBE PBEh LRC-ωPBE LRC-ωPBEh
T1 1.84 2.38 3.12 3.32
T2 1.45 2.10 3.03 3.20
T3 1.21 1.95 2.97 3.12
T4 1.06 1.87 2.95 3.14
C2 1.59 2.22 3.00 2.94
C3 1.43 2.10 2.84 2.81
C4 1.31 2.01 2.71 3.09

5.9 Dependence of excitation energies on the ω parameter

In the previous section we have shown how it is possible by  modifying the degree of HF 

exchange in TDDFT functionals to characterize the CT nature of electronic transitions. 

This approach can be extended to a meticulous analysis of the dependence of the computed 

excitation energies and the long-range parameter ω. Although in practice this is clearly not 

the simplest or computationally  cheapest methodology to quantify  the CT character, it is 

the proper way to exhaustively  explore CT by means of the role of the long-range 

correction in TDDFT.

The plot in Figure 1.17 reflects a strong dependence of the excitation energies with the 

parameter ω, which controls the partition of the Coulomb operator into short (DFT) and 

long (HF) range components, a clear indication of the CT character of the S0 to S1 

transition in D-Tn-A and D-Cn-A dyes. All curves present the same fundamental shape, 

which resemble a displaced error function, also observed previously in a study of CT 

transitions.145
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Figure 1.17 Excitation energies (eV) for the D-Tn-A (a) and D-Cn-A (b) dyes as a function of the 
range-separation parameter ω. The midpoint ωm values (Table 1.9) are also indicated.

The energy  profiles in Figure 1.17 can be characterized by two parameters: (i) the 

inflection point of the curve (ωm in Equation 1.17) and (ii) the energy gap between the ω=0 

and ω→∞ limits (∆E0∞), that is the difference between excitation energies computed with 

100% and 0% of HF exchange, respectively. The midpoint ωm is where the slope of the 

energy curve with respect to ω is maximal. In other words, differential variations of ω at 

ωm (ωm ± δω) produce the largest possible change of the computed excitation energy. It is 

directly  related to a distance 1/ωm, indicating an average interelectronic separation from 

where the non-local exchange starts to operate. Therefore, ωm can be interpreted as a 

measure of the CT length. The ∆E0∞ energy gap is an absolute measure of the global 

impact of the HF exchange on E(S1).

∂2E(S1)
∂ω 2

ω=ωm

= 0 (1.17)

Results in Table 1.9 corroborate that longer donor–acceptor distances imply lengthier CT 

processes and require the exact exchange to be incorporated at larger interelectronic 

separations (smaller ω). As a result, the 1/ωm parameter linearly  correlates to the molecular 

length (Appendix, Figure A1.2). It can be seen that the ωm value is systematically larger in 

the Tn family, in agreement with the previously  discussed results, such as the Λ test, which 

point to slightly smaller S0/S1 overlaps for the D-Tn-A dyes.
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Table 1.9 Characterization parameters of the excitation energy dependence on ω, computed by 
LRC-ωPBE. (ωm in bohr-1, 1/ωm in Å and ∆E0∞ in eV)

Dye ωm 1/ωm ∆E0∞

T1 0.085 6.24 2.07
T2 0.067 7.86 2.20
T3 0.057 9.28 2.32
T4 0.050 10.55 2.43
C2 0.065 8.13 1.92
C3 0.053 10.01 1.82
C4 0.045 11.83 1.78

Finally, it is important to notice that  the ωm values obtained for the studied dyes are 

considerably smaller than the results that can be extracted from the computation of π,π* 

intermolecular CT excitation energies.145 This is an indication that the study of 

intramolecular CT by means of LRC-TDDFT methods should be probably performed with 

smaller ω values than the ones typically established as default in standard quantum 

chemistry packages (ω=0.2-0.4 bohr-1), which have been commonly optimized for 

intermolecular CT transitions, implying relatively  short CT distances and small spatial 

overlaps between initial and final states compared to the usual situation in D-π-A organic 

dyes.

5.10 Ground and excited state oxidation potentials 

The GSOP and the ESOP126 are key parameters for the efficiency of molecular sensitizers 

in DSSCs. The relative GSOP and ESOP values with respect to the mediator’s redox 

potential, typically I-/I3-, and the TiO2 CBE determine the driving force for the dye 

regeneration and the electron injection processes, respectively.

The computed values of GSOP and ESOP for all dyes (Figure 1.18) are compatible with 

the experimental requirements for an efficient electron transfer.15,126 In both families of 

dyes, i.e. those with Tn or Cn linkers, the increase of the conjugation length reduces the 

GSOP. As discussed above, the geometrical restrictions imposed by  the Cn linkers have a 

larger impact on the highest occupied orbitals (Figure 1.12). Therefore, the energy 

destabilization in D-Cn-A dyes is larger on the neutral ground state compared to the 

oxidized molecule. Consequently, the computed GSOP values are systematically lower in 

the D-Cn-A dyes with respect to the D-Tn-A ones.
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Equation 1.16 indicates that  ESOP is linked to the relative values of GSOP and E0-0. Both 

quantities decrease with molecular conjugation. For dyes with n = 1, 2 and 3 the GSOP 

dictates the behavior of ESOP, that is, the longer the dye the smaller (less negative) the 

molecular ESOP. In n = 4 cases the trend is reverted and the ESOP is slightly more 

negative than for the shorter D-T3-A and D-C3-A cases (Figure 1.18).

Although experimentally these measurements are commonly performed in solution,8 the 

solvation effect in solvents with low dielectric constants is expected to be rather small, as it 

has been the case in recent calculations of oxidation potentials for similar organic dyes.127 

Thus, we believe our calculations already capture the behavior of the oxidation potentials, 

and we would expect only small variations of the GSOP and ESOP values when 

introducing the effect of the solvent. It is also important to highlight that non-LRC 

functionals, such as B3LYP, yield ESOP values that are too low compared to the TiO2 

CBE. This is a direct consequence of the systematic underestimation of the computed 

transition energies to CT states by standard functionals. All the LRC-ωPBEh and B3LYP 

results of GSOP and ESOP for the D-Tn-A and D-Cn-A dyes can be found in the Appendix 

(Table A1.5) together with the structural parameters for the optimized geometries of the 

oxidized species of the Tn and Cn series (Table A1.6).

Figure 1.18 Representation of the computed GSOP and ESOP energy levels of D-Tn-A (blue) and 
D-Cn-A (red) dyes, and the experimental CBE of TiO2 and the redox potential (black). Values are 
given in eV and with respect to the normal hydrogen electrode (NHE).
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5.11 Conclusions

The present work takes advantage of simple computational tools to describe in detail the 

atomic and electronic structure intricacies of molecular sensitizers. This study goes beyond 

standard calculations on the vertical transition energies and the associated oscillator 

strengths, providing a new insight from electronic structure calculations to unravel and 

characterize the light-harvesting properties of organic dyes.

The obtained results highlight the effect that structural features, such as molecular 

planarity  or linearity, can eventually have in the photophysical properties of organic dyes. 

Our calculations reveal that the rigid Cn linkers induce slightly lower transition energies 

and larger oscillator strengths compared to the more flexible Tn spacers. The extent of the 

electronic conjugation is a key  element that can be used to tune the light-harvesting 

capacity of the dyes. Longer π-bridges reduce the ground to excited energy gap and 

increase the transition probability. The CT degree of the two families is rather similar and 

has a mild dependence on the donor–acceptor spatial separation.

We have shown how it is possible to use a variety of electronic structure tools in order to 

directly  or indirectly predict  and even quantify the CT nature of the transition. In addition 

to some standard measures, such as the Λ test, the variation on the Mulliken charges or the 

transition dipole moment, we have introduced and discussed other non-conventional 

measures: the CIS energy gap between the lowest excited singlet and triplet states, the 

relative CIS and TDHF energies, and the impact of the exact exchange in hybrid and LRC 

functionals. Application of these tools to our target molecules exemplifies how they  can be 

used to unfold the details of electronic transitions. The study of the dependence of the 

excitation energies on the ω long-range parameter has driven us to conclude that the 

optimal ω values for the study of D-π-A dyes should be probably  smaller than the standard 

values typically optimized for intermolecular processes. The ω parameter is clearly system 

dependent and further investigations are needed to adjust appropriate values to explore 

excitation energies in D-π-A molecules. The list of parameters for the quantification of CT 

upon electronic excitation discussed here does not pretend to be complete, and other 

appealing approaches can be found in the recent literature, such as CT indices based on the 

analysis of the electron density distribution at the ground and excited states.146
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The GSOP and ESOP of molecular sensitizers have been computed with a LRC functional. 

The results indicate that both, Tn and Cn dyes, have appropriate oxidation potentials to 

sensitize the TiO2 semiconductor with the I-/I3- couple as the redox mediator. Differences 

between the studied dyes are relatively small, with the shorter molecules producing lower 

GSOP and higher ESOP values.

5.12 Computational details

The LRC-ωPBEh functional79 in combination with the 6-31G(d) basis set has been chosen 

as the default  computational model within the TDA.68 All LRC-ωPBE and LRC-ωPBEh 

calculations have been done with ω = 0.2 a.u, except in the “Dependence of excitation 

energies on the ω parameter” section. Ground state optimized molecular geometries have 

also been compared to the B3LYP90,91 and MP2 results. For the sake of comparison, all 

presented molecular orbital diagrams have been computed at the HF level and the 

computation of the Λ parameter,118 transition Mulliken charges, transition dipole moments, 

singlet–triplet energy differences and the role of the TDA in the ‘‘Charge transfer 

character’’ section have all been performed within the CIS (and TDHF) methodology. 

Calculations of GSOP and ESOP include translational, rotational and vibrational enthalpies 

and entropies obtained within the harmonic approximation. In the computation of the 

adiabatic transition energy we assume equal zero-point energy corrections in the ground 

and excited states, thus its value is obtained as the energy gap between the two states in 

their equilibrium geometries. The 30 lowest singlet-to-singlet transitions of the D-Tn-A 

and D-Cn-A dyes were considered in the simulation of the UV/vis absorption spectra. The 

absorption and emission profiles were calculated by means of a Gaussian model with a full 

width at the half-maximum (fwhm) of 3000 cm-1. The dependence of D-Tn-A and D-Cn-A 

computed excitation energies on the long-range parameter have been adjusted to a 20th 

order polynomial function. The roots of the second order partial derivative of the excitation 

energy with respect to ω (ωm) have been obtained numerically with the Sage software.147 

All calculations have been done with the Q-Chem package.135
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5.13 Appendix

Table A1.4 Vertical and adiabatic excitation energies (in eV) for the S0 to S1 transition computed at 
the LRC-ωPBEh/6-31G(d) level.

dye ∆Ev f %H-L E0-0

T1 3.32 1.37 51 3.06
T2 3.20 1.87 37 2.89
T3 3.12 2.22 27 2.78
T4 3.09 2.66 19 2.72
C2 3.14 2.00 50 2.88
C3 2.94 2.44 55 2.70
C4 2.81 2.83 54 2.58

Figure A1.2 Correlation between molecular length (dNC) and the 1/ωm parameter.

Table A1.5 B3LYP and LRC-ωPBEh computed GSOP and ESOP energies of D-Tn-A and D-Cn-A. 
Values are given in eV and with respect to the normal hydrogen electrode (NHE).

dye
GSOPGSOP ESOPESOP

dye
B3LYP ωPBEh B3LYP ωPBEh

T1 1.52 1.85 -0.14 -1.21
T2 1.41 1.74 -0.22 -1.15
T3 1.27 1.73 -0.33 -1.05
T4 1.16 1.65 -0.42 -1.07
C2 1.31 1.66 -0.42 -1.22
C3 1.12 1.59 -0.64 -1.11
C4 0.96 1.31 -0.80 -1.27

Organic dyes for dye-sensitized solar cells 75
 



Table A1.6 Structural parameters for the optimized geometries of the oxidized species of the D-Tn-
A and D-Cn-A dyes. Dihedral angles θDD and θTT (for n = 3, 4) correspond to average values.

linker
dNCdNC θDDθDD θDTθDT θTTθTTlinker

B3LYP ωPBEh B3LYP ωPBEh B3LYP ωPBEh B3LYP ωPBEh
T1 11.61 11.53 35.7 38.9 14.1 23.9 - -
T2 15.70 15.60 31.2 34.9 9.8 17.9 1.0 17.3
T3 19.42 19.32 29.7 29.8 8.6 11.2 1.4 8.4
T4 23.45 23.21 27.6 24.7 8.6 6.8 0.9 15.3
C2 15.60 15.50 37.7 28.9 10.4 10.7 0.3 0.3
C3 19.52 19.39 26.0 18.9 9.5 4.6 0.2 0.1
C4 23.41 23.26 24.3 17.8 9.3 4.5 0.1 0.0
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6. Heteroatom effect on the π-linker

6.1 Introduction

The work presented in this section was done in collaboration with the experimental groups 

of Prof. Emilio Palomares (ICIQ, Tarragona, Spain) and Prof. Peng Wang (Chinese 

Academy of Sciences, China). They synthesized and characterized148 two new push-pull 

organic dyes, S-Se and Se-S (Figure 1.19). Both molecules contain the bis(4-

hexyloxyphenylamino)styril unit as the donor group, the cyanoacrylate acid as the 

acceptor, and the selenophene–thiophene (Se-S) and thiophene–selenophene (S-Se) 

moieties as the conjugated linkers. DSSCs were fabricated employing these two 

photosensitizers and the cobalt(II/III) redox electrolyte. The devices exhibited good solar 

energy conversion efficiencies of ~6%, while lower efficiencies were obtained with the 

iodide/triiodide electrolyte. The performance of these two dyes was compared to three 

closely related sensitizers in which the π-bridge was changed. These linker units were 

thiophene-thiophene (S-S), selenophene-selenophene (Se-Se) and cyclopentadithiophene 

(CPDT). All the dyes in Figure 1.19 were compared paying special attention to the 

differences on their geometries, molecular dipoles and electron recombination lifetimes.

Figure 1.19 Studied D-π-A dyes.

As it  has been previously reported, the molecular sensitizer in DSSC plays a crucial role, 

not only on the photo-generation of the device electrical current, but in many cases, also 

minimizing the losses due to undesired back-electron transfer reactions. The role of the π-

linker in D-π-A dyes on the back-electron transfer between the photo-injected electrons at 

the TiO2 surface and the oxidized electrolyte is not yet fully understood and is still 

objective of many discussions.

!

!

    X1 X2
S-S    S S
S-Se    S Se
Se-S    Se S
Se-Se    Se Se

CPDT
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Our goal herein was to understand the differences between these dyes and to rationalize the 

effects of varying the position of chemical moieties on the π-bridge over the final device 

performance. We aimed, finally, to determine whether the presence of molecular dipoles on 

the TiO2 surface, the chemical nature of the π-bridge, or both factors are key  to enhance the 

charge recombination reactions that ultimately  limit  the device efficiency under working 

conditions.

6.2 Discussion

The light-harvesting capacity of DSSCs is strongly dependent on the spectral response of 

the molecular sensitizer and the capability  of the electrolyte to regenerate efficiently the 

oxidized dye.2 Therefore, we initially evaluated the absorption spectra of the Se-S and S-Se 

dyes in chloroform solution (Figure 1.20). The absorption profiles for the two dyes are 

very similar, and the absorption maximum molar extinction coefficients of the lowest 

energy band are close to the values reported for the bithiophene (S-S) and biselenophene 

(Se-Se) analogues (Table 1.10). The absorption band at lower energies corresponds to the 

intramolecular CT transition between the donor and the acceptor units. The π–π* transition 

and the CT absorption bands for S-Se show a small shift, but it is unlikely that this 

variation can be due to different intermolecular π-π stacking interactions.

Figure 1.20  Electronic absorption spectra of the Se-S and S-Se sensitizers dissolved in chloroform. 
Vertical bars correspond to the lowest singlet-to-singlet  computed electronic transitions and their 
strength (in arbitrary units). Computational values have been shifted to match the absorption 
maxima of the main peak.

!

Se-S

S-Se
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Optical maximum absorption transitions of S-S, S-Se, Se-S and Se-Se dyes extend across a 

narrow energy  range. Although computed vertical transition energies appear systematically 

blue shifted with respect to experimental absorption peaks, the computed relative values 

are in good agreement with the experiment (Table 1.10), as also seen in Figure 1.20. The 

energy ordering and the almost 10 nm of separation between the Se-S and S-Se maxima 

(~0.04 eV) is well recovered, and the oscillator strengths show a similar trend to the 

extinction coefficients.

As we have seen in the previous section and as also discussed by Wang and 

collaborators130, the molecular rigidity imposed by the cyclopentadithiophene linker has a 

major impact  on the absorption spectrum. As a result, CPDT presents a slightly  lower 

transition energy and a much higher molecular extinction coefficient than the “non-CPDT” 

counterparts. Again, this behavior is also captured by  computational results. Our DFT 

calculations predict  a fairly  noticeable loss of planarity at  the conjugated bridge of the S-S, 

S-Se, Se-S and Se-Se dyes. The torsion angles of linkers with at least one selenium atom 

are of the order of 15° and a bit  smaller (~8°) for the bithiophene unit. These results are 

very similar to the results from the preceding section and also to previous calculations 

performed for the bithophene and biselenophene cases.134 It is also worth mentioning that 

steric hindrance prevents the coplanarity between the donor and π-bridge moieties. This 

effect is present in the entire set of conformations, with dihedral angles between the phenyl  

ring of the triarylamine group and the linker being practically the same in all cases (26–

28°).

Table 1.10 Experimental maximum absorption wavelengths λmax (in nm) and extinction 
coefficients εmax (103 M-1 cm-1) and computed vertical excitation energies Ev (in eV), oscillator 
strengths f, and ground state dipole moments µ (in Debye) of the studied dyes in chloroform. 
Photovoltaic parameters measured for the DSSC devices are also given, the short-circuit 
photocurrent density jsc (in mA/cm2) and the open-circuit photovoltage Voc (in V).

Dye λmax Ev εmax f µ jsc Voc

S-S 525a, 523b 410 33.8a, 30.5b 1.83 7.80 10.03 0.873
S-Se 525 417 32.5 1.86 7.70 11.00 0.817
Se-S 516 413 31.2 1.85 7.63 10.17 0.813
Se-Se 549b 421 35.1b 1.87 7.89 10.72 0.832
CPDT 555a 417 62.7a 2.03 9.98 14.24 0.929

a Reference 129.
b Reference 134.
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Decomposition of the TDDFT excitation indicates that the main contribution to the optical 

state corresponds to the HOMO-to-LUMO electronic promotion with sizable participation 

of HOMO-1 and LUMO+1 orbitals (Appendix, Table A1.7). In all cases, the HOMO is 

mostly  localized over the triarylamine donor group, while the LUMO is centered at the 

anchoring moiety  with some delocalization towards the π-linker, mainly over the closest 

conjugated ring of the π-bridge (Figure 1.21). This common D–π–A structure provides the 

proper hole and particle separation for a fast interfacial electron injection from the excited 

state to the titania conduction band and dye regeneration. The HOMOs of S-S, S-Se, Se-S 

and Se-Se are virtually degenerate. On the other hand, there are noticeable differences in 

the energies of the first  unoccupied orbital (Appendix, Table A1.8). The selenophene ring 

has a larger stabilization effect on the LUMO of the cyanoacrylic acid, possibly due to its 

lower electronegativity compared to sulfur. As a result, S-Se and Se-Se present LUMOs 

with lower energies than Se-S and S-S dyes (Figure 1.22). The stabilization effect due to 

the second five-member conjugated ring (closer to the donor moiety) is less important. 

Thus, the small differences between excitation energies of these dyes (Table 1.10) are 

controlled by the energies of their LUMOs, i.e. S-S > Se-S > S-Se > Se-Se, which can be 

easily tuned and understood by the presence and disposition of thiophene and/or 

selenophene rings in the spacer.

Figure 1.21 Isodensity representation of the frontier MOs of the S-Se dye involved in the S0 to S1 
electronic transition. Orbitals for Se-S show very similar distributions.

!
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Figure 1.22  Schematic representation of the HOMO and LUMO energy diagram of the Se-S, S-Se, 
S-S, Se-Se dyes.

The short-circuit photocurrent density (jsc), whose magnitude determines the performance 

of the solar cell,2 is directly  linked to the light harvesting ability of the molecular dyes, that 

is, the probability of the optical transition. This is reflected by the rather good correlation 

between the computed oscillator strengths and the measured jsc values in Table 1.10. 

Moreover, effective electron injection occurs for all studied dyes as the LUMO energy 

level is well above the TiO2 conduction band. Thus, the superior IPCE (Incident Photon to 

Current Efficiency conversion) reported148 for DSSCs employing the CPDT dye with 

respect to the other dye can be attributed to a better packing of CPDT, which allows for a 

better TiO2 surface coverage. This IPCE photovoltaic parameter is a measure of how 

efficiently the device converts the incident light into electrical energy at a given 

wavelength.

On the other hand, the open-circuit photovoltage (Voc) in DSSC devices, which is also 

related to the efficiency of the cell,2 is established by the quasi-Fermi level of the dye-

coated titania film and the red/ox potential of the electrolyte. Hence, the Voc is the result of 

two main contributions: (i) a thermodynamic factor determined by the position of the CBE, 

and (ii) a kinetic contribution linked to the density of conduction band electrons in the 

semiconductor that may  recombine either with the oxidized dye or the oxidized electrolyte. 

Moreover, the dipole moment of the adsorbed sensitizer can induce a shift in the TiO2 

conduction band, and the high Voc observed in several organic dyes has been attributed to a 

positive dipole moment orientation towards the surface.149 In fact, it has been shown that, 

!
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for certain dyes, the Voc of DSSCs linearly increases with the sensitizer’s dipole moment 

component perpendicular to the semiconductor surface.150

Our results show a good correlation between the measured Voc of the cell and the computed 

dipole moments of the organic dyes (Table 1.10). Noticeably, CPDT presents a much larger 

dipole moment than the rest of studied dyes, which can be attributed to structural factors, 

i.e. a larger molecular linearity and planarity. However, this variation by itself cannot 

explain the much larger Voc measured for the CPDT linker compared to the more flexible 

bridges in S-S, S-Se, Se-S, and Se-Se. We would also like to emphasize that the very small 

differences between Se-S and S-Se are well reproduced by their dipole moments.

On the other hand, it  is sometimes argued that the geometry of the sensitizer can have a 

crucial impact on the measured photovoltages.151-154 The molecular planarity favors 

ordered close packing of adsorbed dyes onto the semiconductor surface. As discussed 

above, in the set  of studied organic dyes there are basically  no differences in the molecular 

planarity  of S-S, S-Se, Se-S, and Se-Se dyes, thus, we do not expect major differences 

regarding their coverage of the semiconductor surface. The planarity at the CPDT linker 

however has effects on the surface coverage leading to higher photocurrent as measured by 

our experimental collaborators.148

Our collaborators carried out charge extraction and transient photovoltage decay 

measurements148 to analyze if the different dipoles promoted by  the dye surface coverage 

affect the position of the TiO2 CBE and, furthermore, if this shift can be correlated to 

slower electron lifetimes. From their experiments they concluded that the different dyes, 

when absorbed onto the TiO2 surface, induce mild variations on the energy level of the 

TiO2 CBE, but that the relative shift cannot be responsible for the 100 mV difference in 

voltage observed for CPDT. The much larger value of Voc measured for the CPDT dye is 

also a consequence of the slower recombination dynamics between the photo-injected 

electrons and the oxidized electrolyte (Cobalt(III)phen or iodide). From additional 

experiments, our collaborators found a larger electron lifetime value for the CPDT devices 

when compared with the other dyes. This is in agreement with a better molecular packing 

at the TiO2 surface that  blocks the back-electron transfer of the TiO2 electrons to the 

electrolyte.
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6.3 Conclusions

Two new organic D–π–A dyes with a π-bridge that combines the selenophene and the 

thiophene moieties have been compared with other paradigmatic organic dyes in their 

efficiencies in DSSCs. The measured photovoltaic parameters and efficiencies have been 

rationalized considering the formation of dipoles at the semiconductor surface, the dye’s 

structural properties, and their effect on the TiO2 CBE and the electron lifetime. We have 

discussed that  the device photocurrent was higher for the dye that exhibited better 

molecular packing and that  it was independent of the molecular dipole and its possible 

influence over charge injection from the excited state of the dye. The larger Voc observed 

for CPDT can be explained not only by the TiO2 CBE shift due to the molecular dipole, but 

also due to the better molecular packing that retards the back-electron transfer from the 

photo-injected electrons at the TiO2 and the oxidized electrolyte.

6.4 Computational details

Molecular structures have been optimized within DFT employing the LRC-ωPBEh 

functional79 with the 6-31+G(d) basis set. Transition energies were computed with TDDFT 

within the TDA68 and the same functional and the larger 6-311+G(2d,2p) basis set. The 

effect of the solvent (chloroform) has been taken into consideration in all calculations with 

the polarizable continuum model (PCM).104 All calculations were performed with the Q-

Chem package.135 Molecular structures of the studied dyes might present different 

conformations (Figure A1.3) regarding the relative orientation of the two five-member 

rings in the linker and the disposition of the π-bridge with the cyanoacrylic acid group. The 

computational results discussed in this section correspond to the ground state for the most 

stable forms represented in Scheme 1.19. The fused form of the linker in CPDT fixes the 

cis disposition of the two thiophene units, while in all other cases the two rings are 

preferably in the trans form. Comparison between different conformations can be found in 

the Appendix.
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6.5 Appendix

Table A1.7 Vertical excitation energies, oscillator strengths f, and amplitude contributions (%) to 
the S0 to S1 transition for all conformers.

Dye Conf. ∆E / eV f H→L H-1→L H→L+1

S-S

CC 3.05 1.90 50 34 8

S-S
CT 3.05 1.91 51 33 9

S-S TC 3.03 1.83 53 34 7S-S

TT 3.02 1.84 53 33 8

S-Se

CC 2.98 1.86 51 34 7

S-Se
CT 2.98 1.88 52 34 8

S-Se TC 2.97 1.86 53 34 7S-Se

TT 2.96 1.87 55 32 7

Se-S

CC 3.02 1.94 51 33 8

Se-S
CT 3.04 1.95 49 35 9

Se-S TC 3.00 1.85 53 32 8Se-S

TT 3.01 1.84 53 32 8

Se-Se

CC 2.95 1.90 52 34 7

Se-Se
CT 2.97 1.91 50 35 8

Se-Se TC 2.95 1.87 54 33 7Se-Se

TT 2.93 1.88 54 32 7

CPDT

CC 2.98 2.17 57 30 6

CPDT
CT 2.99 2.19 57 30 7

CPDT TC 2.98 2.03 57 30 6CPDT

TT 2.99 2.03 57 30 7

Table A1.8 MO energies (eV) of the studied dyes (TC conformation).
dye H-1 H L L+1
S-S -7.79 -6.85 -1.46 0.14
S-Se -7.78 -6.82 -1.51 0.10
Se-S -7.80 -6.83 -1.47 0.06
Se-Se -7.78 -6.83 -1.53 -0.06
CPDT -7.63 -6.78 -1.36 0.31

Figure A1.3  Nomenclature employed to distinguish between different  conformations. Depending 
on the relative cis or trans disposition of the double bonds shown in red, one can have up to four 
different  conformations. X corresponds either to S or Se. For instance, the dye shown herein would 
be the TC conformer, which is the most stable for all the optimized dyes.
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7. Quinoidal thiophene π-bridge and solvent effects

7.1 Introduction

As mentioned previously, the first step towards finding dyes with optimal photophysical 

properties for DSSCs is to characterize their absorption in solution. In a recent paper,155 the 

group of Prof. Segawa reported a D-π-A type organic dye, QT (Figure 1.23), with a 

quinoidal thiophene as π-bridge in order to efficiently extend the π-conjugation without a 

significant increase of the photosensitizer’s molecular size, which may be sometimes 

detrimental for efficient  photoconversion.156-160 Their work was inspired by  earlier reports 

in which efficient light harvesting of the visible spectrum was obtained using extended π-

conjugated systems.161-163 The photoelectric conversion efficiency of 5.2% obtained with 

the quinoidal thiophene dye demonstrated its beneficial photophysical properties.

 

Figure 1.23 Most stable conformation of QT (CTT) with structural labels discussed in the text.

In their work, the solvent dependence of the absorption maxima of the quinoidal thiophene 

dye was also studied and they found a linear relationship  with the solvents polarity (Figure 

1.24). This trend however is not  followed in alcohol solvents, for which a blue shift of the 

absorption maxima was observed compared to aprotic solvents of similar polarity  (e.g. 

acetonitrile or dimethylsulfoxide (DMSO)). The authors pointed to hydrogen bonding 

interactions being responsible for such observations, but did not carry out  further 

experiments to investigate this issue in deeper detail.

The aim of this section of the thesis was to investigate the origin of the blue-shift in the 

absorption maxima observed for QT in alcohol solvents. An initial approach was to study 

the absorption process of the QT dye in the different solvents explored in the original 

experimental paper by means of modeling the solvent as a continuum dielectric with the 

IEF-PCM  method. With this approach, the experimental results could not be reproduced, 
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thus indicating that specific solute-solvent interactions not recovered by continuum 

solvation models must be responsible for the blue-shift in the absorption band with alcohol 

solvents, as already suggested in the original paper. Towards this end, models including 

explicit  solvent molecules were considered to identify the interactions responsible for such 

shift, in particular, hydrogen-bonding interactions between solvent molecules and the 

quinoidal thiophene dye. Methanol was the solvent considered in the calculations, since it 

is the smallest of the three alcohols investigated in the experimental paper, thus simplifying 

the simulations and the election of cluster models for the calculation of the excited states. 

The identification of the principal hydrogen bonding interactions between methanol 

molecules and the quinoidal thiophene dye was one of the major goals of this work, and 

the experimental observations were rationalized on the basis of the performed calculations.

Figure 1.24 Solvent  dependence of absorption maxima of the QT dye, plotted versus ∆f (polarity 
function, see equation 1.18 in Appendix). The dashed line corresponds to a fitting for the 5 points 
shown in filled style. Taken from reference 155.

7.2 Molecular structure

In order to investigate the photophysical properties of QT, we first look at its ground state 

structure in solution. The QT molecule presents several structural conformers, each one of 

them corresponding to a local minimum on the ground state PES. These forms can be 

mostly  described in terms of three dihedral angles corresponding to the relative disposition 

between the different moieties of the dye (Figure 1.23). Note that different dispositions of 

H atoms within the methyl and carboxylic acid groups also result in different 

conformations, but since they represent only slight variations of the structure with a very 

small effect on the photophysical properties of the molecule, they have not been considered 

in our study.

This journal is c the Owner Societies 2013 Phys. Chem. Chem. Phys., 2013, 15, 3227--3232 3229

methanol for 5 h at 30 1C in the dark. In some cases, deoxycholic
acid (DCA) was added to the immersing solution. The electrode
was rinsed with acetonitrile before use and dried. An open
sandwich cell was fabricated with the dye-loaded TiO2 film,
Pt-coated glass plate, and 30 mm Himilan film as the working
electrode, counter electrode, and spacer, respectively. The solution
of 0.10 M LiI, 0.025 M I2, and 0.60 M dimethylpropylimidazolium
iodide (DMPII) in acetonitrile was used as the electrolyte. In some
cases, 4-tert-butylpyridine (TBP) was added to the electrolyte.

Measurements of photovoltaic properties

The current–voltage characteristic curves of the solar cells were
measured using a Hokuto Denko HSV-100 potentiostat under the
irradiation from a Yamashita Denso YSS-80 solar simulator (AM1.5,
100 mW cm!2). The incident photon to current conversion
efficiency (IPCE) was measured using a JASCO SM-250 system.

Results and discussion
Absorption and emission spectra

The quinoidal thiophene dye showed an absorption maximum
at 548 nm in acetonitrile (Fig. 3). Compared to D–p–A type
organic dyes with similar p-conjugation length using a
thiophene as a p-conjugated chain, such as 2-cyano-3-[5 0-(400-
(N,N-diphenylamino)phenyl)thiophen-20-yl]acrylic acid (404 nm),8

the absorption maximum of the quinoidal thiophene dye is placed
at longer wavelengths. In a quinoidal structure, the cyclic part is
connected to other parts with double bonds, suppressing the
rotation around the bond, which is often seen in aromatic rings
connected with single bonds. Therefore, p-conjugation is efficiently
expanded by the use of quinoidal structures with high coplanarity.

For the further investigation, absorption spectra of the
quinoidal thiophene dye were observed in various solvents.
Although solvent dependent spectral properties have been well
documented for D–p–A type compounds, there have been only a
few comprehensive studies on D–p–A type organic dyes for
DSSCs.18 The absorption spectra of the quinoidal thiophene
dye in chloroform and acetonitrile are shown in Fig. 3, and the
absorption maxima are plotted versus solvent polarity in Fig. 4,
using the polarity function Df = (e ! 1)/(e + 2) ! (n2 ! 1)/(n2 + 2),

where e and n are the relative permittivity and the refractive
index of the solvent. As seen in Fig. 4, the absorption maximum
of the dye shifts to longer wavelengths along with increasing
solvent polarity, except for alcohols, which make special inter-
action with the dye molecules through hydrogen-bonds.19 This
result indicates that the quinoidal thiophene dye in the excited
state is more polar than in the ground state. Therefore, the
absorption of the quinoidal thiophene dye has a contribution from
charge-transfer transitions from the donor site to the acceptor site.
However, the shift caused by solvent polarity is small, indicating
that the degree of charge-transfer nature is limited and the
absorption is basically derived from p–p* transition.

As shown in Fig. 3, emission of the quinoidal thiophene dye in
acetonitrile (656 nm) appeared at longer wavelengths than that in
chloroform (593 nm), exhibiting a similar tendency to the absorption
spectra. The difference in emission maxima is much larger than the
difference in absorption maxima. The large Stokes shift in aceto-
nitrile (DE = 0.38 eV) indicates large structural difference between
ground and excited states, suggesting the possibility of the formation
of the charge-transfer state. The charge-transfer excited state is
preferable for the electron injection from a D–p–A type dye to a
TiO2 conduction band, since the electron density around the
acceptor moiety is expected to be increased in the excited state.

The picosecond time-resolved transient absorption spectra
of the quinoidal thiophene dye in acetonitrile are shown in
Fig. 5. Compared with the emission spectrum in Fig. 3, the peak
around 660 nm in the transient spectrum is attributed to the
emission of the quinoidal thiophene dye. Breaching should not
appear around here since there is no absorption peak in the
ground state. The time-profile of Dabsorbance at 660 nm
showed almost single exponential decay (Fig. 6), which was
fitted with t = 7.9 ps. Therefore, the emissive state is deacti-
vated within such a timescale in solution.

Consideration of energy level matching

In order to consider energy level matching in DSSCs, the redox
potential of the quinoidal thiophene dye was determined by the
differential pulse voltammetry (DPV). The first oxidation potential of

Fig. 3 Absorption (solid lines) and emission (broken lines) spectra of quinoidal
thiophene dye in chloroform (thin lines) and acetonitrile (thick lines).

Fig. 4 Solvent dependence of absorption maxima of quinoidal thiophene dye,
plotted versus Df. Dashed line is the fitting line for the 5 points shown in filled style.
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Electronic conjugation of the QT dye imposes molecular planarity along the entire 

molecule, only  broken by the hydrogen atoms on the methyl groups of the dimethylaniline 

fragment. Energy profiles along each of the three dihedral angles defined in Figure 1.23 

exhibit two energy minima corresponding to cis (δ~0º) and trans (δ~180º) conformations. 

The cis conformation is preferred for the δ1 angle in order to avoid steric hindrance 

between hydrogen atoms in the two rings, while electronic interactions favor the trans 

disposition between sulfur and cyano groups (δ2) and between the cyano and carbonyl 

groups (δ3). Therefore, the energetically most stable conformer can be labeled in terms of 

δ1, δ2, and δ3 as CTT (cis-trans-trans). The cis/trans energy  differences in solution for δ1, 

δ2, and δ3 obtained as the relative energies between the CTT form and the conformers TTT, 

CCT, and CTC respectively, averaged over all studied solvents, are computed as 2.4, 1.7 

and 2.4 kcal/mol, respectively. These values dictate the relative stability between 

conformers (Figure 1.25 and Appendix, Table A1.9). It is worth noticing that molecular 

planarity  is preserved in all conformers except for the ones with δ1 in trans (TXX forms), 

which exhibit torsion angles of the order of δ1~155º to minimize interactions between 

hydrogen atoms on the two rings. Potential energy profiles computed along the δ1, δ2, and 

δ3 torsion angles can be found in the Appendix (Figure A1.4).

Figure 1.25 Computed relative stability of QT conformers with respect  to the most stable 
conformer (CTT) in solution, averaged over all studied solvents.

Interatomic C-C distances confirm the quinoidal form of the thiophene unit in all 

conformations and solvents (Figure 1.26). The larger bond length obtained for D5 with 

respect to the D1 and D3 C-C bonds can be attributed to the electron withdrawing power of 

the cyanoacrylic acid group, which diminishes its double bond character.
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Figure 1.26 Average interatomic distances of QT for all conformers and solvents. Vertical bars 
indicate maximum and minimum values. Labels correspond to Figure 1.23.

7.3 Electronic structure

The HOMO and the LUMO of QT are π and π* orbitals mainly localized on the 

dimethylaniline fragment and cyanoacrylic acid group respectively, although both orbitals 

also exhibit considerable delocalization over the rest of the molecule (Figure 1.27). This 

picture already  predicts a moderate donor-to-acceptor electron transfer character upon 

photoexcitation for this compound. The electron distribution of the two frontier orbitals 

almost does not change with the dielectric constant of the environment, and solvent 

polarity has a rather mild impact on the HOMO and LUMO energies (Appendix, Table 

A1.10). The most noticeable effect is the stabilization of the LUMO with the increase of 

the solvent polarity, resulting in a decrease of the HOMO/LUMO energy gap.

Figure 1.27 Representation of HOMO and LUMO for the QT (CTT) dye in chloroform solution.
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The electronic transition to the lowest singlet state at the Frank-Condon region is described 

as an HOMO-to-LUMO (π,π*) electron promotion. The excitation energies for the lowest 

energy conformer (CTT) and for the set of studied solvents are computed within the 2.49–

2.54 eV range, just slightly larger (~0.2 eV) than the experimentally  measured absorption 

maxima (Appendix, Table A1.11). The non-vanishing overlap between the two frontier 

orbitals and the CT character of the transition induce rather strong oscillator strengths, 

which is a requirement for a good sensitizer in DSSCs. Excitation energies and oscillator 

strengths computed for other conformers are very  close to the values obtained for CTT, 

with differences in the transition energy no larger than 0.10 eV (Appendix, Table A1.12).

It is worth pointing out that electronic population of the LUMO upon photoexcitation is 

expected to reduce the quinoidal character of the linker. Indeed, relaxation of the quinoidal 

dye on the S1 PES results in an increase of D1, D3, and D5 and a decrease of the D2 and 

D4 C-C bonds. This is the exact opposite effect observed in similar D-π-A non-quinoidal 

dyes, where the molecular structure at the conjugated bridge becomes closer to the 

quinoidal form (Appendix, Figure A1.5). A detailed comparison between optimized 

geometrical parameters for the S0 and S1 states of QT and a non-quinoidal counterpart can 

be found in the Appendix (Table A1.13).

7.4 Solvent effects

Due to the CT character of the transition to the lowest excited singlet  state of QT, vertical 

transition energies decrease with the dielectric constant of the solvent. Computed energies 

using a polarizable continuum model exhibit a nearly linear relationship with respect to 

solvent polarity (Figure 1.28), quantified by the solvent polarity  function ∆f (see 

Appendix). The experimental absorption maxima also follow this linear relationship for the 

case of aprotic solvents.155 On the other hand, alcohol solvents, i.e. methanol, ethanol and 

propanol, do not follow this trend and their experimental maxima are sensibly blue shifted 

with respect to the expected value taking its solvent polarity. Methanol is the solvent that 

induces the largest shift of the maximum absorption peak, in the order of 0.1 eV. These 

solvents present particular solute-solvent interactions modifying the photophysical 

properties of the molecule beyond the polarizable continuum and deserve special 

consideration.
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Figure 1.28 Solvent  dependence (∆f) of computed vertical excitation energies of QT. Empty 
circles indicate polar protic solvents. Dashed line corresponds to a linear fitting.

As mentioned above, the different behavior of absorption energies in alcohol solvents was 

already experimentally noticed by Segawa et al.,155 who suggested that hydrogen bonds 

between solvent molecules and the dye could be responsible for the observed blue shift of 

the absorption maxima. It is, however, difficult to experimentally confirm the role of these 

hydrogen bonds in the photophysical properties of the dye in solution. Moreover, it is not 

clear a priori how many  of such solute-solvent interactions are responsible for the different 

behavior between protic and aprotic solvents. On the other hand, these and other questions 

can be tackled computationally  by combining different techniques and calculations. In the 

following, we explore the nature of these potential interactions and how they modify the 

photophysical properties of the QT dye. Firstly, to give a qualitative understanding of the 

observed blue shift, we investigate the two extreme cases resulting from the interaction 

between the dye and protic solvents, that is the protonated and deprotonated forms of QT. 

Then we explore in more detail the S0→S1 transition in methanol by including explicitly 

some solvent molecules in our computational model.

The most acidic proton in QT is the one on the carboxylic group. Therefore, the 

deprotonated molecule contains the cyanoacrylate moiety  as the electron acceptor group. 

The LUMO of the anionic species is largely  destabilized with respect to the neutral form 

and the computed transition energy to S1, also mainly described by the HOMO-LUMO 

transition, is approximately  0.3 eV blue shifted (in dioxane) with respect to the neutral case 

(Table 1.11). On the other hand, the most basic position of the dye corresponds to the 

nitrogen atom in the amine electron donor group. Protonation of the amine leads to a 0.5 
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eV blue shift of the vertical transition to S1 in dioxane solution because the HOMO is 

further stabilized than the LUMO by  ~0.6 eV. The computed blue shifts for the protonated 

and deprotonated dyes with respect to the neutral form are rather constant along the studied 

range of solvent polarities, i.e. 2.21 (dioxane) < ε < 35.7 (acetonitrile). Generalizing these 

results, we can predict that both types of dye-solvent interactions, that is weakening of the 

O-H bond in the carboxylic group and proton-amine contacts, will induce an increase of 

the absorption energy.

Table 1.11 HOMO-LUMO energy gap ∆EHL (in eV), vertical excitation energies ∆E(S1) (in eV), 
oscillator strengths (f), and HOMO→LUMO contribution (in %) of the transition to the lowest 
excited singlet state of neutral (QT), deprotonated (QT-) and protonated (HQT) dyes computed in 
dioxane.

MoleculeMoleculeMolecule
QT QT- HQT

∆EHL 4.57 4.95 5.16
∆E(S1) 2.57 2.91 3.05

f 1.40 1.43 1.24
H→L 97 97 98

In addition to the carboxylic and amine groups, the quinoidal dye contains several sites 

prone to interact with the hydroxyl group of the alcohol solvents, so it  is important to 

identify which are these interactions and how many solvent molecules need to be explicitly 

considered in a computational model in order to reproduce the experimental findings 

correctly. In order to acquire a more realistic picture of QT in alcohol solution taking into 

account all these possible interactions between the dye and the solvent, we performed a 

computational analysis with explicit  solvent molecules for the case of methanol. First, we 

performed molecular dynamics calculations in order to identify potential interaction modes 

between QT and methanol molecules. We would like to emphasize that we do not pretend 

to use classical molecular dynamics simulations to acquire the dynamical behavior of the 

dye in solution, but rather to get a structural insight of the dye-solvent system. Then, we 

took the most promising structural candidates to perform quantum chemistry  calculations 

of the dye with the first solvation shell.

Analysis of the lowest energy configurations obtained along the force field molecular 

dynamics trajectory  reveal that there are five potentially relevant solvent-dye interactions: 

hydrogen contact  to the amine’s nitrogen atom, hydrogen bond acceptor and donor 

interactions with COOH, hydrogen interaction with the CN group and the interaction of a 

Organic dyes for dye-sensitized solar cells 91
 



methanol molecule with the quinoidal thiophene unit. The refinement of the low-energy 

structures by quantum chemistry calculations with the dye and five explicit methanol 

molecules embedded in a polarizable continuum confirms the presence of these solute-

solvent interactions, as indicated in Figure 1.29 with the (a)–(e) labels.

Figure 1.29 Lowest  optimized geometry for the QT dye with five explicit  methanol molecules 
computed at the M06-2X/6-31+G(d,p) level. Dotted lines indicate the shortest atomic distances (in 
Å) between methanol molecules and the molecular dye.

The most stable molecular geometry of QT obtained in methanol solution by explicitly 

considering five solvent molecules (Figure 1.29) also shows a quinoidal structure of the 

linker, but presents some structural modifications with respect to the optimized geometry 

obtained for the dye without explicit consideration of solvent molecules which are worth 

pointing out. The interaction of the aminic nitrogen atom with a methanol molecule (a) 

pyramidalizes the trigonal nitrogen and breaks the electronic conjugation with the benzene 

ring. As a consequence, there is a loss of stabilization energy due to planarity between 

benzene and thiophene rings, resulting in a slight  torsion between the two planes (~10º). 

Therefore, there is a general loss of conjugation throughout the dye due to the solvent-

solute interactions. Methanol-dye explicit interactions also induce changes in the bond 

distances, especially those within the cyanoacrylic moiety. The carbonyl C=O bond length 

decreases by ~0.04 Å while the O-H one increases by ~0.06 Å, in line with the presence of 

strong hydrogen bond interactions. The N-C (amine-phenyl) bond length also increases by 

~0.03 Å due to the pyramidalization of the nitrogen.

When including explicitly  methanol molecules in the electronic structure calculations there 

is a larger energetic stabilization for the HOMO than for the LUMO in comparison to the 
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results without explicit solvent. The fact that the most important change is found for the 

energy of the HOMO suggests that the methanol-QT hydrogen bond formation on the 

amine has a major role in the blue shift of excitation energies with respect to aprotic 

solvents. The vertical transition energy to S1 for the optimized model of the dye including 

five methanol molecules is 2.78 eV, that is 0.29 eV higher than the energy computed for 

the optimized dye without explicit  solvent molecules (2.49 eV). This is inline with the ~0.1 

eV blue shift observed experimentally.155 Comparison between these two values, i.e. 

computed and experimental shifts, has to be taken with precaution, because the 

computational results have been obtained for the frozen optimal ground state geometry, 

which cannot be directly compared with the experimental measures of absorption maxima.

In order to identify and rationalize the main factors responsible for the computed increase 

in the excitation energy, we compare the molecular orbital energy  diagrams of the two 

types of approaches to the solvent effects (with and without  explicit methanol molecules). 

In addition, we also consider molecular orbital energies obtained by  taking the geometry 

optimized with explicit solvent molecules and performing a PCM calculation without 

solvent molecules, i.e. only considering geometrical changes (Figure 1.30). Comparison of 

these three computational models allows to distinguish between geometrical and electronic 

effects.

Figure 1.30 HOMO and LUMO energy diagram of QT in methanol solution computed within 
PCM (left), with PCM + five methanol molecules (right), and with PCM taking the geometry from 
PCM + five methanol molecules (middle). White and black representations of the dye indicate 
molecular geometries optimized with and without explicit methanol molecules, respectively.
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As discussed above, geometrical distortions due to the presence of explicit solute-solvent 

interactions result in a loss of molecular planarity of the dye, which can be related to the 

loss of conjugation of the π-system. As a result, when plugging in the dye with the 

geometry optimized with explicit solvent in a PCM calculation there is a considerable 

(0.24 eV) increase of the HOMO-LUMO gap (from left to middle in Figure 1.30). The 

presence of explicit methanol-dye interactions results in an additional relaxation of the 

HOMO, while the energy of the LUMO remains almost unchanged (from middle to right 

in Figure 1.30), resulting in an additional 0.13 eV increase of the gap. Excitation energies 

to S1 for these three situations follow the same behavior as the HOMO-LUMO gap (Table 

1.12), with an estimated increase of 0.21 eV due to the geometrical change and of 0.08 eV 

due to electronic factors.

Table 1.12  HOMO/LUMO gap ∆EHL (in eV), excitation energies ∆E(S1) (in eV), oscillator 
strengths (f), and HOMO→LUMO contribution (in %) of the transition to the lowest excited singlet 
of QT in methanol solution computed in PCM with PCM and PCM + 5 methanol optimized 
structures of the dye, and in PCM + 5 methanol molecules.

System Geometry ∆EHL ∆E(S1) f H→L
QT PCM 4.46 2.49 1.40 97
QT PCM+5MeOH 4.70 2.70 1.31 96

QT+5MeOH PCM+5MeOH 4.83 2.78 1.28 96

In order to weight the relative impact  of each one of the five explicit solvent-dye 

interactions, we recomputed orbital and transition energies to the lowest singlet  of QT for 

all possible models with four explicit methanol molecules by sequentially removing one of 

the molecules from the optimized structure with five methanol molecules. Energy changes 

with respect to the case with all five methanol molecules are shown in Table 1.13.

Our calculations indicate that the largest change in the S1 excitation energy is related with 

the hydrogen bond interaction on the aminic nitrogen (a). This interaction is responsible for 

an important stabilization of the HOMO energy, which is ~0.11 eV larger than the related 

LUMO stabilization, causing an overall 0.07 eV blue shift in the transition energy. This 

behavior can be rationalized by the larger localization of the HOMO on the donor group. 

Other interactions have a minor impact on the orbital energies. Moreover, the HOMO/

LUMO relative changes are much smaller and they do not affect the excitation energies as 

much. The interaction of the methanol molecule (d) with the OH group on the cyanoacrylic 

acid destabilizes the HOMO and LUMO energies by  0.05 and 0.08 eV respectively. The 
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LUMO is further destabilized than the HOMO since it is more localized on the acceptor 

moiety. This translates into a blue shift  of 0.025 eV of the transition energy. Methanol 

interactions with the CN and the CO groups have a very similar effect. The HOMO and 

LUMO are stabilized by a similar amount ~0.05 eV, leading to a very  small decrease of the 

transition energy. The methanol molecule (b) lying above the quinoidal thiophene is the 

one with the smallest effect on the frontier MO energies and the excitation energy to S1, 

due to the weak interaction with the dye. This explicit interaction induces a very small 

destabilization of the HOMO and LUMO, leading to an increase of only  0.01 eV in the 

transition energy. In summary, although several hydrogen bonds between methanol 

molecules and the donor and acceptor groups of the dye can be formed, the principal 

interaction causing a blue shift of the transition energy compared to aprotic solvents of 

similar polarity to methanol is the one with the amine group. Solvatochromic shifts on the 

absorption spectrum resulting from the interaction between the amine group  and protic 

solvents have been identified and investigated in other organic compounds.164-166

Table 1.13 Relative energies of QT with four methanol molecules for the HOMO (∆EH), LUMO 
(∆EL) and lowest  excited singlet (∆∆E(S1)) with respect to the values with five methanol 
molecules. Geometries correspond to the case with five solvent molecules (a)–(e) and the removed 
methanol molecule is indicated by contact  group of the dye (Figure 1.29). All values are given in 
meV.

Contact group Label ∆EH ∆EL ∆∆E(S1)
Amine (a) -159 -49 70

Thiophene (b) 15 33 11
CO (c) -33 -49 -17
OH (d) 54 80 25
CN (e) -33 -41 -9

7.5 Conclusions

In the present study, a quinoidal dye with potential interest as a D-π-A organic molecular 

sensitizer in DSSCs has been computationally explored in terms of its atomic and 

electronic structure, and the solvent dependency of its excitation energy to the lowest 

excited singlet state has been investigated in detail. As a general trend, the maximum of the 

absorption band linearly decreases with solvent polarity, which is a consequence of the CT 

character of the electronic transition. Polar protic solvents, however, do not follow this 

relationship  and tend to blue shift  transition energies with respect to aprotic solvents with 

the same dielectric constant. This behavior can be rationalized by dye-solvent interactions 

related to the presence of hydrogen bonds. We have decomposed the impact of the explicit 
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interactions of protic solvent  molecules with QT into geometrical and electronic effects, 

and we have identified the interaction between a methanol molecule and the amine group 

of the dye as the main source of the difference with respect to the behavior in aprotic 

solvents. From the present  results we can conclude that absorption maxima of these dyes in 

protic solvents cannot be properly predicted with polarizable continuum models and that 

explicit solvent molecules should be included in the computational model.

7.6 Computational details

Electronic structure calculations for ground and excited states were performed within the 

DFT and TDDFT frameworks, respectively. Ground state geometry optimizations of the 

molecular dye in solution with no explicit solvent molecules were carried out with the 

B3LYP functional.90,91 Optimized structures with the M06-2X functional167 are almost 

identical to the B3LYP geometries.168 The stationary  geometry for the lowest energy 

conformer (CTT as in Figure 1.23) was confirmed to be a true minimum by evaluation of 

the Hessian. Excited state calculations were performed with TDDFT and the CAM-B3LYP 

functional.85 In all the calculations, the 6-31+G(d,p) basis set  was used and the effects of 

the solvent were taken into account with IEF-PCM.107,108 The solvents considered in our 

calculations with the corresponding dielectric constants are: dioxane (ε = 2.21), toluene (ε 

= 2.37), chloroform (ε = 4.71), propanol (ε = 19.26), ethanol (ε = 24.85), methanol (ε = 

32.61), acetonitrile (ε = 35.69), and dimethylsulfoxide (ε = 46.83). Geometry  optimizations 

in methanol solution of model systems containing explicit  solvent molecules were 

performed with the M06-2X functional, as it has been recommended in the presence of 

non-covalent interactions.167 All electronic structure calculations were performed with the 

Gaussian 09 package.169 In order to systematically  scan over potentially  relevant solvent-

dye interactions, classical molecular dynamics simulations (Appendix, Figure A1.6) were 

performed for the most stable isomer (CTT) with 950 methanol molecules in a 40 Å cubic 

box, in accordance with the density  of methanol in the experimental conditions, that is 

0.792 g/cm3. The OPLS-AA force field170 was used and reparametrized in order to 

reproduce DFT calculations (see below). A 100 ps simulation with 1 fs time step was run in 

the canonical (NVT) ensemble at 298 K using periodic boundary conditions with the 

Tinker program.171 The principal solute-solvent interactions were identified from the 

molecular dynamics simulations and low energy structures were used as initial guesses in 

DFT geometry optimizations. From this procedure we identified up to five solvent 

molecules with significant interaction with the dye.
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When certain angle bending and torsional parameters where not available in the OPLS-AA 

force field, those corresponding to similar atom types were used. In addition, some torsion 

parameters involving dihedral angles of thiophene and the CN and COOH units had to be 

modified to prevent the dye from excessively  loosing its planarity during the molecular 

dynamics simulation. The force field parameters for the dye may be found in reference 

168. It should be noted that snapshots from this simulation served solely to identify 

potential solute-solvent interactions and as starting points for further DFT optimizations. 

Excited states with explicit solvent molecules were then calculated from a representative 

DFT optimized geometry.

7.7 Appendix

Polarity function

The solvents polarity was quantified via the polarity  function ∆f just like Segawa and 

coworkers did in their original paper.155 This function is defined as:

∆ f = ε −1
ε + 2

− n2 −1
n2 + 2

(1.18)

where ε and n are the relative permittivity and the refractive index of the solvent.

Table A1.9 Relative ground state conformer stability ∆E (in kcal/mol) of the QT dye in different 
solvents.

Conf. ACN chloroform dioxane DMSO ethanol methanol toluene vacuum
CTT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
CCT 1.79 1.73 1.66 1.79 1.78 1.79 1.66 1.53
TTT 2.26 2.40 2.51 2.26 2.27 2.26 2.50 2.58
CTC 2.13 2.60 3.00 2.11 2.17 2.14 2.96 3.50
CCC 2.86 3.27 3.60 2.84 2.89 2.87 3.57 3.98
TCT 4.28 4.37 4.41 4.28 4.29 4.28 4.41 4.36
TTC 4.43 4.97 5.40 4.41 4.48 4.44 5.36 5.88
TCC 5.39 6.01 6.47 5.36 5.44 5.40 6.42 6.97

Figure A1.4 Potential energy profiles computed along the δ1 (left), δ2 (middle) and δ3 (right) 
torsion angles computed at the M06-2X/6-31+G(d,p) level in chloroform from the CTT optimized 
conformer, i.e. δ1=0°, δ2=180°, and δ3=180°.
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Table A1.10  HOMO, LUMO and HOMO-LUMO gap of QT computed in different solvents with 
the PCM model.

Solvent ∆f H / eV L / eV ∆H,L / eV
vacuum 0.00 -6.63 -1.97 4.66
toluene 0.02 -6.58 -2.02 4.56
dioxane 0.03 -6.58 -2.01 4.57

chloroform 0.29 -6.57 -2.06 4.51
DMSO 0.69 -6.56 -2.11 4.46
ACN 0.71 -6.56 -2.10 4.46

propanol 0.63 -6.56 -2.10 4.47
ethanol 0.67 -6.56 -2.10 4.46

methanol 0.71 -6.56 -2.10 4.46

Table A1.11 Polarity function (∆f), experimental absorption maxima (taken from reference 155), 
and calculated vertical excitation energies to S1 of QT in different solvents.

Solvent ∆f ∆Eexp / eV ∆E / eV
toluene 0.02 2.35 2.54
dioxane 0.03 2.36 2.57

chloroform 0.29 2.30 2.51
DMSO 0.69 2.25 2.46
ACN 0.71 2.26 2.49

propanol 0.63 2.34 2.48
ethanol 0.67 2.28 2.48

methanol 0.71 2.35 2.49

Table A1.12 Vertical S1 transition energies and corresponding oscillator strengths for all QT 
conformers in different solvents.

Conf.
dioxanedioxane ACNACN methanolmethanol

Conf.
∆E / eV f ∆E / eV f ∆E / eV f

CCC 2.54 1.41 2.46 1.42 2.46 1.41
CCT 2.54 1.40 2.46 1.40 2.46 1.40
CTC 2.57 1.47 2.48 1.47 2.49 1.46
CTT 2.57 1.40 2.49 1.40 2.49 1.40
TCC 2.50 1.49 2.39 1.54 2.39 1.54
TCT 2.49 1.45 2.39 1.51 2.39 1.50
TTC 2.52 1.50 2.41 1.56 2.42 1.55
TTT 2.53 1.45 2.43 1.51 2.43 1.50
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Figure A1.5 HOMO and LUMO representation of the non-quinoidal counterpart  of the QT dye in 
chloroform solution.

Table A1.13 Interatomic distances (in Å) of the thiophene unit for the optimized S0 and S1 states of 
QT dye and the non-quinoidal counterpart in chloroform solution.

D1 D2 D3 D4 D5

quinoidal (QT)
S0 1.378 1.430 1.369 1.431 1.401

quinoidal (QT) S1 1.410 1.413 1.387 1.406 1.415quinoidal (QT)
∆(S1-S0) 0.03 -0.02 0.02 -0.03 0.01

non-quinoidal
S0 1.437 1.404 1.391 1.409 1.413

non-quinoidal S1 1.395 1.421 1.369 1.428 1.398non-quinoidal
∆(S1-S0) -0.04 0.02 -0.02 0.02 -0.02

Figure A1.6 Cubic box with one QT molecule and 950 methanol molecules and plot  of the 
system’s potential energy throughout the molecular dynamics simulation.
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8. General conclusions

The main conclusions from this chapter can be summarized as following.

The photoabsorption properties of D-π-A dyes are influenced by the choice of the π-linker. 

The geometrical characteristics of the linkers tune the excitation energies and oscillator 

strengths of CT state of the dyes. The good performance of DSSC devices employing a 

cyclopentadithiophene π-linker can be attributed to its planarity and linearity, inducing 

larger oscillator strengths.

Longer π-bridges based on thiophene and cyclopentadithiophene units reduce the 

excitation energy and also increase the transition probability to S1. The CT nature of the 

optical state can be quantified by several techniques. Our results indicate that the optimal ω 

values for the study  of D-π-A dyes with the LRC-ωPBEh functional should be probably 

smaller than the standard values used. The GSOP and ESOP values of the Tn and Cn dyes 

indicate that they both have appropriate oxidation potentials to sensitize the TiO2 

semiconductor with the I-/I3- couple as the redox mediator.

The selenium heteroatom substitution in a bithiophene linker does not have a great 

influence on the photophysical properties of the dyes. The larger Voc value of DSSCs 

operating with dyes containing the cyclopentadithiophene linker compared to related 

linkers based on sulfur and selenium can be attributed to the shift of the CBE of TiO2 due 

to the molecular dipole as well as the better molecular packing that retards the back-

electron transfer from the photo-injected electrons at the TiO2 and the oxidized 

electrolytes.

The shift of the CT absorption band in different solvents of a D-π-A dye based on a 

quinoidal thiophene linker has been rationalized by explicit dye-solvent interactions related 

to the presence of hydrogen bonds in methanol solution. The interaction between a 

methanol molecule and the amine group of the dye has been identified as the main source 

for the different absorption energy with respect to the behavior in aprotic solvents.
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