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palabra

“Polynomials pervade mathematics, and much that is beautiful in
mathematics is related to polynomials. Virtually every branch of
mathematics, from algebraic number theory and algebraic
geometry to applied analysis, Fourier analysis, and computer
science, has its corpus of theory arising from the study of
polynomials. Historically, questions relating to polynomials, for
example, the solution of polynomial equations, gave rise to some of
the most important problems of the day. The subject is now much
too large to attempt an encyclopedic coverage”.

Tamás Erdélyi



Abstract

The Müntz-Szász Classical Theorem characterizes increasing sequences {λj}+∞j=0 with

0 = λ0 < λ1 < λ2 < · · ·

for which the space 〈1, xλ1 , xλ2 , . . . 〉 is dense or not in C([0, 1]), depending on if the series∑+∞
j=1 1/λj diverges or not respectively.

In the book Polynomials and Polynomials Inequalities (see [7]), Tamás Erdélyi and Peter
Borwein explain the tools needed in order to show a complete and extended proof of the
Müntz-Szász Theorem. To do so, they use some techniques of complex analysis and also
the algebraic properties of the zeros of some functions called Chebyshev functions.

On these notes we put together all these ideas, beginning with the well known Weierstrass
Approximation Theorem, continuing with the development of the complex analysis results
needed and giving a complete proof of an extended version of the Müntz-Szász Theorem.
Such new version characterizes arbitrary sequences {λj}+∞j=0 of different arbitrary positive
real numbers (except for λ0 = 0) for which the space of continuous functions spanned
by the powers xλj is dense or not in C([0, 1]). In that case, it depends on if the series∑+∞
j=1 λj/(λ2

j + 1) diverges or not respectively. Moreover, pursuing in this direction, we
also have studied an equivalent result for the Lebesgue spaces that characterizes arbi-
trary different sequences {λj}+∞j=1 of real numbers greater than −1/p for which the space
〈xλ1 , xλ2 , xλ3 , . . . 〉 is dense or not in Lp([0, 1]), which in that case depends on if the series∑+∞
j=1 (λj + 1/p)/((λj + 1/p)2 + 1) diverges or not respectively.
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1 INTRODUCTION

In his seminal paper [4] of 1912, the Russian mathematician S. N. Bernstein asked under which
conditions on an increasing sequence Λ = {λj}+∞

j=0 (λ0 = 0) one can guarantee that the vector
space

Π(Λ) := 〈xλj : j = 0, 1, 2, . . . 〉,

spanned by the polynomials xλj , is a dense subset of the space of all continuous real valued
functions defined on the interval [0, 1], denoted by C([0, 1]). He specifically proved that the
condition

+∞∑
j=1

1 + log λj
λj

= +∞

is necessary and the condition
lim

j→+∞

λj
j log j = 0

is sufficient, and conjectured that a necessary and sufficient condition to have Π(Λ) = C([0, 1])
is

+∞∑
j=1

1
λj

= +∞.

This conjecture was proved by Müntz [15] in 1914 and by Szász [16] in 1916, which was only for
distinct positive real sequences of exponents tending to infinity. After that, this result began to
be called the Müntz-Szász Classical Theorem. Later works, see for example [1] and [5], include
the original result as well as a treatment of the case when {λj}+∞

j=0 is a sequence of distinct
positive real numbers (except for λ0 = 0) such that infj≥1 λj > 0.
The beauty of the Müntz-Szász Classical Theorem lies on the fact that it connects a topological
result (the density of a certain subset of a functional space) with an arithmetical one (the
divergence of a certain harmonic series). Another reason to be interested on this theorem is
that the original result not only solves a nice problem but also opens the door to many new
interesting questions. For example, one is tempted to change the space of continuous functions
C([0, 1]) to other spaces as Lp([0, 1]), or to consider the analogous problem in several variables,
on intervals away of the origin, for more general exponent sequences, for polynomials with
integral coefficients, etc. As a consequence, many proofs (and generalizations) of the theorem
have been done by many authors as, for example, Manfred Von Gloitschek [17] and Támas
Érdelyi (see [7] and [6]).
On these notes, we concentrate our attention on the Müntz’ problem in the univariate setting
for the interval [0, 1] restricted to the uniform and the Lebesgue norms. Moreover, we provide
proofs in great detail of all the results needed in order to show both necessary and sufficient
conditions. We have structured theses notes chronologically and divided in three distinct parts
where we develop different techniques respectively.
On the first part we have shown what condition is necessary in order to satisfy the Müntz-Szász
Theorem in C([0, 1]) for sequences {λj}+∞

j=0 of distinct positive real numbers. To do so, we have
begun by motivating the problem with a proof of S. N. Bernstein of the well known Weierstrass
Approximation Theorem (see [3]) which is a particular case of the Müntz-Szász Theorem. The
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proof of Bernstein introduce a discrete function that approximates every continuous function
in the interval [0, 1] as close we desire. Then, we have studied some results in complex measure
theory and functional analysis with the goal to show two relevant results for which the proof of
the necessary condition in the Müntz-Szász Theorem is based on: the Riesz-Markov-Kakutani
Theorem on C([0, 1]) (see [1]) and a corollary of the Hahn Banach Theorem (see [5]). Finally, we
have given the statement and the proof of the necessary condition in the Müntz-Szász Theorem.
On the second part our aim is to show that the necessary condition of the Müntz-Szász Theorem
is also sufficient. To do so, we have introduced some finite vectorial subspaces of the continuous
functions in [0, 1] and we have related them with the space spanned by the powers xλj , where
λ0 = 0 and {λj}nj=1 (n ∈ N) is a sequence of different positive real values. To study them
we have followed the book Polynomials and Polynomials Inequalities of Tamás Erdélyi and
Peter Borwein (see [7]), where the material is often tersely presented, with much mathematics
explored in the exercises, many of which are supplied with copious hints, some with complete
proofs. Well over half the material in that book is presented in the exercises. Hence, together
with [7], we also have taken use of the article Müntz Type Theorems I of J.M. Almira (see [18]).
Finally, we have proved the sufficiency of the condition of the Müntz-Szász Theorem.
On the third part we have presented an extended version of the Müntz-Szász Theorem, but
now for the Lebesgue spaces in [0, 1] where p ∈ [1,+∞). However, in that case we have used
sequences {λj}+∞

j=1 of distinct real numbers greater than −1/p. Even though, as in C([0, 1]), we
have proved the theorem on two steps: one for proving the necessary condition that satisfy the
theorem (where we have seen a complete proof for any p ∈ [1,+∞)), and then other for proving
the sufficiency of such condition (where we have seen a complete proof for the case p = 1, but
for the case p > 1 we restrict the sequence to satisfy infj≥1 λj > −1/p).
To finish, thanks are due to María Jesús Carro for leading me and watching that I did not digress
much from the right way by giving me advices of the best method on each case. Moreover, she
gave me a great range of bibliography and helped me every time I got stuck.
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2 DENSITY ON MÜNTZ-SZÁSZ APPROXIMATION
THEOREM

Müntz-Szász classical Theorem characterizes increasing sequences {λj}+∞
j=0 with

0 = λ0 < λ1 < λ2 < · · ·

for which the space 〈1, xλ1 , xλ2 , . . . 〉 is dense or not in C([0, 1]), depending on if the series∑+∞
j=1 1/λj diverges or not respectively.

As a particular case, when λn ∈ N ∪ {0}, we have the well known Weierstrass Approximation
Theorem, which says that any real valued continuous function defined on a real interval can be
approximated arbitrarily well by polynomials. There are many different proofs of this result,
however, on the following section we present a proof based on Bernstein polynomials [3].

2.1 Weierstrass Approximation Theorem

Before beginning, we note that either the Weierstrass Approximation Theorem holds in every
interval [a, b], it suffices to work with the interval [0, 1]. The reason is that the arbitrary real
interval a ≤ y ≤ b is mapped to 0 ≤ x ≤ 1 by the polynomial x = (a−y)/(a− b) and vice versa
by y = (b− a)x + a. So, if g is continuous on [a, b], then f(x) = g((b− a)x + a) is continuous
on [0, 1]. Therefore, if the polynomial Pn of degree n approximates f to within ε > 0 in [0, 1],
then the polynomial Qn(y) = Pn((a− y)/(a− b)) of degree n approximates g(y) to within ε in
[a, b].
First, we present some concepts needed before seeing the theorem, which follows the notation
of [3].

Definition 2.1.1. Let f ∈ C([0, 1]) a continuous function and let δ > 0. A modulus of
continuity in [0, 1] is a positive function defined as

w(f, δ) = sup
|x−y|<δ
x,y∈[0,1]

{|f(x)− f(y)|}.

Observation 2.1.2. Since a continuous function is bounded in a compact set, it follows that
w(f, δ) < +∞ for any δ > 0. As a consequence, every f ∈ C([0, 1]) is uniformly continuous in
[0, 1]. Hence,

lim
δ→0

w(f, δ) = 0, (∀f ∈ C([0, 1])).

Definition 2.1.3. A Bernstein Binomial is

Pn,m(x) =
(
n

m

)
xm(1− x)n−m,

where n,m ∈ N, 0 ≤ m ≤ n and x ∈ [0, 1].

Lemma 2.1.4. Let n ∈ N, x ∈ [0, 1],
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(i) ∑n
m=0 Pn,m(x) = 1,

(ii) ∑n
m=0mPn,m(x) = nx,

(iii) ∑n
m=0m

2Pn,m(x) = (n2 − n)x2 + nx.

Proof. (i)

1 = 1n = (1− x+ x)n =
n∑

m=0

(
n

m

)
xm(1− x)n−m =

n∑
m=0

Pn,m(x).

(ii)

n∑
m=0

mPn,m(x) =
n∑

m=1
m

(
n

m

)
xm(1− x)n−m = nx

n∑
m=1

(
n− 1
m− 1

)
xm−1(1− x)(n−1)−(m−1)

= nx
n−1∑
m=0

(
n− 1
m

)
xm(1− x)(n−1)−m = nx.

(iii)

n∑
m=0

m2Pn,m(x)− nx =
n∑

m=0
m2
(
n

m

)
xm(1− x)n−m −

n∑
m=0

m

(
n

m

)
xm(1− x)n−m

=
n∑

m=2
m(m− 1)

(
n

m

)
xm(1− x)n−m

= n(n− 1)x2
n∑

m=2

(
n− 2
m− 2

)
xm−2(1− x)(n−2)−(m−2)

= n(n− 1)x2
n−2∑
m=0

(
n− 2
m

)
xm(1− x)(n−2)−m = n(n− 1)x2.

�

Definition 2.1.5. A Bernstein Polynomial of degree n ∈ N for a function f ∈ C[0, 1] is

Bn,f (x) =
n∑

m=0
Pn,m(x)f(xm),

where xm = m
n
and m = 0, . . . , n.

The following result, given by Bernstein [3], would yield as a consequence the Weiesrtras Ap-
proximation Theorem.

Theorem 2.1.6 (Bernstein Approximation Theorem). Let f be a continuous function on [0, 1]
and n ≥ 1 a natural number. Then,

|f(x)−Bn,f (x)| ≤ 9
4w(f, n−1/2).
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Proof. Let δ > 0 and x ∈ [0, 1]. Since ∑n
m=0 Pn,m(x) = 1, it follows that

f(x)−Bn,f (x) =
n∑

m=0
(f(x)− f(xm))Pn,m(x) =

n∑
m=0

|x−xm|<δ

(f(x)− f(xm))Pn,m(x)

+
n∑

m=0
|x−xm|≥δ

(f(x)− f(xm))Pn,m(x).

Let’s work each sum separately. First, using that Pn,m(x) ≥ 0 for x ∈ [0, 1],∣∣∣∣∣∣∣∣
n∑

m=0
|x−xm|<δ

(f(x)− f(xm))Pn,m(x)

∣∣∣∣∣∣∣∣ ≤
n∑

m=0
|x−xm|<δ

|f(x)− f(xm)|Pn,m(x)

≤ w(f, δ)
n∑

m=0
Pn,m(x) = w(f, δ).

(2.1.1)

Next, we take m ∈ {0, . . . , n} such that |x− xm| ≥ δ and define

Km :=
[
|x− xm|

δ

]
∈ Z≥1.

Now, we choose y0 < y1 < · · · < yKm < yKm+1 uniformly spaced in the interval generated
by x and xm, so that each of the new Km + 1 intervals have length |x−xm|

Km+1 < δ and where
y0 := min(x, xm) and yKm+1 := max(x, xm). So, since |yi+1 − yi| < δ,

|f(x)− f(xm)| = |f(y0)− f(yKm+1)| ≤
Km∑
i=0
|f(yi)− f(yi+1)| ≤ (Km + 1)w(f, δ)

≤
(
|x− xm|

δ
+ 1

)
w(f, δ).

Hence, we can bound the second sum by

n∑
m=0

|x−xm|≥δ

|f(x)− f(xm)|Pn,m(x) ≤ w(f, δ)

 n∑
m=0

|x−xm|≥δ

Pn,m(x) + 1
δ

n∑
m=0

|x−xm|≥δ

|x− xm|Pn,m(x)

 .

Since |x−xm|
δ
≥ 1, then (x−xm)2

δ2 ≥ |x−xm|
δ

and

n∑
m=0

|x−xm|≥δ

Pn,m(x)+1
δ

n∑
m=0

|x−xm|≥δ

|x− xm|Pn,m(x) ≤ 1 + 1
δ2

n∑
m=0

(x− xm)2Pn,m(x)

= 1 + 1
δ2

(
n∑

m=0
(x2 − 2xxm + x2

m)Pn,m(x)
)
.
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Now, by Lemma 2.1.4, using that xm = m
n
,

n∑
m=0

(x2 − 2xxm + x2
m)Pn,m(x) = x2 − 2

(
x

n

)
nx+ 1

n2 ((n2 − n)x2 + nx)

= x2 − 2x2 + x2 + x(1− x)
n

= x(1− x)
n

.

Finally, observe that for x ∈ [0, 1], the function x(1−x)
n

takes the maximum at x = 1
2 . Therefore,

n∑
m=0

|x−xm|≥δ

|f(x)− f(xm)|Pn,m(x) ≤ w(f, δ)
(

1 + 1
4δ2n

)
. (2.1.2)

Thus, taking δ = n−1/2 and using the inequalities of (2.1.1) and (2.1.2) we get

|f(x)−Bn,f (x)| ≤ w(f, n−1/2)
(

1 + 1 + 1
4

)
= 9

4w(f, n−1/2).

�

Corollary 2.1.7 (Weierstrass Approximation Theorem). Assume that f ∈ C([0, 1]). Given any
ε > 0, there is a polynomial Pn with sufficiently high degree n such that

|f(x)− Pn(x)| < ε, ∀ 0 ≤ x ≤ 1.

2.2 Previous Results in Functional and Complex Analysis

From now on, our aim is to extend the Müntz-Szász Classical Theorem to arbitrary sequences
{λj}+∞

j=0 of distinct positive real numbers. To do so, we need some previous results on complex
measure theory and functional analysis. In particular, this section consists on the study of some
of the classical theorems in complex and functional analysis, with taking an special attention to
the Riesz-Markov-Kakutani Representation Theorem on C([0, 1]), which basically says that any
bounded linear functional T on C([0, 1]) is the same as integration against a complex measure
µ, i.e.,

Tf =
∫ 1

0
f dµ, (f ∈ C([0, 1])).

Since the only big result that we will show on this section that has not been studied neither
on the bachelor’s degree nor the master course is the Riesz-Markov-Kakutani Representation
Theorem, we will deal first with it. So that, we will begin by showing all of the concepts and
results that we will use in order to prove it. To do so, we have followed the Rudin’s book Real
and Complex Analysis [1], which begins with the Riesz Representation Theorem for positive
measures, continues with the duality theorem on Lebesgue spaces, and ends with the Riesz-
Markov-Kakutani Representation Theorem. For simplicity, we will consider the real interval I
to be [0, 1] and we will denote the uniform norm on I by

‖f‖∞ = sup{|f(x)|: x ∈ I}.

6



2.2.1 Riesz Representation Theorem for Positive Measures on C([0, 1])

We will study the Riesz Representation Theorem on C(I) for any positive bounded linear
functional T on C(I). In such cases, T is going to be the same as integration against a positive
measure µ. On this section, we will denote by Cc(R) the space of real valued continuous
functions with compact support on R.

Definition 2.2.1. Let B(I) be the smallest σ-algebra that contains the open sets of I; this is
known as the σ-algebra of the Borel sets.

The following lemmas play an important role on the Riesz Representation Theorem for positive
measures on C([0, 1]). Since both results are from the course of Functional Analysis and PDE’s,
we present them without proof. For more details, see [1].

Lemma 2.2.2 (Urysohn’s Lemma). Let V an open set in R, K ⊂ R, and let K be compact.
Then there exists an f ∈ Cc(R), such that χK ≤ f ≤ χV .

For simplicity, we will say that f satisfies K ≺ f ≺ V .

Lemma 2.2.3 (Partition of Unity). Suppose V1, . . . , Vn are open subsets of R, K is compact,
and

K ⊂ V1 ∪ · · · ∪ Vn.

Then there exist functions hi ∈ Cc(R) such that hi ≺ Vi (i = 1, . . . , n) and
n∑
i=1

hi(x) = 1 (x ∈ K).

Definition 2.2.4. The collection {h1, . . . , hn} is called a partition of the unity on K, subordi-
nate to the cover {V1, . . . , Vn}.

Theorem 2.2.5 (Riesz Representation Theorem). Let Λ be a positive linear functional on C(I)
(i.e., for any f ∈ C(I) such that f ≥ 0, then Λf ≥ 0), there exists a σ-algebra M in I which
contains all Borel sets in I, and there exists a unique positive measure µ on M which represents
Λ in the sense that

Λf =
∫
I
fdµ,

for every f ∈ C(I). Moreover, the following properties hold:

(a) µ(I) < +∞.

(b) For every E ∈M,
µ(E) = inf{µ(V ): E ⊂ V, V open}.

(c) The relation
µ(E) = sup{µ(K): K ⊂ E,K compact}

holds for every E ∈M.

(d) If E ∈M, A ⊂ E, and µ(E) = 0, then A ∈M (i.e., (I,M, µ) is a complete measure).

7



Proof. Let us begin by proving the uniqueness of µ. Suppose that exist two positives measures
µ1 and µ2 satisfying the hypothesis of the theorem. Given E ∈M and ε > 0, using properties
(a), (b) and (c), we can find an open set V and a compact set K such that K ⊂ E ⊂ V and

µ2(V )− ε/2 < µ(E) < µ2(K) + ε/2

then, µ2(V ) < µ2(K) + ε. Moreover, by Lemma 2.2.2, exists a continuous function f such that
K ≺ f ≺ V . Hence,

µ1(K) =
∫
I
χKdµ1 ≤

∫
I
fdµ1 = Λf =

∫
I
fdµ2 ≤

≤
∫
I
χV dµ2 = µ2(V ) < µ2(K) + ε.

which holds for any arbitrary ε > 0. Hence, µ1(K) ≤ µ2(K).
Analogously, one can see that µ2(K) ≤ µ1(K). Since by property (b) these measures are
completely determined by the compact sets, necessarily µ1 = µ2, and the uniqueness of µ is
proved.

Now, let’s see the existence of the σ-algebra M and the measure µ.
(i) Construction of µ and M:
For any open set V in I, define

µ(V ) = sup {Λf : f ≺ V }. (2.2.1)

If V1 ⊂ V2, V1, V2 open sets, it is clear that (2.2.1) implies µ(V1) ≤ µ(V2). Hence, we can define

µ(E) = inf {µ(V ): E ⊂ V , V open} (2.2.2)

for every E ⊆ I, and it is consistent with (2.2.1) to define µ(E) by (2.2.2) when E is open.
Now, let MF be the class of all E ⊂ I which satisfies µ(E) < +∞ and

µ(E) = sup {µ(K): K ⊂ E, K compact}. (2.2.3)

Then, we define M to be the class of all E ⊂ I such that E ∩K ∈MF , for every compact K.

(ii) Proof that µ and M have the required properties:
Observe that µ is monotone, since for A ⊂ B ⊂ I,

µ(A) = inf {µ(V ): A ⊂ V , V open} ≤ inf {µ(V ): B ⊂ V , V open} = µ(B).

Hence, µ(E) = 0 implies that µ(E ∩K) = µ(K) = 0 for every K ⊂ E compact, so E ∈ MF

and E ∈M. Moreover, (d) holds, and so does (b) by definition on (2.2.2).
For the next properties, it will be convenient to divide them into several steps. First, observe
that the positivity of Λ implies that Λ is monotone. This is clear, since Λg = Λf+Λ(g−f) ≥ Λf
if g ≥ f .

8



STEP I: If E1, E2, E3, . . . are arbitrary subsets of I, then

µ

(+∞⋃
i=1

Ei

)
≤

+∞∑
i=1

µ(Ei). (2.2.4)

Let V1, V2 open sets in I, and choose g ≺ V1 ∪ V2. By Lemma 2.2.3, there are functions h1
and h2 such that hi ≺ Vi (i = 1, 2) and h1(x) + h2(x) = 1 for all x ∈ I. Hence, ghi ≺ Vi,
g = gh1 + gh2, and so, by the definition of µ,

Λg = Λ(gh1) + Λ(gh2) ≤ µ(V1) + µ(V2). (2.2.5)

Now, let ε > 0. By the definition of supremum, exists f ∈ C(I), f ≺ V1 ∪ V2, such that
µ(V1 ∪ V2) < Λf + ε. Since (2.2.5) holds for any g ≺ V1 ∪ V2, then µ(V1 ∪ V2) < Λf + ε ≤
µ(V1) + µ(V2) + ε, and making ε tends to zero, we get

µ(V1 ∪ V2) ≤ µ(V1) + µ(V2). (2.2.6)

Now observe that if µ(Ei) = +∞ for some i, then (2.2.4) is trivially true. Suppose therefore
that µ(Ei) < +∞ for every i ∈ N≥1 and choose ε > 0. By (2.2.2) there are open sets Vi ⊃ Ei
such that

µ(Vi) < µ(Ei) + 2−iε (i = 1, 2, 3, . . . ).

Put V = ∪+∞
i=1Vi, and choose f ≺ V . Observe that since f is continuous and f is zero in V c,

then exists a compact set K ⊆ I such that supp(f) ⊂ K. Then, by the definition of compact,
f ≺ V1 ∪ · · · ∪ Vn for some n. Iterating in (2.2.6) we obtain

Λf ≤ µ(V1 ∪ · · · ∪ Vn) ≤ µ(V1) + · · ·µ(Vn) ≤
+∞∑
i=1

µ(Ei) + ε.

Since this holds for every f ≺ V , and since ∪Ei ⊂ V , it follows that

µ

(+∞⋃
i=1

Ei

)
≤ µ(V ) ≤

+∞∑
i=1

µ(Ei) + ε,

which proves (2.2.4) by making ε tend to zero.

STEP II: MF contains every compact set (observe that this implies property (a) because I is a
compact subset of itself).
By (2.2.3), it is sufficient to see that µ(K) is finite for every compact set K. So fix some
compact set K such that K ≺ f for some f ∈ C(I), and let V = {x: f(x) > 1

2}. Then, K ⊂ V
and g ≤ 2f whenever g ≺ V (because 2f ≥ χV ≥ g). Hence,

µ(K) ≤ µ(V ) = sup {Λg; g ≺ V } ≤ Λ(2f) < +∞.
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Since K clearly satisfies (2.2.3), K ∈ MF . Then, in particular we have that µ(E) < +∞, for
every E ⊂ I.

STEP III: Every open set satisfies (2.2.3) (then, MF contains every open set V , since we have
that property (a) holds).
Let V be an open set. Observe that the case µ(V ) = 0 is trivial. Then assume that µ(V ) 6= 0
and let α be a real number such that 0 < α < µ(V ). So, there exists an f ≺ V with α < Λf .
Now observe that if W is any open set which contains the support K of f , then f ≺ W , hence
Λf ≤ µ(W ).
Given ε > 0, then exists Wε ⊃ K such that µ(Wε) < µ(K) + ε, by the definition of infimum.
Thus, Λf ≤ µ(Wε) < µ(K) + ε, and by making ε tend to zero, we get that Λf ≤ µ(K). This
exhibits a compact K ⊂ V with α < µ(K) ≤ µ(V ) for any α satisfying α < µ(V ). Then taking
α = µ(V ) − δ, for δ > 0, we have that µ(V ) − δ < µ(K) ≤ µ(V ), and making δ tend to zero,
we see that (2.2.3) holds for V .

STEP IV: Suppose E = ∪+∞
i=1Ei, where E1, E2, E3, . . . are pairwise disjoint members of MF .

Then
µ(E) =

+∞∑
i=1

µ(Ei). (2.2.7)

In addition, E ∈MF .
Let K1 and K2 be two disjoint compact sets. Then exist two disjoint open sets V1 and V2 such
that K1 ⊂ V1 ⊂ V1 ⊂ Kc

2 and K2 ⊂ V2 ⊂ V2 ⊂ Kc
1. Choose ε > 0. By the definition of µ,

there is an open set W ⊃ K1∪K2 such that µ(W ) < µ(K1∪K2) + ε/3, and there are functions
fi ≺ W ∩ Vi such that Λfi > µ(W ∩ Vi)− ε/3, (i = 1, 2).
Since Ki ⊂ W ∩ Vi and since V1 ∩ V2 = ∅, we have that f1 + f2 ≺ (W ∩ V1) ∪ (W ∩ V2) ⊂ W .
So, we obtain

µ(K1) + µ(K2) ≤ µ(W ∩ V1) + µ(W ∩ V2) < Λf1 + Λf2 + 2ε
3

≤ µ(W ) + 2ε
3 < µ(K1 ∪K2) + ε.

Since ε was arbitrary, from STEP I it follows that

µ(K1 ∪K2) = µ(K1) + µ(K2). (2.2.8)

Now, due to E ⊂ I, we have that µ(E) ≤ µ(I) < +∞. So choose ε > 0. Since Ei ∈MF , there
are compact sets Hi ⊂ Ei with

µ(Hi) > µ(Ei)− 2−iε (i = 1, 2, . . . ).

Putting Kn = H1 ∪ · · · ∪Hn, and applying induction on (2.2.8), we obtain

µ(E) ≥ µ(Kn) =
n∑
i=1

µ(Hi) >
n∑
i=1

(
µ(Ei)− 2−iε

)
. (2.2.9)
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Since (2.2.9) is true for all n and every ε > 0, using STEP I, it follows (2.2.7).
Besides, since

+∞∑
i=1

µ(Ei) = µ(E) ≤ µ(I) < +∞,

for every ε > 0 there exists some N := N(ε) ∈ N such that

µ(E) ≤
N∑
i=1

µ(Ei) + ε.

By (2.2.9), it follows that µ(E) ≤ µ(KN) + 2ε, and this shows that E ∈MF .

STEP V: If E ∈ MF and ε > 0, there is a compact K and an open V such that K ⊂ E ⊂ V
and µ(V \K) < ε.
Our definition of µ shows that there exist a compact set K and an open set V so that

µ(V )− ε

2 < µ(E) < µ(K) + ε

2 .

Since V \K is open, by STEP III we get that V \K ∈MF . Hence, STEP IV implies that

µ(K) + µ(V \K) = µ(V ) < µ(K) + ε.

STEP VI: If A ∈MF and B ∈MF , then A \B, A ∪B, and A ∩B belong to MF .
If ε > 0, STEP V shows that there are compact sets Ki and open sets Vi (i = 1, 2) such that
K1 ⊂ A ⊂ V1, K2 ⊂ B ⊂ V2, and µ(Vi \Ki) < ε, for i = 1, 2.
Since

A \B ⊂ V1 \K2 ⊂ (V1 \K1) ∪ (K1 \ V2) ∪ (V2 \K2),
using STEP I we get

µ(A \B) ≤ µ(V1 \K1) + µ(K1 \ V2) + µ(V2 \K2) < µ(K1 \ V2) + 2ε. (2.2.10)

Since K1 \ V2 is a compact subset of A \ B, (2.2.10) shows that A \ B satisfies (2.2.3), hence
A \B ∈MF .
Now A ∪ B = (A \ B) ∪ B, so it follows (by STEP IV ) that A ∪ B ∈ MF . Finally, A ∩ B =
A \ (A \B) ∈MF .

STEP VII: M is a σ-algebra in I containing all the Borel sets of I.
Let K be an arbitrary compact set in I (then K ∈MF ). If A ∈M, then Ac∩K = K \ (A∩K),
so that Ac ∩K is a difference of two members of MF . Hence, Ac ∩K ∈MF , and we conclude:
A ∈M implies Ac ∈M.
Next, suppose A = ∪i∈NAi, where Ai ∈M. Put B1 = A1 ∩K, and

Bn = (An ∩K) \ (B1 ∪ · · · ∪Bn−1) (n = 2, 3, . . . ).
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Then, {Bn}n∈N is a disjoint sequence of members of MF . Since A ∩ K = ∪n∈NBn, by STEP
IV, it belongs to MF . Hence, A ∈M.
Finally, if C is closed, then C ∩K is compact, hence C ∩K ∈ MF , so C ∈ M (in particular
I ∈M).
We have thus proved that M is a σ-algebra in I which contains all closed subsets of I. Hence,
M contains all Borel sets in I.

STEP VIII: MF = M (this implies assertion (c) of the theorem).
If E ∈ MF , STEP II and STEP VI imply that E ∩ K ∈ MF for every compact K, hence,
taking K = I we see that E ∈M.
Conversely, suppose E ∈ M, and choose ε > 0. By STEP III and STEP V, there is an open
set V ⊃ E, and there is a compact set K ⊂ E with µ(V \K) < ε. Since E ∩K ∈MF , by the
definition of supremum, there is a compact H ⊂ E ∩K with

µ(E ∩K) < µ(H) + ε.

Since E ⊂ (E ∩K) ∪ (V \K), it follows that

µ(E) ≤ µ(E ∩K) + µ(V \K) < µ(H) + 2ε,

which implies that E ∈MF .

STEP IX: µ is a positive measure on M.
It is a direct consequence of STEP IV and STEP VIII.

STEP X: For every f ∈ C(I), Λf =
∫
I fdµ (this proves the main part of the theorem).

Observe that if f is complex, then f = u + iv, so it is enough to prove this for a real f . Also,
it is enough to prove the inequality

Λf ≤
∫
I
fdµ (2.2.11)

for every real f ∈ C(I), since for once (2.2.11) is established, the linearity of Λ shows that

−Λf = Λ(−f) ≤
∫
I

(−f)dµ = −
∫
I
fdµ,

which, together with (2.2.11), shows that equality holds.
So, let [a, b] be an interval which contains the range of f . Choose ε > 0, and choose yi, for
i = 1, . . . , n := n(ε), so that yi − yi−1 < ε and y0 < a < y1 < · · · < yn = b. Put

Ei = {x: yi−1 < f(x) ≤ yi} (i = 1, 2, . . . , n).

Since f is continuous, f is Borel measurable, and the sets Ei are therefore disjoint Borel sets
whose union is I. By the definition of µ, there are open sets Vi ⊃ Ei such that

µ(Vi) < µ(Ei) + ε

n
(i = 1, . . . , n)
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and such that f(x) < yi + ε for all x ∈ Vi. By Lemma 2.2.3, there are functions hi ≺ Vi such
that ∑n

i=1 hi = 1 on I. Hence, f = ∑n
i=1 hif . Since hif ≤ (yi + ε)hi, and since yi− ε < f(x) on

Ei, we have

Λf =
n∑
i=1

Λ(hif) ≤
n∑
i=1

(yi + ε)Λ(hi) ≤
n∑
i=1

(yi + ε)µ(Vi)

≤
n∑
i=1

(yi + ε)µ(Ei) +
n∑
i=1

(yi + ε) ε
n

=
n∑
i=1

(yi − ε+ 2ε)µ(Ei) +
n∑
i=1

(yi + ε) ε
n

≤
n∑
i=1

(yi − ε)µ(Ei) + 2εµ(I) + (b+ ε)ε =
n∑
i=1

∫
Ei

(yi − ε)dµ+ ε[2µ(I) + b+ ε]

≤
n∑
i=1

∫
Ei
fdµ+ ε[2µ(I) + b+ ε] =

∫
I
fdµ+ ε[2µ(I) + b+ ε].

Since ε was arbitrary, (2.2.11) is established, and the proof of the theorem is completed.
�

Observation 2.2.6. µ(I) = ‖Λ‖, since

µ(I) ≥ sup {Λf ; 0 ≤ f ≤ 1, f ∈ C(I)}

and Λ(χI) = µ(I).
Definition 2.2.7. A positive measure µ defined on the σ-algebra of all Borel sets in an interval
I is called a Borel measure on I. We say that a Borel set E ⊂ I is outer regular or inner regular
if E has property (b) or (c) of Theorem 2.2.5 respectively. If every Borel set in I is both outer
and inner regular, µ is called regular.
Observation 2.2.8. The measure of the Riesz Representation Theorem (Theorem 2.2.5) is
regular.

2.2.2 Complex Measures

Before talk about the Riesz-Markov-Kakutani Representation Theorem, we must give the defi-
nition of a complex measure and the total variation of a complex measure. On this section, we
will study them and we will show that the total variation is indeed a positive measure. To do
so, we will follow [1].
Definition 2.2.9. Let M be a σ-algebra in a set X. We say that a countable collection {Ei}i∈N
of members of M is a partition of E if

E =
⋃
i∈N

Ei

and Ei ∩ Ej = ∅ whenever i 6= j.
Definition 2.2.10. A complex measure µ on M is a complex function on M such that is
σ-additive, i.e., for E ∈M we have that

µ(E) =
∑
i∈N

µ(Ei)

for any partition {Ei}i∈N of E.
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Definition 2.2.11. We define a set function |µ| on M by

|µ|(E) = sup

∑
i∈N
|µ(Ei)|

 (E ∈M)

where the supremum is being taken over all the partitions {Ei}i∈N of E. This function is called
the total variation of µ or the total variation measure.

Observe that if µ is positive, then µ = |µ|. Moreover, note that |µ(E)| ≤ |µ|(E). Our next step
is to show that |µ| is in fact a positive finite measure.

Proposition 2.2.12. The total variation |µ| of a complex measure µ on M is a positive measure
on M.

Proof. Let E ∈M, observe that clearly |µ|(E) ≥ |µ(E)| ≥ 0, then |µ| is a positive function on
M.
Now let’s fix {Ei}i a partition of E, we want to see that |µ|(E) = ∑

i |µ|(Ei).
First, choose ti ∈ R such that |µ|(Ei) ≥ ti ≥ 0 for each i ≥ 1 (for example, ti = (1− ε)|µ|(Ei),
for ε > 0). Then, by the definition of |µ|, we can find a partition {Aij}j of Ei such that∑

j

|µ(Aij)| ≥ ti.

Hence, due to {Aij}ij is a partition of E, it follows that∑
i

ti ≤
∑
i

∑
j

|µ(Aij)| ≤ |µ|(E).

Therefore, since
(1− ε)

∑
i

|µ|(Ei) =
∑
i

ti ≤ |µ|(E)

for any ε, making ε tend to zero, we see that∑
i

|µ|(Ei) ≤ |µ|(E).

To prove the opposite inequality, let {Aj}j be any partition of E, then for any fixed j, {Ei∩Aj}i
is a partition of Aj, and for any fixed i, {Ei ∩ Aj}j is a partition of Ei. Hence, using that µ is
a complex measure,

∑
j

|µ(Aj)| =
∑
j

∣∣∣∣∣∑
i

µ(Aj ∩ Ei)
∣∣∣∣∣ ≤∑

j

∑
i

|µ(Aj ∩ Ei)| =
∑
i

∑
j

|µ(Aj ∩ Ei)| ≤
∑
i

|µ|(Ei).

Since this inequality works for any partition {Aj}j of E, taking the supremum over all of them
we see that

|µ|(E) ≤
∑
i

|µ|(Ei).

�
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It reminds to see that |µ|(X) < +∞ for every complex measure µ on a set X. To do so, we
will take use of the following technical lemma.

Lemma 2.2.13. If z1, . . . , zn ∈ C, n ∈ N, there is S ⊆ {1, . . . , n} such that∣∣∣∣∣∣
∑
j∈S

zj

∣∣∣∣∣∣ ≤ 1
6
∑
j

|zj|.

Proof. Put w = |z1|+ · · ·+ |zn| and consider C as the union of four closed quadrants bounded
by the lines y = ±x. At least, there is one of them containing zi1 , . . . , zim satisfying |zi1 |+ · · ·+
|zim| ≥ 1

4w, for m ∈ N and m ≤ n. Let’s consider S = {i1, . . . , im} and let Q be that quadrant.
Since |∑m

k=1 zike
iθ| = |∑m

k=1 zik |, by an argument of rotation of the elements zi’s, we can assume
without lose of generality that Q is the quadrant defined by |y| ≤ x. Now observe that if
z = a+ ib ∈ Q, then

|z|2 = a2 + b2 ≤ 2a2 ⇒ Re(z) ≥ |z|√
2
.

Finally, ∣∣∣∣∣∣
∑
j∈S

zj

∣∣∣∣∣∣ =

∣∣∣∣∣∣
∑
j∈S

(Re(zj) + i Im(zj))

∣∣∣∣∣∣ ≥
∑
j∈S

Re(zj) ≥
1√
2
∑
j∈S
|zj| ≥

1√
2
w

4 ≥
w

6 .

�

Proposition 2.2.14. If µ is a complex measure on X, then |µ|(X) < +∞.

Proof. We first show that if |µ|(E) = +∞ for some E ∈M, then E = A∪B, where A,B ∈M
are disjoint and |µ(A)| > 1, |µ|(B) = +∞.
Let’s take E ∈ M. The definition of |µ| shows that for every t < +∞, there corresponds a
partition {Ej}j of E such that ∑j |µ(Ej)| > t. Let us take

t = 6(1 + |µ(E)|) ≤ 6(1 + |µ(X)|) < +∞.

Then, since ∑j |µ(Ej)| > t for some {Ej}j partition of E, there exists some n ∈ N such that
n∑
j=1
|µ(Ej)| > t.

Let zj = µ(Ej), then by the Lemma 2.2.13, exists some set S ⊆ {1, . . . , n} such that∣∣∣∣∣∣
∑
j∈S

zj

∣∣∣∣∣∣ ≤ 1
6
∑
j

|zj|.

Let A = ∪j∈SEj, then it follows that

A ⊂ E and |µ(A)| =

∣∣∣∣∣∣
∑
j∈S

µ(Ej)

∣∣∣∣∣∣ ≥ 1
6

n∑
j=0
|µ(Ej)| >

t

6 = 1 + |µ(E)| ≥ 1.
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If we take B = E \ A, then

|µ(B)| = |µ(E)− µ(A)| ≥ |µ(A)| − |µ(E)| > t

6 − |µ(E)| = 1.

Since |µ|(E) = |µ|(A) + |µ|(B) and |µ|(E) = +∞, either |µ|(A) = +∞ or |µ|(B) = +∞ (or
both). So, we get the claim.
Now assume that |µ|(X) = +∞. We define a sequence of sets {An}n and {Bn}n of X as follows:
Put A0 = ∅ and B0 = X. Then, to construct the following sets for n ≥ 1, we apply the previous
claim to Bn−1 (|µ|(Bn−1) = +∞) choosing Bn as the set B and An as the set A of the claim.
Then, we see that An, Bn ⊂ Bn−1, An ∩Bn = ∅, |µ(An)| > 1 and |µ|(Bn) = +∞.
We does inductively obtain disjoint sets A1, A2, A3, . . . with |µ(An)| > 1 for every n ≥ 1. If
C = ∪nAn,

µ(C) =
∑
n≥1

µ(An).

But this series can’t converge, since µ(An) does not tend to zero. This contradiction shows
that |µ|(X) < +∞ must hold. �

Definition 2.2.15. If µ and λ are complex measures on the same σ-algebra M, we define µ+λ
and cµ by

(µ+ λ)(E) = µ(E) + λ(E),
(cµ)(E) = cµ(E),

(E ∈M)

for any scalar c ∈ C. It is then trivial to verify that µ+λ and cµ are complex measures. Then,
the collection of all complex measures on M, denoted by M , is thus a vector space. If we put

‖µ‖ = |µ|(X)

it is easy to verify that all axioms of a normed linear space are satisfied.

2.2.3 The Radon-Nikodym Theorem

We now turn to the Radon-Nikodym Theorem, which is probably one of the most important
theorems in measure theory. This theorem concerns the concept of absolute continuity which
gives a certain meaning of continuity of the complex measures.

Definition 2.2.16. Let µ be a positive measure on a σ-algebra M, λ an arbitrary measure
on M (positive or complex), we say that λ is absolutely continuous respect to µ, and write
λ << µ, if λ(E) = 0 for each E ∈M such that µ(E) = 0.
If there is a set A ∈M with λ(E) = λ(E ∩A) for all E ∈M, we say that λ is concentrated on
A, which is equivalent to λ(E) = 0 for each E ∩ A = ∅.

Definition 2.2.17. Suppose λ1, λ2 are two measures on M (positives or complexes), and
suppose that exist A,B ∈M such that A∩B = ∅, λ1 is concentrated on A and λ2 is concentrated
on B. Then we say that λ1 and λ2 are mutually singular and write λ1 ⊥ λ2.
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Proposition 2.2.18. Suppose µ, λ, λ1, λ2 are measures on a σ-algebra M and µ is positive:
(a) If λ is concentrated on A, so is |λ|.
(b) If λ1 ⊥ λ2, then |λ1| ⊥ |λ2|.
(c) If λ1 ⊥ µ and λ2 ⊥ µ, then λ1 + λ2 ⊥ µ.
(d) If λ1 << µ and λ2 << µ, then λ1 + λ2 << µ.
(e) If λ << µ, then |λ| << µ.
(f) If λ1 << µ and λ2 ⊥ µ, then λ1 ⊥ λ2.
(g) If λ << µ and λ ⊥ µ, then λ = 0.

Proof. (a) If E ∩ A = ∅ and {Ej}j is a partition of E, then since λ is concentrated on A,
λ(Ej) = 0 for all j, so |λ|(E) = 0.
(b) Let A,B ∈M such that A ∩ B = ∅, λ1 is concentrated on A and λ2 is concentrated on B.
Then from (a), |λ1| is concentrated on A and |λ2| is concentrated on B. Thus, |λ1| ⊥ |λ2|.
(c) Let A1, B1 ∈M such that A1 ∩ B1 = ∅, λ1 is concentrated on A1 and µ is concentrated on
B1, and let A2, B2 ∈M such that A2 ∩B2 = ∅, λ2 is concentrated on A2 and µ is concentrated
on B2. Taking A = A1 ∪A2 and B = B1 ∩B2, we have that for all E ∈M such that E ∩A = ∅
(then E ∩ A1 = E ∩ A2 = ∅)

(λ1 + λ2)(E) = λ1(E) + λ2(E) = 0,

and if E ∩B = ∅,
µ(E) = µ(E ∩B1 ∩B2) = 0.

Moreover, (A1 ∪ A2) ∩ (B1 ∩B2) = ∅. Therefore, λ1 + λ2 ⊥ µ.
(d) Obvious.
(e) Let {Ej}j be a partition of E ∈ M and µ(E) = 0. Since µ is positive, µ(Ej) = 0 for each
j. So, λ(Ej) = 0 for all j. Hence, |λ|(E) = 0.
(f) Since λ2 ⊥ µ, there is a set A where µ(A) = 0 and where λ2 is concentrated. Then,
λ1(A) = 0 (λ1 << µ). Hence, for any E ⊂ A, λ1(E) = 0, and so λ1 is concentrated on B ⊆ Ac.
(g) By (f), we have that λ ⊥ λ. Hence, λ = 0. �

The following proposition, gives us a continuity sense for measures that are absolutely contin-
uous.

Proposition 2.2.19. Suppose µ and λ are measures on a σ-algebra M, µ is positive and λ is
complex. Then the following two conditions are equivalent:
(a) λ << µ,
(b) ∀ε > 0, ∃δ > 0 such that |λ(E)| < ε for all E ∈M with µ(E) < δ.

Proof. If (b) holds, let E ∈M such that µ(E) = 0. Then, for any ε > 0, |λ(E)| < ε (because
µ(E) < δ for any δ > 0). Hence, λ(E) = 0.
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If (b) is false, then ∃ε > 0 and there exist sets En ∈M (n = 1, 2, . . . ) such that µ(En) < 2−n
but |λ(En)| ≥ ε. Then, in particular, |λ|(En) ≥ ε.
Let An = ∪i≥nEi, and define A = ∩n≥1An. Then µ(An) ≤ ∑

i≥n µ(Ei) <
∑
i≥n 2i = 21−n and

An+1 ⊆ An. Hence,
µ(A) = lim

n→+∞
µ(An) ≤ lim

n→+∞
21−n = 0.

Moreover, |λ|(A) ≥ limn→+∞ |λ|(An) ≥ ε > 0, since |λ|(An) ≥ |λ|(En).
Thus, |λ| is not absolute continuous respect to µ. Thus, by Proposition 2.2.18 (e), λ is not
absolute continuous respect to µ.

�

The following two lemmas, which both are concerned with measurable functions, will be used
many times on what follows in this chapter.

Lemma 2.2.20. Suppose µ is a complex measure on a σ-algebra M, f ∈ L1(µ), S is a closed
set in the complex plane, and the averages

AE(f) = 1
µ(E)

∫
E
fdµ

lie in S for all E ∈M with µ(E) > 0. Then, f(x) ∈ S a.e. x ∈ X.

Proof. We will see that if E ∈ f−1(Sc), then µ(E) = 0. Let ∆ be a closed circular disc,
∆ = D(α, r) for some α ∈ Sc and r > 0, such that ∆ ⊂ Sc. Since Sc ⊆ C is open, Sc is the
union of countable many such discs. So, it is enough to prove that µ(E) = 0 where E = f−1(∆).
If we have that µ(E) > 0, then

|AE(f)− α| = 1
µ(E)

∣∣∣∣∫
E

(f − α)dµ
∣∣∣∣ ≤ 1

µ(E)

∫
E
|f − α| dµ ≤ r

1
µ(E)µ(E) = r,

which the last inequality holds because f(E) ⊂ ∆. But this means that AE(f) ∈ ∆ ⊂ Sc,
which is impossible (by hypothesis, AE(f) ∈ S). Thus, µ(E) = 0.

�

Lemma 2.2.21. Let µ be a positive measure on a σ-algebra M in a set X:
(a) Suppose f : X → [0,+∞] is measurable, E ∈M, and

∫
E fdµ = 0. Then f = 0 a.e. on E.

(b) Suppose f ∈ L1(µ) and
∫
E fdµ = 0 for every E ∈M. Then, f = 0 a.e. on X.

Proof. Let’s first see (a). Take E ∈M. If An = {x ∈ E; f(x) > 1/n}, n ∈ N, then

1
n
µ(An) = 1

n

∫
An
dµ ≤

∫
An
fdµ = 0,

so that µ(An) = 0. Since
{x ∈ E; f(x) > 0} = ∪nAn,

(a) follows.
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Now, we see (b). Put f = u+ iv, and let E = {x; u(x) ≥ 0}. Let u+ be the positive real part of
f , then since

∫
E fdµ = 0, we get that 0 = Re (

∫
E fdµ) =

∫
E u

+dµ, and (a) implies that u+ = 0
a.e. on X.
We conclude similar that u− = v+ = v− = 0 a.e. on X. Thus, f = 0 a.e. on X.

�

Now we present the Lebesgue Decomposition Theorem, from which the Radon-Nikodym The-
orem follows directly.

Proposition 2.2.22 (Lebesgue Decomposition Theorem). Let λ be a positive finite measure
and let µ be a σ-finite positive measure, both on a σ-algebra M in a set X. Then, there is a
unique pair of measures λa and λs on M such that

λ = λs + λa, λa << µ, λs ⊥ µ. (2.2.12)

Proof. First, let’s see the unicity. If λ′a and λ′s is another pair that satisfies (2.2.12), then
λs + λa = λ′s + λ′a. So,

λs − λ′s = λ′a − λa,
and by Proposition 2.2.18 (c) and (d),

λ′a − λa << µ and λs − λ′s ⊥ µ.

Thus, by Proposition 2.2.18 (g),

λ′a = λa and λs = λ′s.

Now, let’s see the existence. First we deal with the case when µ is a finite positive measure.
Put ϕ = λ+ µ, then ϕ is a positive and finite measure on M, and we have that∫

X
fdϕ =

∫
X
fdλ+

∫
X
fdµ.

Observe that if f ∈ L2(ϕ), then∣∣∣∣∫
X
fdλ

∣∣∣∣ ≤ ∫
X
|f |dλ ≤

∫
X
|f |dϕ ≤

(∫
X
|f |2dϕ

)1/2
ϕ(X)1/2 < +∞,

where in the last inequality we have used the Cauchy-Schwarz inequality. Then the mapping

f 7−→
∫
X
fdλ

defines a bounded linear operator in the Hilbert space L2(ϕ). So, since every Hilbert space is
isomorphic to its dual, there exists a unique g ∈ L2(ϕ) such that∫

X
fdλ =

∫
X
fgdϕ (2.2.13)
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for every f ∈ L2(ϕ).
Put f = χE in (2.2.13), for E ∈M with ϕ(E) > 0. Then it follows that λ(E) =

∫
E gdϕ. Now,

since 0 ≤ λ ≤ ϕ,
0 ≤ λ(E)

ϕ(E) = 1
ϕ(E)

∫
X
gdϕ ≤ 1.

Hence, by Lemma 2.2.20, g(x) ∈ [0, 1] a.e.x [ϕ].
Since g ∈ L2(ϕ), we can assume then that 0 ≤ g ≤ 1 for all x ∈ X, without affecting (2.2.13).
So we rewrite (2.2.13) in the form∫

X
(1− g)fdλ =

∫
X
gfdµ (f ∈ L2(ϕ)). (2.2.14)

Put A = {x; 0 ≤ g(x) < 1} and B = {x; g(x) = 1}, and define

λa(E) = λ(A ∩ E), λs(E) = λ(B ∩ E) (E ∈M).

If we take f = χB in (2.2.14), we see that µ(B) = 0. Then λs ⊥ µ.
Now, observe that since g is bounded, (2.2.14) holds if we replace f by (1 + g + · · · + gn)χE,
for n ∈ N and E ∈M. We then obtain∫

E
(1− gn+1)dλ =

∫
X

(1− g)fdλ =
∫
X
gfdµ =

∫
E
g(1 + g + · · ·+ gn)dµ. (2.2.15)

At every point of B, g(x) = 1, hence 1 − gn+1(x) = 0. However, at every point of A, gn+1

converges to 0 monotonically on n. Then the left side of (2.2.15) converges, therefore, by the
monotone convergence theorem, to λ(A ∩E) = λa(E) as n→ +∞. The integrand on the right
side of (2.2.15) increases monotonically to a positive measurable limit

h = g

1− gχA,

and the monotone convergence theorem shows that the right side tends to
∫
E hdµ as n→ +∞.

Then, we have proved that
λa(E) =

∫
E
hdµ (2.2.16)

for every E ∈M. In particular, for E = X, we see that h ∈ L1(µ), since λ(X) < +∞.
Therefore, if µ(E) = 0 for some E ∈M, then

0 =
∫
E
hdµ =

∫
A∩E

dλ = λa(E).

Thus, λa << µ and the theorem follows when µ is a finite positive measure.
Now, if µ is a σ-finite positive measure on M, then X is the union of countably many sets
Xn such that µ(Xn) < +∞ (n ≥ 1). We may assume that the Xn are disjoint, for if not, we
replace {Xn}n by {Yn}n, where Y1 = X1 and Yn = Xn \ (Y1 ∪ · · · ∪ Yn−1) for n ≥ 2. Then, we
can apply the same argument to the measures µ and λn for each Xn, where λn is defined by
λn(E) := λ(E ∩Xn) for every E ∈M. Hence, the decomposition for each λn and µ add up to
a decomposition of λ and µ, since λ(E) = ∑

n λn(E).
�
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Definition 2.2.23. The pair λa and λs is called the Lebesgue decomposition of λ relative to
µ.

Finally, we present the Radon-Nikodym Theorem. The point of this theorem is the converse.
However, on this section we will not go such further for this theorem.

Theorem 2.2.24 (Radon-Nikodym Theorem). Let λ be a positive finite measure and let µ be
a σ-finite positive measure, both on a σ-algebra M in a set X, such that λ << µ. Then, there
exists a unique h ∈ L1(µ) such that

λ(E) =
∫
E
hdµ (E ∈M). (2.2.17)

Proof. First, let’s see the unicity. If h′ ∈ L1(µ) is another function satisfying (2.2.17), then∫
E

(h− h′)dµ = 0

for every E ∈M. Hence, by Lemma 2.2.21 (b), h = h′ a.e. [µ].

Now, let’s see the existence. By Proposition 2.2.22, we can get the Lebesgue decomposition of
λ relative to µ

λ = λs + λa, λa << µ, λs ⊥ µ.

Since λ << µ and λs ⊥ µ, then λs = 0. Therefore, λ = λa. Thus, we have seen in the proof of
Proposition 2.2.22 in (2.2.16) that there exists an h ∈ L1(µ) such that

λ = λa(E) =
∫
E
hdµ

for every E ∈M. This ends the proof.
�

Definition 2.2.25. The function h is called the Radon-Nikodym derivative of λ respect to µ.
We may express it in the form dλ = hdµ (or h = dλ

dµ
).

Now, we introduce the real measures for a σ-algebra M on a set X.

Definition 2.2.26. A signed measure µ on M is a function defined as

µ : M→ R ∪ {+∞}

such that is σ-additive, i.e., for E ∈M we have that

µ(E) =
∑
i

µ(Ei)

for any partition {Ei}i of E.

Observation 2.2.27. When a signed measure µ is finite is, in particular, a complex measure.
Therefore, we can define its total variation |µ| as we did for the complex measures.
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Definition 2.2.28. Let µ be a finite signed measure on a σ-algebra M. The positive and
negative variations of µ are the positive measures on M defined as

µ+ = 1
2 (|µ|+ µ) , µ− = 1

2 (|µ| − µ) .

Then, observe that µ+ and µ− are both bounded and they satisfy

µ = µ+ − µ−, |µ| = µ+ + µ−.

This representation of µ as the difference of the positive measures µ+ and µ− is known as the
Jordan decomposition of µ.

Now, let µ be a σ-finite measure and let λ be a complex measure on M. Then λ = λ1 + iλ2
where λ1 and λ2 are finite signed measures. So, applying the Lebesgue decomposition and the
Radon-Nykodim Theorem to the positive and negative variations of λ1 and λ2, we also have
the following corollary.

Corollary 2.2.29. The Lebesgue decomposition and the Radon-Nikodym theorem are valid if
µ is a positive σ-finite measure on M and if λ is a complex measure on M.

2.2.4 Consequences of the Radon-Nikodym Theorem

On this section we see some of the consequences of the Radon-Nikodym Theorem. As an inter-
esting one, we will study the Hahn Decomposition Theorem, which characterizes the positive
and the negative variations of a finite signed measure.

Corollary 2.2.30 (The polar representation of µ). Let µ be a complex measure on a σ-algebra
M in a set X. There is a measurable function h such that |h(x)| = 1 for every x ∈ X and such
that

dµ = hd|µ|.

Proof. It is obvious that µ << |µ| and, therefore, the Radon-Nikodym Theorem guarantees the
existence of h ∈ L1(|µ|) which satisfies dµ = hd|µ|. So, let Ar := {x : |h(x)| < r} where r > 0
and let {Ej}j a partition of Ar. Then,

∑
j

|µ(Ej)| =
∑
j

∣∣∣∣∣
∫
Ej
dµ

∣∣∣∣∣ =
∑
j

∣∣∣∣∣
∫
Ej
hd|µ|

∣∣∣∣∣ ≤ r
∑
j

|µ|(Ej) = r|µ|(Ar).

So that, taking the supremum over all the partitions, it follows that |µ|(Ar) ≤ r|µ|(Ar). Then,
if r < 1, clearly |µ|(Ar) = 0, so |h| ≥ 1 a.e. [|µ|].
Now, let E ∈M such that |µ|(E) > 0, then∣∣∣∣∣ 1

|µ|(E)

∫
E
hd|µ|

∣∣∣∣∣ =
∣∣∣∣∣ 1
|µ|(E)

∫
E
dµ

∣∣∣∣∣ =
∣∣∣∣∣ µ(E)
|µ|(E)

∣∣∣∣∣ ≤ 1.

So, using Lemma 2.2.20 and the fact that |h| ≥ 1 a.e. [|µ|], we deduce that |h| = 1 a.e. [|µ|].
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Finally, take B = {x ∈ X; |h(x)| 6= 1}. We have seen that |µ|(B) = 0, so defining h(x) = 1 for
x ∈ B, we have the desired function.

�

Corollary 2.2.31. Suppose µ is a positive measure on M, g ∈ L1(µ) and

λ(E) =
∫
E
gdµ, (E ∈M).

Then,
|λ|(E) =

∫
E
|g|dµ, (E ∈M).

Proof. First observe that if g is a positive real function a.e. in [µ], then we are done. Hence,
suppose the contrary. Then λ is a complex (and may also real) measure. So, by Corollary 2.2.30,
∃h ∈ L1(µ) with |h| = 1 such that dλ = hd|λ| (i.e., λ(E) =

∫
E hd|λ| for each E ∈ M). By

hypothesis, dλ = gdµ. Therefore, hd|λ| = gdµ as measures. Hence,∫
E
d|λ| =

∫
E
hhd|λ| =

∫
E
hgdµ (E ∈M),

and we get that d|λ| = hgdµ as measures. Since |λ| ≥ 0 and µ ≥ 0, it follows that hg ≥ 0 a.e.
[µ]. Since h is a complex measurable function, necessarily hg = |g| a.e. [µ]. Thus,

|λ|(E) =
∫
E
|g|dµ (E ∈M).

�

Theorem 2.2.32 (The Hahn Decomposition Theorem). Let µ be a finite signed measure on a
σ-algebra M in a set X. Then, there exist disjoint sets A and B in M such that A ∪ B, and
such that the positive and negative variations of µ satisfy

µ+(E) = µ(A ∩ E), µ−(E) = −µ(B ∩ E) (E ∈M).

The pair A and B is called the Hahn decomposition of X, induced by µ.

Proof. By Corollary 2.2.30, dµ = hd|µ|, where |h| = 1. Since µ is real, it follows that h is real
a.e. in X. Hence, we can redefine h to be real everywhere. Then, h = ±1. Put

A = {x : h(x) = 1}, B = {x : h(x) = −1}.

Since µ+ = 1
2(|µ|+ µ), and since

1
2(1 + h) =

{
h on A,
0 on B,

we have, for any E ∈M,

µ+(E) = 1
2

∫
E

(1 + h)d|µ| =
∫
E∩A

hd|µ| = µ(E ∩ A).
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Since µ(E) = µ(E ∩ A) + µ(E ∩B) and since µ = µ+ − µ−, it follows that for any E ∈M,

µ−(E) = −µ(B ∩ E).

�

Finally, we can see that the Hahn-Bannach decomposition of a finite signed measure µ is the
smallest decomposition in the sense that we state on the following corollary.

Corollary 2.2.33. If µ = λ1 − λ2, where λ1 and λ2 are positive measures, then λ1 ≥ µ+ and
λ2 ≥ µ−.

Proof. Since µ ≤ λ1, we have for any E ∈M

µ+(E) = µ(E ∩ A) ≤ λ1(E ∩ A) ≤ λ1(E).

On the other side,

λ2 = λ1 − µ = λ1 − (µ+ − µ−) = µ− + (λ1 − µ+) ≥ µ−.

�

2.2.5 Riesz-Markov-Kakutani Representation Theorem on C([0, 1])

Now, we are in conditions to study the Riesz-Markov-Kakutani Representation Theorem. To
do so, we first introduce some results about Borel complex measures.

Definition 2.2.34. A Borel complex measure is any measure µ defined on B(I) (the σ-algebra
of the Borel sets). If the total variation of a Borel complex measure is both inner regular and
outer regular, it is called a regular Borel complex measure. We denote the space of regular
Borel complex measure on the interval I by M(I).

Proposition 2.2.35. Let µ1 and µ2 be two regular Borel complex measures on the interval I,
then µ1 − µ2 is also a regular Borel complex measure on I.

Proof. The difference of Borel complex measures is clearly a Borel complex measure, so that
we just have to see that the measure µ1 − µ2 is regular.
First observe that since |µ2| = | − µ2|, the function −µ2 is a regular Borel complex measure.
Hence, let’s take µ3 = −µ2. Then, we have to see that the complex Borel measure µ1 + µ3 is
regular. So, take an ε > 0 and a measurable set E ∈ B(I). Since both µ1 and µ3 are inner
regular, there exist compacts sets K1 and K3 in I such that |µi|(E)− |µi|(Ki) < ε/2 (i = 1, 3).
Hence let K = K1 ∪K3. Clearly, K is a compact set in I and

|µ1 + µ3|(E \K) ≤ (|µ1|+ |µ3|)(E \K) = (|µ1|+ |µ3|)(E)− (|µ1|+ |µ3|)(K)
= (|µ1|+ |µ3|)(E)− |µ1|(K1)− |µ3|(K3) < ε.
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Moreover, since both µ1 and µ3 are outer regular, there exist open sets V1 and V3 such that
|µi|(Vi)− |µi|(E) < ε/2 (i = 1, 3). Hence let V = V1 ∩ V3, then V is also an open set and

|µ1 + µ3|(V \ E) ≤ (|µ1|+ |µ3|)(V \ E) = (|µ1|+ |µ3|)(V )− (|µ1|+ |µ3|)(E)
≤ |µ1|(V1) + |µ3|(V3)− (|µ1|+ |µ3|)(E) < ε.

Thus, µ1 + µ3 is a regular Borel complex measure.
�

The following result is another of the consequences of the Radon-Nikodym Theorem, and states
that the dual of the Lebesgue space Lp (when 1 ≤ p < ∞) is the Lebesgue space Lq, where q
is the conjugate exponent of p (that is, 1/p+ 1/q = 1).

Corollary 2.2.36 (Riesz-Representation Theorem for Lebesgue spaces). Suppose 1 ≤ p <∞,
µ is a finite positive measure on a σ-algebra M in the interval I, and Φ is a bounded linear
functional on Lp(µ). Then, there is a unique g ∈ Lq(µ) such that

Φ(f) =
∫
I
fgdµ (f ∈ Lp(µ)), (2.2.18)

where 1
p

+ 1
q

= 1. Moreover, if Φ and g are related as (2.2.18), we have

‖Φ‖ = ‖g‖Lq(µ) := ‖g‖q .

In other words, Lq(µ) is the dual space of Lp(µ), under the stated conditions.

Proof. The uniqueness of g is clear, for if g and g′ satisfy the properties, then taking f = χE,
the integral of g − g′ over any measurable set E is zero, then by Lemma 2.2.21 (b), g = g′ a.e.
Moreover, if Φ(f) =

∫
I fgdµ for any f ∈ Lp(µ), by the Hölder’s inequality, we get that ‖Φ‖ ≤

‖g‖∞. So it remains to prove that the other inequality holds and that such g exists.
First, observe that if ‖Φ‖ = 0, taking g = 0 we are done. So assume ‖Φ‖ > 0.
For any measurable set E ⊂ I, define

λ(E) := Φ(χE).

Since Φ is linear, and since χA∪B = χA + χB if A and B are disjoint, we deduce that λ is
additive. To prove countable additivity, suppose E is the union of countably many disjoint
measurable sets Ei, put Ak = E1 ∪ · · · ∪ Ek, and note that

‖χE − χAk‖p = [µ(E − Ak)]1/p → 0

as k →∞ (since p < +∞). The continuity of Φ now shows that λ(E−Ak)→ 0 as k →∞. So
λ is a complex measure.
Observe now that if µ(E) = 0, then λ(E) = Φ(χE) = 0 (since χE = 0 a.e. in µ), so λ << µ.
Hence, the Radon-Nikodym Theorem ensures the existence g ∈ L1(µ) such that, for every
measurable E ⊂ I,

Φ(χE) = λ(E) =
∫
E
gdµ =

∫
I
χEgdµ.
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By linearity, it follows that
Φ(f) =

∫
I
fgdµ (2.2.19)

holds for every simple measurable f , and so for every f ∈ L1(µ).
We want to conclude that g ∈ Lq(µ) and that ‖Φ‖ = ‖g‖q; it is best to split the argument into
two cases:

(a) Case 1 (p = 1): We have that∣∣∣∣∫
E
gdµ

∣∣∣∣ = |Φ(χE)| ≤ ‖Φ‖µ(E)

for every E ∈M. By Lemma 2.2.20, |g(x)| ≤ ‖Φ‖ a.e. Thus, ‖g‖∞ ≤ ‖Φ‖.

(b) Case 2 (1 < p < +∞): Observe that since µ is a finite positive measure, then Lp(µ) ⊂ L1(µ)
(for every 1 < p ≤ +∞), then (2.2.19) is well defined for any f ∈ Lp(µ), 1 < p < +∞.
Let α be a measurable function such that |α| = 1 and αg = |g|. Let En = {x : |g(x)| ≤ n},
and put f = χEn|g|q−1α. Then, |f |p = |g|(q−1)p = |g|q on En, f ∈ Lp(µ), and (2.2.19) gives∫

En
|g|qdµ =

∫
I
χEnαg|g|q−1 dµ =

∫
I
fgdµ = Φ(f)

≤ ‖Φ‖ ‖f‖p = ‖Φ‖
(∫

En
|g|q

)1/p
,

so that ∫
I
χEn|g|qdµ ≤ ‖Φ‖

q ,

for every n = 1, 2, 3, . . . . Applying the monotone convergence to hn := χEn|g|q ∈ L1(µ)
(0 ≤ hn ≤ hn+1), we obtain ‖g‖q ≤ ‖Φ‖.

Thus, for any 1 ≤ p < +∞, ‖g‖q = ‖Φ‖ and g ∈ Lq(µ).
�

Finally, we are in conditions to state and proof the most important result in this section.

Theorem 2.2.37 (Riesz-Markov-Kakutani Representation Theorem). To each bounded linear
functional Φ on C(I) there corresponds a unique complex regular Borel measure µ such that

Φ(f) =
∫
I
fdµ = 〈f, µ〉 (f ∈ C(I)). (2.2.20)

Moreover, if Φ and µ are related as in (2.2.20), then ‖Φ‖ = ‖µ‖.

Proof. We first settle the uniqueness question. Suppose µ ∈ M(I) and
∫
I fdµ = 0 for every

f ∈ C(I). By Corollary 2.2.30, there is a Borel function h (measurable in d|µ|), with |h| = 1
such that dµ = hd|µ|. Then, for any sequence {fn}n in C(I) we have that
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|µ|(I) =
∫
I
d|µ| =

∫
I
|h|2d|µ|+

∫
I
fndµ =

∫
I
|h|2d|µ|+

∫
I
fnhd|µ| =

=
∫
I

(h− fn)hd|µ| =
∣∣∣∣∫
I

(h− fn)hd|µ|
∣∣∣∣ ≤ ∫

I
|h− fn|d|µ|,

(2.2.21)

and since C(I) is dense in L1(|µ|) (indeed, the continuous functions with compact support in
R are dense in L1(|µ|)), {fn}n can be so chosen such that the last expression in (2.2.21) tends
to zero as n → +∞. Then we get that |µ|(I) = 0. So, |µ(E)| ≤ |µ|(E) ≤ |µ|(I) = 0 for any
E ∈ B(I). Hence, µ = 0.
Finally, since the difference of two regular Borel complex measures on I is also regular, we get
the unicity.

Now consider a given bounded linear functional Φ on C(I). Observe that if Φ = 0, taking µ = 0
we are done. Then, without lose of generality assume ‖Φ‖ = 1 (otherwise take Φ/ ‖Φ‖). We
will construct a positive linear functional Λ on C(I), such that

|Φ(f)| ≤ Λ(|f |) ≤ ‖f‖∞ (f ∈ C(I)), (2.2.22)

where ‖f‖∞ denotes the supremum norm.
Let C+(I) the set of positive continuous functions and let

Λf = sup{|Φ(h)|; h ∈ C(I), |h| ≤ f} (f ∈ C+(I)).

Then, clearly Λf ≥ 0 for any f ∈ C+(I). Moreover,

|Φ(f)| ≤ sup{|Φ(h)|; h ∈ C(I), |h| ≤ |f |} = Λ(|f |),

and
Λ(|f |) ≤ sup{‖Φ‖ ‖h‖∞ ; h ∈ C(I), |h| ≤ |f |} ≤ ‖f‖∞ .

Hence, Λ satisfies (2.2.22) and it just remains to see the linearity.
Observe that for any c ∈ R>0 and f ∈ C+(I),

Λ(cf) = sup{|Φ(h)|; h ∈ C(I), |h| ≤ cf}
= sup{|Φ(ch)|; ch ∈ C(I), |ch| ≤ cf}
= cΛf

(if c = 0, then Λ(0) = 0 since Φ is linear).
Hence, to prove the linearity we just have to show that

Λ(f + g) = Λf + Λg, f and g ∈ C+(I). (2.2.23)

To do so, observe that 0 ≤ f1 ≤ f2 implies Λf1 ≤ Λf2. Then, fix f and g in C+(I). By the
definition of supremum, if ε > 0, there exists |h1| and |h2| in C(I) such that |h1| ≤ f , |h2| ≤ g,
and

Λf ≤ |Φ(h1)|+ ε, Λg ≤ |Φ(h2)|+ ε.
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Moreover, there are complex numbers αi, |αi| = 1, so that αiΦ(hi) = |Φ(hi)|, (i = 1, 2). Then,
since |α1h1 + α2h2| ≤ |h1|+ |h2| ≤ f + g,

Λf + Λg ≤ |Φ(h1)|+ ε+ |Φ(h2)|+ ε = Φ(α1h1 + α2h2) + 2ε ≤

≤ Λ(|h1|+ |h2|) + 2ε ≤ Λ(f + g) + 2ε,
and this inequality holds for any ε. Therefore, Λf + Λg ≤ Λ(f + g).
For the other inequality, choose h ∈ C(I) subject only to the condition |h| ≤ f + g, and let
V = {x : f(x) + g(x) > 0} (which is an open set in I since f and g are continuous functions).
We define

h1(x) := f(x)h(x)
f(x) + g(x) , h2(x) := g(x)h(x)

f(x) + g(x) (if x ∈ V ),

and h1(x) = h2(x) = 0 if x /∈ V . It is clear that h1 is continuous at every point x0 ∈ V (since
V is open). If x0 /∈ V , then h(x0) = 0 and due to h is continuous and |h1(x)| ≤ |h(x)| for all
point x ∈ I, it follow that x0 is a point of continuity of h1 (for any ε > 0, ∃δ > 0 such that if
|x− x0| < δ, then |h1(x)| ≤ |h(x)| < ε). Thus, h1 ∈ C(I), and the same holds for h2.
Since h = h1 + h2 and |h1| ≤ f , |h2| ≤ g (because we are supposing |h| ≤ f + g), we have

|Φ(h)| = |Φ(h1) + Φ(h2)| ≤ |Φ(h1)|+ |Φ(h2)| ≤ Λf + Λg.

Finally, taking the supremum over all h ∈ C(I) such that |h| ≤ f + g, we get (2.2.23). Thus, Λ
is linear.
If f is now a real function, f ∈ C(I), then 2f+ = |f | + f so that f+ ∈ C+(I) and 2f− = |f | − f
so that f− ∈ C+(I). Since f = f+ − f−, it is natural to define

Λf = Λf+ − Λf− (f ∈ C(I), f real).

Moreover, we can define
Λ(u+ iv) = Λu+ iΛv.

By simple algebraic manipulations, it is easy to show that our extended function Λ is linear on
C(I).
Then, by the Theorem 2.2.5, we can associate that linear operator with a regular positive Borel
measure as

Λf =
∫
I
fdλ,

such that
λ(I) = ‖Λ‖ .

Since |Λf | ≤ 1 if ‖f‖∞ ≤ 1, we see that actually λ(I) ≤ 1. Using (2.2.22), we also deduce that

|Φ(f)| ≤ Λ(|f |) =
∫
I
|f |dλ = ‖f‖1 (2.2.24)

for any f ∈ C(I). Thus, Φ is a linear functional on C(I) of norm at most 1 with respect to the
L1(λ)-norm on C(I). Then, since the set C(I) is dense in L1(λ), we can define an operator Φ̃
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on L1(λ) by taking Φ̃(f) = limn Φ(fn), for any f ∈ L1(λ) and {fn}n ⊂ C(I) such that fn tends
to f in L1(λ) as n goes to +∞. Observe that if {gn}n ⊂ C(I) is another sequence that tends
to f in L1(λ), then by the linearity of Φ,

|Φ(fn)− Φ(gn)| = |Φ(fn − gn)| ≤
∫
I
|fn − gn|dλ = ‖fn − gn‖L1(λ) .

Moreover,
‖fn − gn‖L1(λ) ≤ ‖fn − f‖L1(λ) + ‖f − gn‖L1(λ) → 0 (n→ +∞),

so limn Φ(fn) = limn Φ(gn), and the operator Φ̃ is well defined. Moreover, is linear by the
linearity of Φ, and by (2.2.24) is bounded.
Hence, there is a norm-preserving extension of Φ to a linear functional Φ̃ on L1(λ), and therefore
Corollary 2.2.36 gives a measurable Borel function g, with |g| ≤ 1, such that

Φ̃(f) =
∫
I
fgdλ (f ∈ L1(λ)),

and then
Φ(f) =

∫
I
fgdλ (f ∈ C(I)). (2.2.25)

By hypothesis, Φ is a continuous functional, and also we have that∣∣∣∣∫
I
fgdλ

∣∣∣∣ ≤ ‖f‖∞ (f ∈ C(I)).

So, each side of (2.2.25) is a continuous functional on C(I). Hence, we obtain the representation
that we want with dµ = gdλ.
Observe that (2.2.25) shows that for f ∈ C(I) with ‖f‖∞ ≤ 1,

|Φ(f)| ≤
∫
I
|fg|dλ ≤

∫
I
|g|dλ.

Since ‖Φ‖ = 1, ∫
I
|g|dλ ≥ sup {|Φ(f)|: f ∈ C(I), ‖f‖∞ ≤ 1} = 1.

Due to |g| ≤ 1, one can see that λ(I) ≥ 1, so we get that λ(I) = 1. Moreover,

0 =
∫
I
(1− 1)dλ ≤

∫
I
(1− |g|)dλ = λ(I)−

∫
I
|g|dλ ≤ 1− 1 = 0.

Then, using Lemma 2.2.21 (a), we get that |g| = 1 a.e. [λ]. Thus, by Corollary 2.2.31,
d|µ| = |g|dλ = dλ, and

‖µ‖ = |µ|(I) = λ(I) = 1 = ‖Φ‖ ,

which proves the theorem.
�
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Remark 2.2.38. In its original form by F. Riesz [20], the theorem states that every continuous
linear functional Φ over the space C([0, 1]) of continuous functions in the interval [0, 1] can be
represented in the form

Φ(f) =
∫ 1

0
f(x)dµ(x), (f ∈ C([0, 1]))

where µ is a function of bounded variation (i.e., such that |µ|([0, 1]) < +∞), and the integral
is a Riemann-Stieltjes integral. See [19], for a historical discussion.

2.2.6 Classical Results in Functional and Complex Analysis

Finally, we show some classical results in functional and complex analysis. We first begin by
seeing one of the most important theorems on functional analysis, the Hahn-Banach Theorem.
The point of this result will be a corollary which will play an important role on the proof of
the Müntz-Szász Theorem. We will continue by presenting some results in complex analysis
but without proving them, since these results have been seen either on the bachelor’s degree or
during the master course.

Definition 2.2.39. Let E be a vectorial space over a field K. We say that the function
p : E → R is a convex functional if p(x+y) ≤ p(x)+p(y) and p(αx) = αp(x) for α > 0, α ∈ K,
and x, y ∈ E.

Theorem 2.2.40 (Hahn-Banach Theorem). Let p be a convex functional over the normed
vectorial space X, and u be a linear functional over a subspace M of X. If u(z) ≤ p(z) for
every z ∈M , then u can be extended to a linear functional v over X such that v(z) ≤ p(z) for
every z ∈ X.

Corollary 2.2.41. LetM be a vectorial subspace of a normed vectorial space X, and let z0 ∈ X.
Then, z0 ∈ M if and only if there is not any linear bounded functional T over X such that
T (z) = 0 for every z ∈M , but T (z0) 6= 0.

Proof. First suppose that z0 ∈ M , and let T be a linear bounded functional on X such that
T (z) = 0 for every z ∈ M . Then, given {zn}n ⊂ M a convergent sequence to z0, by the
continuity of T ,

T (z0) = T
(

lim
n→∞

zn

)
= lim

n→∞
T (zn) = 0.

Conversely, suppose that z0 /∈ M . Then, ∃δ > 0 such that ‖z0 − z‖X > δ for all z ∈ M . So,
we define over the vectorial subspace M ′ = 〈M,x0〉 ⊂ X the functional T (z + λz0) = λ, where
z ∈M and λ is an scalar. Since M is a vectorial space, if z ∈M and λ 6= 0, then −λ−1z ∈M ,
and therefore,

δ|λ| ≤ |λ|
∥∥∥z0 + λ−1z

∥∥∥
X

= ‖λz0 + z‖X = ‖z + λz0‖X .

Then, we see that T is a linear functional bounded by δ−1, since

‖T‖ = sup
‖z+λz0‖X=1

|T (z + λz0)| = sup
‖z+λz0‖X=1

|λ| ≤ sup
‖z+λz0‖X=1

‖z + λz0‖X
δ

= δ−1.
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Moreover, T (z) = 0 over M and T (z0) = 1. Since T is bounded (then is continuous), exists
C > 0 such that |T (z + λz0)| ≤ C ‖z + λz0‖X , and C ‖·‖X is a convex functional. Hence, by
the Theorem 2.2.40, we can extend T from M ′ to X.

�

Now, let’s see some results about holomorphic functions. We will denote by H(Ω) the set
consisting on holomorphic functions in an open set Ω ⊂ C, and by H∞ := H∞(D) the set of all
bounded holomorphic functions in the unit disk.
The first result that we present is about the zero set of functions in the spaceH∞. For simplicity
on the statement, we introduce first the concept of Blaschke condition.

Definition 2.2.42. Given a sequence {aj}j ⊂ D of complex numbers. We say that {aj}j
satisfies the Blaschke condition if∑

j

(1− |aj|) =
∑
j

d (aj, ∂D) < +∞.

In this context, we have the following result about the zero set of some holomorphic functions.

Theorem 2.2.43. If f ∈ H∞ has the zero set Z(f) = {aj}j in D and if Z(f) does not satisfy
the Blaschke condition, then f(z) = 0 for any z ∈ D.

The previous theorem is a particular case of Theorem 15.23 in [1]. The following result that we
are introducing, now for the set H(Ω) (where Ω is a domain), gives a condition for which an
infinite product of holomorphic functions converges to an holomorphic function. For the proof,
see Theorem 15.6 of [1].

Theorem 2.2.44. Let Ω ⊂ C be a domain. Assume that fn ∈ H(Ω) for every n ∈ N such that∑
n≥1
|1− fn(z)|

converges uniformly over compact sets in Ω. Then, the product

f :=
∏
n≥1

fn(z)

converges uniformly over compact sets in Ω. In particular, f ∈ H(Ω).

Now we state the well-known theorem Arzelá-Ascoli Theorem. For more details see [2].

Theorem 2.2.45 (The Arzelá-Ascoli Theorem). Let K ⊂ C be compact and let (fn)n∈N be a
sequence of continuous functions defined on K. If F = {fn; n ∈ N} is uniformly bounded and
equicontinuous on K, then there exists a subsequence (fnk)k∈N that converges uniformly to a
function f ∈ C(K).

The following result is a basic theorem on Complex Analysis and says that an holomorphic
function in a domain Ω is determined by its values in any set that contains an accumulation
point of Ω (see [1], page 211).
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Theorem 2.2.46 (Identity Principle). If f and g are two holomorphic functions in a complex
domain Ω and if f(z) = g(z) for every z in some subset with an accumulation point in Ω, then
f(z) = g(z) for every z ∈ Ω.

On the proof of the Müntz-Szász Theorem we will need to see what functions are holomorphic.
The following classic results of the complex analysis will be very helpful for this purpose.

Theorem 2.2.47 (Morera’s Theorem). Given a continuous function f defined in a complex
domain Ω. If ∮

C
f(z) dz,

for every closed path C and piece-wise C1 with compact support in Ω, then f is holomorphic in
Ω.

Theorem 2.2.48 (Cauchy’s Theorem). If f is an holomorphic function in a simple connected
domain Ω, then ∮

C
f(z) dz,

for every rectifiable closed path C in Ω.

Once checked the analicity of a function, the Cauchy’s representation formula will allow us to
rewrite our function in a specific way.

Theorem 2.2.49 (Cauchy’s Formula). If f is an holomorphic function inside and on the
boundary C of a simple connected domain Ω, then for every z0 in Ω,

f(z0) = 1
2πi

∮
C

f(z)
z − z0

dz.

Finally we introduce the Möbius transformation, an holomorphic function that will play an
important role on proving the density of the Müntz-Szász Theorem.

Definition 2.2.50. In complex analysis, we can define the Möbius transformation as a rational
holomorphic function from the complex unit disc onto the right complex half-plane

D→ H0 := {z ∈ C: Re z > 0},

z 7→ 1 + z

1− z .
(2.2.26)

Observe that this function is well defined, since

Re
(1 + z

1− z

)
= Re

(
(1 + z)(1− z)
|1− z|2

)
= 1− |z|2
|1− z|2 > 0, for every z ∈ D.

The inverse Möbius transformation of (2.2.26) is

H0 → D,

w 7→ w − 1
w + 1 .
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For our interest, we will also consider the definition of inverse Möbius transformation

H−1 → D,

w 7→ a− 1− w
a+ 1 + w

= −
w+1
a
− 1

w+1
a

+ 1 ,
(2.2.27)

for an arbitrary a > 0, and which is the inverse of the function

z 7→ a
(1− z

1 + z

)
− 1

(hence, Re
(
a
(

1−z
1+z

)
− 1

)
= aRe

(
1−z
1+z

)
− 1 = a

|1+z|2Re [(1− z)(1 + z)]− 1 > −1).

2.3 Density on Müntz-Szász Theorem on C([0, 1])

With all this previous results in functional and complex analysis, we are in conditions to see
an interesting extension of the Müntz-Szász Theorem on C([0, 1]) which allows us to use a
sequence {λj}+∞

j=0 (λ0 = 0) of distinct real positive numbers without any more restriction.
Consequently, instead of working with the series ∑+∞

j=1 1/λj, we will have to deal with the series∑+∞
j=1 λj/(λ2

j + 1), since the sequence {λj}+∞
j=1 may has a subsequence that converges to zero.

However, we think that it could be interesting and clarifying to see first a proof for the original
theorem. So before going ahead, the first part on this chapter is focused on the proof of the
Müntz-Szász Classical Theorem.

2.3.1 Müntz-Szász Classical Theorem

We will show a constructive proof of the Müntz-Szász Classical Theorem given by M. Von
Golitschek [18], who gives a simple argument to show that 〈1, xλ1 , xλ2 , . . . 〉 is dense in C([0, 1])
when {λj}+∞

j=0 is an increasing sequence of distinct positive real numbers tending to infinity.

Theorem 2.3.1 (Müntz-Szász Classical Theorem). Let 0 < λ1 < λ2 < λ3 < . . . such that
limn λn = +∞. If ∑n 1/λn = +∞ then the set 〈1, xλ1 , xλ2 , . . . 〉 is dense in C ([0, 1]).

Proof. Assume that m 6= λk for every k = 1, 2, 3, . . . , and m ∈ Z+. Let’s define the functions
inductively:

Q0(x) :=xm,

Qn(x) := (λn −m)xλn
∫ 1

x
Qn−1(t)t−1−λn dt, n = 1, 2, 3, . . . .

We first claim that for n ≥ 1
Qn(x) = xm −

n∑
i=1

ai,nx
λi

where ai,n ∈ R for every i = 1, . . . , n.
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Let’s see it by induction. For n = 1,

Q1(x) = (λ1 −m)xλ1
∫ 1

x
tm−1−λ1dt = (λ1 −m)xλ1

[ 1
m− λ1

tm−λ1

]1

x

= xm − xλ1 .

Hence, assuming that Qn−1(x) = xm −∑n−1
i=1 ai,n−1x

λi , we have

Qn(x) = (λn −m)xλn
∫ 1

x

(
tm−1−λn −

n−1∑
i=1

ai,n−1t
λi−1−λn

)
dt

= xm − xλn + (λn −m)xλn
(
−

n−1∑
i=1

ai,n−1

[ 1
λi − λn

tλi−λn
]1

x

)

= xm − xλn + (λn −m)xλn
(
−

n−1∑
i=1

ai,n−1

( 1
λi − λn

− 1
λi − λn

xλi−λn
))

= xm −
n−1∑
i=1

λn −m
λn − λi

ai,n−1x
λi −

(
1 +

n−1∑
i=1

λn −m
λi − λn

ai,n−1

)
xλn .

So denoting by ai,n = λn−m
λn−λiai,n−1 for i = 1, . . . , n− 1 and an,n = 1−∑n−1

i=1 ai,n, we get

Qn(x) = xm −
n∑
i=1

ai,nx
λi .

Now, observe that
‖Q0‖∞ = sup

x∈[0,1]
|xm| = 1.

Moreover,

‖Qn‖∞ = sup
x∈[0,1]

∣∣∣∣(λn −m)xλn
∫ 1

x
Qn−1(t)t−1−λn dt

∣∣∣∣
≤ |λn −m| ‖Qn−1‖∞ sup

x∈[0,1]
xλn

∫ 1

x
t−1−λn dt

= |λn −m| ‖Qn−1‖∞ sup
x∈[0,1]

xλn
(
−1 + x−λn

λn

)
=
∣∣∣∣1− m

λn

∣∣∣∣ ‖Qn−1‖∞ .

Hence, by iteration we have that

‖Qn‖∞ ≤
n∏
i=1

∣∣∣∣1− m

λi

∣∣∣∣.
Finally, since limn λn = +∞, then exists an integer N > 0 such that λn > m for every n ≥ N
and using the inequality 1− x ≤ e−x for x ≥ 0, we have that for every n ≥ N

‖Qn‖∞ ≤
n∏
i=1

∣∣∣∣1− m

λi

∣∣∣∣ =
N−1∏
i=1

∣∣∣∣1− m

λi

∣∣∣∣ n∏
i=N

(
1− m

λi

)

≤
N−1∏
i=1

∣∣∣∣1− m

λi

∣∣∣∣ exp
(
−

n∑
i=N

m

λi

)
→ 0 (n→ +∞),
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due to ∑n 1/λn = +∞.
Thus, ‖Qn‖∞ → 0 as n→ +∞. Hence, xm −Qn(x) converges uniformly to xm.
Finally, the proof follows by the Weierstrass Approximation Theorem (Corollary 2.1.7).

�

Observation 2.3.2. Let n ∈ N and take i ∈ {1, . . . , n}. Let’s denote by

Li,n(m) =
n∏

j = 1
j 6= i

λj −m
λj − λi

the Legendre polynomial of degree n− 1 evaluated at m ∈ N. Then one can see that

Qn(x) = −
n∑
i=1

Li,n(m)xλi + xm.

2.3.2 Density on Full Müntz-Szász Theorem on C([0, 1])

Finally, we present an extension of the density part for the Müntz-Szász Classical Theorem
on C([0, 1]), which involves arbitrary sequences {λj}∞j=0 (λ0 = 0) of distinct nonnegative real
numbers.
Before showing this Müntz-Szász Theorem, we see that for the density case, we will be able to
split our sequence in three different subsequences, and then work with them separately instead
of doing it with the original sequence.

Lemma 2.3.3. Let {λj}+∞
j=1 be a sequence of distinct real positive numbers such that

+∞∑
j=1

λj
λ2
j + 1 = +∞,

and let γ > 0 be a real number. Then, there is a subsequence {λj}+∞
k=1 such that

+∞∑
k=1

λjk
λ2
jk

+ 1 = +∞

and it belongs in one of these three cases:

(i) Case 1: λjk ≥ γ for each k = 1, 2, . . . .

(ii) Case 2: 0 < λjk < γ for each k = 1, 2, . . . and limjk λjk = α > 0.

(iii) Case 3: 0 < λjk < γ for each k = 1, 2, . . . and limjk λjk = 0.

Proof. Let J = {j ∈ N; 0 < λj < γ}. Since the terms of the series are all positive, it follows
that

+∞ =
+∞∑
j=1

λj
λ2
j + 1 =

∑
j /∈J

λj
λ2
j + 1 +

∑
j∈J

λj
λ2
j + 1 .

35



Hence, we have two possibilities: either∑
j /∈J

λj
λ2
j + 1 = +∞

and therefore Case 1 holds by taking {λj}j /∈J , or either∑
j∈J

λj
λ2
j + 1 = +∞. (2.3.1)

Then, suppose that it occurs (2.3.1). Observe that in J , all the λj are bounded by γ. Since
every bounded sequence has a convergent subsequence, then there exists {λjk}+∞

k=1 ⊆ {λj}j∈J
such that limk λjk = α ∈ [0, γ].
Assume that α > 0. Then, since λjk → α as k → +∞, it follows that

lim
k→+∞

λjk
λ2
jk

+ 1 = α

α2 + 1 6= 0,

and therefore,
+∞∑
k=1

λjk
λ2
jk

+ 1 = +∞.

Hence, Case 2 holds.
Now we claim that if there is not any convergent subsequence {λjk}+∞

k=1 of {λj}j∈J such that
limk λjk = α > 0, then the sequence {λj}j∈J converges to zero.
Suppose the contrary. Then there exists an ε > 0 such that for every N := N(ε) ∈ N, there
is a j1 > N so that j1 ∈ J and λj1 > ε. Then, replacing j1 instead of N , there exists j2 > j1,
such that j2 ∈ J and λj2 > ε.
Iterating, we get a sequence (jk)k∈N ⊆ J such that j1 < j2 < j3 < · · · and λjk > ε for every
k ∈ N. Hence, we have a subsequence {λjk}k∈N of {λj}j∈J such that is bounded in (ε, γ].
Therefore, this subsequence must have a subsequence that converges to some α ∈ [ε, γ]. In
particular, α > 0. But this is a contradiction, due to this subsequence is also a subsequence of
{λj}j∈J .
Hence, the sequence {λj}j∈J converges to zero and by assumption∑

j∈J

λj
λ2
j + 1 = +∞,

so Case 3 holds.
�

Here we present a technical Lemma from which the extension of the Müntz-Szász Theorem
will follow directly. Our proof will be split up in the three cases that we have already seen in
Lemma 2.3.3. For the first and the second cases we have followed the proof of [5]. However,
there are equivalent proofs using similar arguments in [1] and [18]. For the third case, we have
argue similarly as in [6] but reducing us to the real valued continuous functions C([0, 1]), since
it such article they work in the Lebesgue spaces Lp([0, 1]) for 1 ≤ p < +∞. We want to point
that is here where Section 2.2.6 takes place.
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Lemma 2.3.4. Let {λj}+∞
j=0 (λ0 = 0) be a sequence of nonnegative real numbers, and let λ0 = 0.

If
+∞∑
j=1

λj
λ2
j + 1 = +∞

and µ is a Borel complex measure in [0, 1] such that∫ 1

0
tλjdµ(t) = 0, ∀j = 0, 1, 2, . . . , (2.3.2)

then ∫ 1

0
tkdµ(t) = 0, ∀k = 0, 1, 2, . . . . (2.3.3)

Proof. Observe that the integrands in (2.3.2) and (2.3.3) vanishes at t = 0. Hence, we can
assume that the measure µ is concentrated in I = (0, 1].
Then, consider the function

f(z) =
∫
I
tzdµ(t) =

∫
I
ez log tdµ(t),

which is well defined in the right complex half-plane H0, since if Re(z) > 0 then |tRe(z)| ≤ 1 for
t ∈ I and, therefore,

|f(z)| ≤
∫
I
|ez log t| d|µ|(t) =

∫
I
eRe(z) log td|µ|(t)

=
∫
I
tRe(z)d|µ|(t) ≤ |µ|(I) = ‖µ‖ < +∞.

(2.3.4)

Now, let’s see that f is holomorphic in H0. To do so, we will see first that f is continuous. Due
to the difference

f(z)− f(z0) =
∫
I
tzdµ(t)−

∫
I
tz0dµ(t) =

∫
I

(tz − tz0)dµ(t),

then
|f(z)− f(z0)| ≤

∫
I
|tz − tz0| d|µ|(t).

Fix ε > 0. Since (t, z) 7→ tz is a continuous function in I × H0 (uniformly in t, because I is
compact), exists δ := δ(ε) > 0 such that, if |z − z0| < δ, then |tz − tz0| < ε, for every t ∈ I.
Hence,

|f(z)− f(z0)| ≤ ε
∫
I
d|µ|(t) = ε ‖µ‖ ,

which proves the continuity of f .
Now, let γ be a closed piece-wise C1 path in H0. Then,∮

γ
f(z)dz =

∮
γ

∫
I
tzdµ(t)dz. (2.3.5)
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Observe that ∣∣∣∣∮
γ
f(z)dz

∣∣∣∣ ≤ ∮
γ

∫
I
|tz| d|µ|(t)d|z| =

∮
γ

∫
I
tRe(z)d|µ|(t)d|z|

≤
∮
γ

∫
I
d|µ|(t)d|z| = ‖µ‖L(γ) < +∞,

where L(γ) denotes the length of the curve γ. Hence, we can apply the Fubini’s Theorem to
(2.3.5), and we get ∮

γ
f(z)dz =

∫
I

∮
γ
tzdzdµ(t) = 0,

where the last inequality follows from the fact that tz is an holomorphic function, which allows
us to apply the Cauchy Theorem (Theorem 2.2.48). Therefore, by the Morera’s Theorem
(Theorem 2.2.47) we conclude that f is holomorphic in H0. Moreover, we have proved on
(2.3.4) that f is bounded.
Now, we will see that f vanishes in all H0. Without loss of generality, taking a subsequence if
necessary, we will suppose that {λj}j∈N is in one of the three cases of Lemma 2.3.3 when γ = 1.
Observe that in Case 1 and in Case 2 happen that infj∈N λj > 0. So that, in this two cases
we will consider the function

g(z) = f
(1 + z

1− z

)
z ∈ D.

Observe that g is the composition of a Möbius transformation from the disk to the right half-
plane (see (2.2.26)) and our function f . Hence,

• g ∈ H(D),

• g is bounded on D (since f is bounded).

This means that g ∈ H∞(D). Moreover, from (2.3.2), we have that

f(λj) = T (tλj) = 0, ∀j = 1, 2, . . . ,

so, g(αj) = 0, where αj = λj−1
λj+1 .

Now we claim that ∑
j≥1

λj
λ2
j + 1 = +∞⇒

∑
j≥1

(1− |αj|) = +∞.

Indeed, ∑
j≥1

(1− |αj|) =
∑
j≥1

1−
∣∣∣∣∣λj − 1
λj + 1

∣∣∣∣∣ =
∑
j≥1

λj + 1− |λj − 1|
λj + 1 .

Hence, depending on if we are in Case 1 or in Case 2, we have two different possibilities:

• Case 1: 0 < λj < 1 for every j ∈ N and limj λj = β > 0: In this case,

λj + 1− |λj − 1| = 2λj

38



for every j ∈ N, so ∑
j≥1

(1− |αj|) ≥
∑
j≥1

2λj
λj + 1 = +∞

since 2λj
λj+1 9 0, when j → +∞.

• Case 2: λj ≥ 1 for every j ∈ N: In this case,

λj + 1− |λj − 1| = 2.

Thus, ∑
j≥1

(1− |αj|) =
∑
j≥1

2
λj + 1 = +∞,

since when infj∈N λj > 0, the series

∑
j≥1

1
λj

and
∑
j≥1

λj
λ2
j + 1

are equivalent.

Therefore, applying Theorem 2.2.43, we deduce that g(z) = 0 for every z ∈ D. In particular,
f ≡ 0 in H0.
Now suppose that we are in Case 3, that is 0 < λj < 1 for every j ∈ N and limj λj = 0. Let’s
consider

g(z) := f (z + 1) , (z ∈ D).

Hence, g is holomorphic in the unit disk and bounded (f is bounded), so g ∈ H∞(D). Moreover,
since f vanishes in λj for every j = 1, 2, . . . , then g vanishes in λj − 1 ∈ D.
Now, since 0 < λj < 1 for every j,

+∞∑
j=1

1− |λj − 1| =
+∞∑
j=1

λj ≥
+∞∑
j=1

λj
λ2
j + 1 = +∞.

Therefore, Theorem 2.2.43 yields that g = 0 on the open disk. Therefore, f(z) = 0 on the
open disk with diameter [0, 2]. Now observe that f is analytic on H0; hence, by the Identity
Principle (Theorem 2.2.46) f ≡ 0 whenever Re(z) > 0.
Thus, in all the cases, f ≡ 0 in H0. In particular,

T (tk) =
∫
I
tk dµ(t) = f(k) = 0, k = 0, 1, 2, . . . .

This concludes the proof of the Lemma.
�

As a consequence of Lemma 2.3.4, we have the following Müntz-Szász Theorem extension in
the dense case:
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Theorem 2.3.5 (Full Müntz-Szász Theorem). Let {λj}∞j=1 be a sequence of different positive
real numbers and X the closure in C ([0, 1]) of the set generated by the finite linear combinations
of the functions 1, xλ1 , xλ2 , . . . . If

+∞∑
j=1

λj
λ2
j + 1 = +∞,

then X = C ([0, 1]).

Proof. By the Weierstrass Approximation Theorem (Corollary 2.1.7), it is enough to see that
every function xk, with k ∈ N, belongs to X. Suppose, on the contrary, that exists k0 ∈ N,
k0 6= 0, such that xk0 /∈ X (that is, X ( C([0, 1])). Clearly, xk0 ∈ C ([0, 1]), and due to the
Corollary 2.2.41, exists a linear and bounded functional T : C ([0, 1])→ R such that

T (xk0) 6= 0 and T
∣∣∣
X
≡ 0.

Since T satisfies the hypothesis of the Riesz-Markov-Kakutani Representation Theorem (The-
orem 2.2.37), there exists a unique regular Borel complex measure µ such that

T (ϕ) =
∫ 1

0
ϕ(t)dµ(t), ∀ϕ ∈ C ([0, 1]) ,

satisfying also

(i) T (tk0) =
∫ 1

0 t
k0dµ(t) 6= 0,

(ii) T (tλj) =
∫ 1

0 t
λjdµ(t) = 0, ∀j = 1, 2, . . . .

By Lemma 2.3.4, since T satisfies (2.3.2), we have that T (tk0) = 0, which contradicts the fact
that T (tk0) 6= 0. Thus, tk0 ∈ X and X = C ([0, 1]).

�
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3 RECIPROCAL ON FULLMÜNTZ-SZÁSZ APPROX-
IMATION THEOREM

On the previous chapter we have seen that a sufficient condition for the Full Müntz-Szász
Theorem (Theorem 2.3.5) is that ∑+∞

j=1 λj/(λ2
j + 1) = +∞ for an arbitrary sequence {λj}∞j=0

(λ0 = 0) of distinct nonnegative real numbers. Our aim in this chapter is to prove that this
condition is also a necessary condition, i.e., that the reciprocal of the Full Müntz-Szász Theorem
also holds.
On this chapter, we present different vectorial subspaces of the real valued continuous functions
space, which have some interesting properties about the zeros of its functions. To do so, we
will study some inequalities due to Newman, S.N. Bernstein and P. Chebishev (see [7] and [18])
which are related with that spaces.
Moreover, these vectorial spaces will also be very interesting for us due to it will turn out that
the subspace of the continuous functions 〈xλ0 , xλ1 , . . . , xλn〉 for the real values 0 ≤ λ0 < λ1 <
· · · < λn is a particular case of all of them for every n ∈ N.
Finally, we will see that such properties can be used in order to prove the reciprocal of the Full
Müntz-Szász Theorem arguing by contradiction.

3.1 Müntz Systems

On that section we begin by introducing the vectorial spaces. The order that we have chosen to
show them is from the biggest one to the smallest, since it turns out that each vectorial space
that we are going to study is contained in the previous one.
Even though in the previous chapter we have worked with C([0, 1]), on this chapter we may
work in some sections with C([a, b]) for the real values a < b.

3.1.1 Chebyshev Systems

The first vectorial space that we study is the Chebyshev system. The ubiquitous of such system
lie at the heart of many analytic problems, particularly problems on C([a, b]), the space of real
valued continuous functions equipped with the uniform norm

‖f‖[a,b] = sup
x∈[a,b]

|f(x)|.

Although we will not see it in detail (since it is not the aim of these notes) the Chebyshev
systems will generalize the idea of the vectorial space generated by the orthogonal Chebyshev
polynomials Tn(x) = cos(n arcos x) for n ≥ 0 and x ∈ [−1, 1] (see [7] and [11]).
Then, on this section we will study this vectorial space, giving its properties and also presenting
an important result that will play an important role on the proof of the reciprocal of the Full
Müntz-Szász Theorem.
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Definition 3.1.1. A sequence of functions (fk)nk=0 ⊆ C([a, b]) is called a Haar system on [a, b]
if

dim (〈f0, f1, . . . , fn〉) = n+ 1. (3.1.1)

A special type of Haar systems are the Chebyshev systems, which are those which also satisfies

det


f0(x0) f1(x0) · · · fn(x0)
f0(x1) f1(x1) · · · fn(x1)

... ... . . . ...
f0(xn) f1(xn) · · · fn(xn)

 > 0

whenever x0 < x1 < · · · < xn, {xi}ni=0 ⊆ [a, b].
We will say that the Chebyshev system (fk)nk=0 is complete if (fk)mk=0 is a Chebyshev system
for every 0 ≤ m ≤ n.

Remark 3.1.2. On this section, we will consider a Chebyshev system to be a complete Cheby-
shev system.

Now, we will see a characterization of the Chebyshev systems. However, we need first an
important definition.

Definition 3.1.3. We call the point x0 ∈ [a, b] a double zero of f ∈ C([a, b]) if f(x0) = 0 and

f(x0 − ε) · f(x0 + ε) > 0

for all sufficiently small ε > 0 (in other words, if f vanishes without changing sign at x0).
Otherwise, we call x0 a simple zero of f .

Proposition 3.1.4 (Zeros of functions in Chebyshev Spaces). Let (fk)nk=0 ⊆ C([a, b]) be a
Chebyshev system. Then, every 0 6= p ∈ 〈f0, f1, . . . , fn〉 has at most n distinct zeros in [a, b].
Moreover, p has at most n zeros in [a, b] even if each double zero is counted twice.

Proof. Suppose that p has n + 1 distinct zeros in [a, b], namely a ≤ x0 < x1 < · · · < xn ≤ b,
and assume that p = ∑n

i=0 µifi for some µi ∈ R. Then, we have the homogeneous linear system
f0(x0) f1(x0) · · · fn(x0)
f0(x1) f1(x1) · · · fn(x1)

... ... . . . ...
f0(xn) f1(xn) · · · fn(xn)



µ0
µ1
...
µn

 =


0
0
...
0

 .

Since the determinant of such homogeneous linear system is different from zero implies that
the only solution is µi = 0 for every i, which contradicts the fact that p 6= 0. Thus, p has at
most n distinct zeros.
Now we assume that p has at least one double zero and p has at least n+ 1 zeros if each double
zero is counted twice. We denote the distinct zeros of p by a ≤ t1 < · · · < tk ≤ b and add to
these points the point ti + ε for each double zero ti and also ti − ε for the first double zero.
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Observe that we can take ε small enough such that the additional points are different from
t1, . . . , tk and are contained in [a, b], for example

ε = min{(t1 − a)/2, (t2 − t1)/2, . . . , (tk − tk−1)/2, (b− tk)/2},

since in a and b we can not have a double zero. Furthermore, the resulting set contains at least
n + 2 points. This can be seen due to we are adding to the set of points t1, . . . , tk the point
ti + ε for each double zero (so a total of at least n+ 1 points) and we also add the point ti − ε
for the first double zero.
We arrange these in increasing order and relabel the first n+2 of these points as s0, s1, . . . , sn+1.
We claim that the values p(si) must then alternate in sign in the sense that p(si) ≥ 0 for i odd
and p(si) ≤ 0 for i even or vice-versa.
To see this, observe that in this arrangement there is some i such that p(si) 6= 0 (otherwise p
would not have a double zero). So take

j0 = min {i : 0 ≤ i ≤ n+ 1 and p(si) 6= 0}

and consider sj0 . Then, for k < j0, p(sk) = 0 and so p(sk) alternates in sign. By the definition
of j0, necessarily p(sj0+1) = 0 and sign(p(sj0)) = sign(p(sj0+2)) (sj0+1 is the first double zero).
Now suppose that j0 is even since the case that j0 is odd is completely analogous. Then,
j1 = j0 + 2 is also even. Therefore, if there is no more double zeros, we are done since this
would mean that the other points are all simple zeros. Otherwise, take

j2 = min {i : j1 + 1 ≤ i ≤ n+ 1 and p(si) 6= 0} .

Hence for all j1 + 1 ≤ i < j2, p(si) = 0, then p alternates its sign

(j2 − 1)− (j1 + 1) = (j2 − j1)− 2

times. Observe that sj2 “keeps” the sign of sj2−2 since sj2−1 is a double zero. So, if j2 is even,
then

sign(p(sj0)) = sign(p(sj2))
otherwise

sign(p(sj0)) = −sign(p(sj2)),
and then the alternation property of sign of the values p(si) holds.
In either case, observe that if p(s) = ∑n

i=0 λifi(s), then clearly∣∣∣∣∣∣∣∣∣∣
p(s0) p(s1) · · · p(sn+1)
f0(s0) f0(s1) · · · f0(sn+1)

... ... . . . ...
fn(s0) fn(s1) · · · fn(sn+1)

∣∣∣∣∣∣∣∣∣∣
= 0

since the first row is a linear combination of the following rows. Upon expanding the determi-
nant along the first row and using that∣∣∣∣∣∣∣∣∣∣

f0(x0) f1(x0) · · · fn(x0)
f0(x1) f1(x1) · · · fn(x1)

... ... . . . ...
f0(xn) f1(xn) · · · fn(xn)

∣∣∣∣∣∣∣∣∣∣
> 0
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whenever x0 < x1 < · · · < xn, {xi}ni=0 ⊆ [0, 1], we obtain

n+1∑
i=0

(−1)ip(si)ai = 0

where ai are the n× n minors which are strictly positive.
Hence, since the p(si) alternate in sign, we can consider (−1)ip(si)ai ≥ 0 for every i (otherwise
multiply p by −1), and this implies (−1)ip(si)ai = 0, or what is the same, p(si) = 0 for every
i ∈ {0, . . . , n+ 1}, which yields a contradiction.

�

Definition 3.1.5. Let (fk)nk=0 ⊆ C([a, b]) be a Chebyshev system. If g ∈ C([a, b]) and p ∈
〈f0, f1, . . . , fn〉 satisfy

‖g − p‖[a,b] = inf
q∈〈f0,...,fn〉

‖g − q‖[a,b] ,

then p is said to be a best approximation to g from 〈f0, f1, . . . , fn〉.

The following result ensures the existence of such best approximations.

Proposition 3.1.6. Let (fk)nk=0 ⊆ C([a, b]) be a Chebyshev system and let g ∈ C([a, b]), then
there exists a best approximation to g from 〈f0, f1, . . . , fn〉.

Proof. Take q ∈ 〈f0, f1, . . . , fn〉. If

‖q − g‖[a,b] = inf
h∈〈f0,...,fn〉

‖g − h‖[a,b] ,

we are done. Otherwise, consider

T := {p ∈ 〈f0, f1, . . . , fn〉: ‖p− q‖[a,b] ≤ ‖g − q‖[a,b] + 1}.

Since dim (〈f0, f1, . . . , fn〉) = n+ 1 < +∞, the set T is a compact subset of 〈f0, f1, . . . , fn〉.
Now, by the definition of infimum, there is a sequence (pj)nj=1 ⊂ T such that

‖g − pj‖[a,b] ≤ j−1 + inf
h∈〈f0,...,fn〉

‖g − h‖[a,b], for all j ≥ 1.

Therefore, since T is compact, (pj)nj=1 has a convergent subsequence with limit in T ⊆ 〈f0, f1, . . . , fn〉
and this limit is so a best approximation to g from 〈f0, f1, . . . , fn〉.

�

Definition 3.1.7. Let x0 < · · · < xn be n + 1 points of [a, b]. Then, (x0, . . . , xn) is said to be
an alternation sequence of length n+ 1 for a real valued f ∈ C([a, b]) if

|f(xi)| = ‖f‖[a,b] , i = 0, 1, . . . , n

and
sign(f(xi+1)) = −sign(f(xi)), i = 0, 1, . . . , n− 1.
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Lemma 3.1.8 (Functions in a Chebyshev Space with Prescribed Sign Changes). Let (fk)nk=0 ⊆
C([a, b]) be a Chebyshev system on [a, b], and let

a < z1 < z2 < · · · < zm < b, 0 ≤ m ≤ n.

Then, there is a function p∗ ∈ 〈f0, . . . , fn〉 such that

(i) p∗(x) = 0 if and only if x = zi for i = 1, 2, . . . ,m,

(ii) p∗(x) changes sign at each zi, i = 1, 2, . . . ,m.

Furthermore, if m = n then p∗ is unique (up to a constant).

Proof. If m = n, take

p∗(x) =

∣∣∣∣∣∣∣∣∣∣
f0(x) f1(x) · · · fn(x)
f0(z1) f1(z1) · · · fn(z1)

... ... . . . ...
f0(zn) f1(zn) · · · fn(zn)

∣∣∣∣∣∣∣∣∣∣
∈ 〈f0, . . . , fn〉.

Then, clearly p∗(zi) = 0 for every i = 1, . . . , n. Moreover, recall that a function in a Chebyshev
Space has at most n distinct zeros (Proposition 3.1.4) which implies that z1 < z2 < · · · < zn
are the only zeros of p∗.
Finally, we have to see that p∗(x) changes sign at each zi, i = 1, 2, . . . ,m. If yi ∈ (zi, zi+1) for
some i, then

p∗(yi) =

∣∣∣∣∣∣∣∣∣∣
f0(yi) f1(yi) · · · fn(yi)
f0(z1) f1(z1) · · · fn(z1)

... ... . . . ...
f0(zn) f1(zn) · · · fn(zn)

∣∣∣∣∣∣∣∣∣∣
= (−1)i

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f0(z1) f1(z1) · · · fn(z1)
... ... . . . ...

f0(zi) f1(zi) · · · fn(zi)
f0(yi) f1(yi) · · · fn(yi)
f0(zi+1) f1(zi+1) · · · fn(zi+1)

... ... . . . ...
f0(zn) f1(zn) · · · fn(zn)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,

and since z1 < · · · < zi < yi < zi+1 < · · · < zn and the fact that (fk)nk=0 is a Chebyshev system
imply that sign(p∗(yi)) = (−1)i. Similarly, if a ≤ y0 < z1 and zn < yn ≤ b, sign(p∗(y0)) = 1
and sign(p∗(yn)) = (−1)n respectively. Thus, p∗ is our desired function.
If m < n, take

p∗(x) =

∣∣∣∣∣∣∣∣∣∣
f0(x) f1(x) · · · fm(x)
f0(z1) f1(z1) · · · fm(z1)

... ... . . . ...
f0(zm) f1(zm) · · · fm(zm)

∣∣∣∣∣∣∣∣∣∣
∈ 〈f0, . . . , fm〉.

Since we are considering that (fk)mk=0 ⊂ (fk)nk=0 is also a Chebyshev system, then for what we
have seen above, p∗ is our desired function.
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Finally we have to show the unicity when m = n. Let q∗ = ∑n
i=0 aifi and p∗ = ∑n

j=0 bjfj two
Chebyshev functions satisfying (i) and (ii). If an = 0, then since (fk)n−1

k=0 is also a Chebyshev
system, it implies that q∗ is a Chebyshev function on (fk)n−1

k=0 with n distinct zeros, which is
impossible unless q∗ = 0 (since it has at most n− 1 zeros).
If an 6= 0, then consider

p∗ − (bn/an)q∗ =
n−1∑
j=0

(
bj −

ajbn
an

)
fj ∈ 〈f0, . . . , fn−1〉,

and again, p∗ − (bn/an)q∗ has n zeros, which only holds if p∗ = (bn/an)q∗.
�

Proposition 3.1.9 (Alternation of Best Approximations). Suppose (fk)nk=0 ⊆ C([a, b]) is a
Chebyshev system. Then, p ∈ 〈f0, f1, . . . , fn〉 is a best approximation to g ∈ C[a, b] from
〈f0, f1, . . . , fn〉 in the uniform norm on [a, b] if and only if there exists an alternation sequence
of length n+ 2 for g − p on [a, b].
Moreover, in this conditions such p is unique.

Proof. Assume first that p is a best approximation of required type and suppose an alternation
sequence of maximal length for g − p is (x0, . . . , xm) where xi ∈ [a, b] and where m < n + 1.
Suppose, without loss of generality, that g(x0) − p(x0) > 0 (otherwise multiply g − p by −1).
Now let

Y := {x ∈ [a, b]: |g(x)− p(x)| = ‖g − p‖[a,b]}. (3.1.2)

Note that Y is compact and clearly xi ∈ Y for every i (by the definition of alternation sequence).
Since (x0, . . . , xm) is an alternation sequence of maximal length, we can divide Y into m + 1
disjoint compact subsets Y0, . . . , Ym with x0 ∈ Y0, . . . , xm ∈ Ym so that

sign(g(x)− p(x)) = −sign(g(y)− p(y)) 6= 0, x ∈ Yi, y ∈ Yi+1,

for i = 0, . . . ,m− 1.
Now choose m points z1 < z2 < · · · < zm such that

max Yi−1 < zi < min Yi, i = 1, 2, . . . ,m,

where
max Yi−1 := max

y∈Yi−1
y and min Yi := min

y∈Yi
y.

Then applying Lemma 3.1.8, there exists a unique (up to a constant) Chebyshev function
p∗ ∈ 〈f0, f1, . . . , fn〉 such that p∗(x) = 0 if and only if x = zi for i = 1, . . . ,m, and p∗ changes
sign at each zi, i = 1, . . . ,m. Therefore, since

max Yi−1 < zi < min Yi < max Yi < zi+1 < min Yi+1

for i = 1, . . . ,m− 1, we can assume

signx∈Yi(p
∗(x)) = (−1)i = signx∈Yi((g − p)(x)), i = 0, 1, . . . ,m.
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We now claim that, for δ > 0 sufficiently small,

‖g − (p+ δp∗)‖[a,b] < ‖g − p‖[a,b] , (3.1.3)

which contradicts the fact that p is a best approximation (since p + δp∗ ∈ 〈f0, . . . , fn〉), and
so there must exist an alternation set of length n + 2 for g − p on [a, b]. To verify (3.1.3) we
proceed as follows.
First recall that g(x0)−p(x0) > 0 (then g(x)−p(x) > 0 for every x ∈ Y0) and g−p alternates its
sign in the compact sets Yi. Hence, since the sets Yi are all compact sets, and by the definition
of Y in (3.1.2), for each i = 0, 1, . . . ,m we can choose an open set Oi ⊂ [a, b] (in the usual
metric topology relative to [a, b]) containing Yi so that for every x ∈ Oi,

sign(g(x)− p(x)) = sign(p∗(x)) (3.1.4)

and
|g(x)− p(x)| ≥ 1

2 ‖g − p‖[a,b] . (3.1.5)

Observe that (3.1.5) holds due to Yi ⊆ Y . Now pick a δ1 > 0 such that for every x ∈ B :=
[a, b] \ ⋃mi=0Oi and δ ∈ (0, δ1),

|g(x)− (p(x) + δp∗(x))| ≤ |g(x)− p(x)|+ δ|p∗(x))| < ‖g − p‖[a,b] ,

which can be done since B is compact and by construction Yi ∩B = ∅, so we have that

‖g − p‖B < ‖g − p‖[a,b] .

For example, we can take

δ1 =
‖g − p‖[a,b] − ‖g − p‖B

2 ‖p∗‖B
<
‖g − p‖[a,b] − ‖g − p‖B

‖p∗‖B
.

Now note that (3.1.4) and (3.1.5) allow us to pick a δ2 > 0 such that for x ∈ A := ⋃m
i=0Oi and

δ ∈ (0, δ2),
|g(x)− (p(x) + δp∗(x))| < ‖g − p‖[a,b] . (3.1.6)

For example, we can take

δ2 =
‖g − p‖[a,b]

2 ‖p∗‖A
<
‖g − p‖[a,b]

‖p∗‖A
.

So if x ∈ ⋃mi=0Oi, we have that x ∈ Oi for some i. Then, (3.1.5) first implies that g(x)−p(x) 6= 0.
Moreover, (3.1.4) yields that we can consider the following cases:

• Case 1: g(x)− p(x) < 0, then p∗(x) < 0. So we have the inequalities

(g(x)− p(x))− δp∗(x) > g(x)− p(x) = −|g(x)− p(x)| ≥ −‖g − p‖[a,b]

and
(g(x)− p(x))− δp∗(x) = (g(x)− p(x)) + δ|p∗(x)|

< (g(x)− p(x)) + |p
∗(x)|
‖p∗‖A

‖p− g‖[a,b]

≤ ‖p− g‖[a,b] − (p(x)− g(x)) ≤ ‖p− g‖[a,b] .
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• Case 2: g(x)− p(x) > 0, then p∗(x) > 0. So we have the inequalities

(g(x)− p(x))− δp∗(x) < g(x)− p(x) = |g(x)− p(x)| ≤ ‖p− g‖[a,b]

and

(g(x)− p(x))− δp∗(x) = (g(x)− p(x))− δ|p∗(x)|

> (g(x)− p(x))− |p
∗(x)|
‖p∗‖A

‖p− g‖[a,b]

≥ (g(x)− p(x))− ‖p− g‖[a,b] ≥ −‖p− g‖[a,b] .

Thus, all together clearly implies (3.1.6). Therefore, taking δ ∈ (0,min(δ1, δ2)) verifies (3.1.3)
and finishes the first part of the proof.
The proof of the conversely is simple. Suppose that there is an alternation sequence of length
n+ 2 for g − p on [0, 1], and suppose there exists a p∗ with

‖g − p∗‖[a,b] < ‖g − p‖[a,b] .

Let x0 < · · · < xn+1 be the alternation sequence for g − p on [a, b], then

|(g − p)(xi)| = ‖g − p‖[a,b]

for i = 0, . . . , n+ 1, and

sign((g − p)(xi)) = −sign((g − p)(xi+1))

for i = 0, . . . , n.
Now fix i ∈ {0, . . . , n+ 1} and suppose first that sign((g − p)(xi)) = 1. Hence,

(g − p)(xi) = ‖g − p‖[a,b] > ‖g − p
∗‖[a,b] ≥ (g − p∗)(xi).

Therefore,
(p∗ − p)(xi) = (g − p)(xi)− (g − p∗)(xi) > 0.

Moreover, sign((g − p)(xi+1)) = −1 and

(g − p)(xi+1) = −‖g − p‖[a,b] < −‖g − p
∗‖[a,b] ≤ (g − p∗)(xi+1).

Therefore,
(p∗ − p)(xi+1) = (g − p)(xi+1)− (g − p∗)(xi+1) < 0.

If sign((g − p)(xi)) = −1, we similarly see that

(p∗ − p)(xi) = (g − p)(xi)− (g − p∗)(xi) < 0

and
(p∗ − p)(xi+1) = (g − p)(xi+1)− (g − p∗)(xi+1) > 0.
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Then p∗ − p alternates its sign at least n + 1 times, one between two consecutive alternation
points of g−p on [a, b]. So, it has at least n+1 distinct zeros on (a, b) and, by Proposition 3.1.4,
p∗ − p must be the zero function.
Now, if g has another best approximation p1 ∈ 〈f0, f1, . . . , fn〉, then ‖g − p1‖[a,b] = ‖g − p‖[a,b].
So, by the alternation characterization, as we argue above, p1 − p has at least n + 1 zeros on
(a, b). Finally, Proposition 3.1.4 implies that p1 = p.

�

Proposition 3.1.9 allows us to define the Chebyshev polynomial function for a Chebyshev system
(fk)nk=0, following the notation of [18].

Definition 3.1.10. Let (fk)nk=0 ⊆ C([a, b]) be a Chebyshev system, recall that then (fk)n−1
k=0 ⊆

C([a, b]) is also a Chebyshev system. So, there exists a best approximation Pn to fn from
〈f0, f1, . . . , fn−1〉 which, by Proposition 3.1.9, Pn is unique. We say that

Tn := fn − Pn
‖fn − Pn‖[a,b]

is the Chebyshev polynomial associated with the Chebyshev system (fk)nk=0.
One can easily see from the results above that Tn satisfy the following properties.

(i) Tn ∈ 〈f0, f1, . . . , fn〉,

(ii) there exists an alternation sequence (x0, x1, . . . , xn) for Tn on [a, b], and

(iii) ‖Tn‖[a,b] = 1.

Observation 3.1.11. Since any function in 〈f0, f1, . . . , fn〉 has at most n distinct zeros, Tn has
exactly n distinct zeros which are not double zeros, one between two consecutive alternation
points of Tn.

Now, let’s see a technical lemma that will be very useful on these chapter.

Lemma 3.1.12. Let f, g ∈ C([a, b]) such that ‖f‖[a,b] = ‖g‖[a,b] 6= 0. Suppose that f has n + 1
alternation points in [a, b]. Then, f ± g has at least n zeros, where we are counting each double
zero twice.

Proof. First let’s see that between any two consecutive alternation points of f , of which there
are n+1, there is at least one zero of f±g, where may some of them coincide with an alternation
point of f .
Let x0 < x1 < · · · < xn be the n + 1 alternation points of f and take some i ∈ {0, . . . , n− 1}.
Assume that ‖f‖[a,b] = 1 = ‖g‖[a,b] (otherwise divide f and g by their norm). So we have the
following cases:

(i) f(xi) = ∓g(xi), then f(xi)± g(xi) = 0,

(ii) f(xi+1) = ∓g(xi+1), then f(xi+1)± g(xi+1) = 0,
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(iii) f(xi) 6= ∓g(xi), f(xi+1) 6= ∓g(xi+1) and f(xi) = −1 = −f(xi+1). Then,

f(xi) = −1 < ∓g(xi) and f(xi+1) = 1 > ∓g(xi+1).

Hence, f(xi)± g(xi) < 0 and f(xi+1)± g(xi+1) > 0, which implies that f ± g vanishes at
least in one point in the interval (xi, xi+1).

(iv) f(xi) 6= ∓g(xi), f(xi+1) 6= ∓g(xi+1) and f(xi) = 1 = −f(xi+1). Then

f(xi) = 1 > ∓g(xi) and f(xi+1) = −1 < ∓g(xi+1).

Hence f(xi)± g(xi) > 0 and f(xi+1)± g(xi+1) < 0, which implies that f ± g vanishes at
least in one point in the interval (xi, xi+1).

Thus, the claim follows. Now, observe that if we are in either case (i) or (ii), this zero of
f ± g is at an internal alternation point of f . In that case, when (f ± g)(xi) = 0 for some
i ∈ {1, . . . , n− 1}, we claim that either xi is a double zero of f ± g or there is at least another
zero of f ± g in [xi−1, xi+1] \ {xi}.
Assume that xi is not a double zero. So, we can consider the following:

• Case 1: f(xi−1)± g(xi−1) = 0 or f(xi+1)± g(xi+1) = 0, and the claim follows.

• Case 2: f(xi−1) ± g(xi−1) 6= 0 and f(xi+1) ± g(xi+1) 6= 0 and (f ± g)(x) 6= 0 for every
x ∈ [xi−1, xi). If f(xi−1) = −1 < ∓g(xi−1) (resp. f(xi−1) = 1 > ∓g(xi−1)) then
f(xi+1) = −1 < ∓g(xi+1) (resp. f(xi+1) = 1 > ∓g(xi+1)). Now take ε > 0 small enough
such that

(f ± g)(xi − ε)(f ± g)(xi + ε) < 0
and (f ± g)(xi + δ) 6= 0 for all 0 < δ ≤ ε. Then, by the continuity of f ± g and since
(f ± g)(x) 6= 0 for every x ∈ [xi−1, xi), it yields that

f(xi − ε)± g(xi − ε) < 0, (resp. f(xi − ε)± g(xi − ε) > 0)

and
f(xi + ε)± g(xi + ε) > 0, (resp. f(xi + ε)± g(xi + ε) < 0).

Therefore, we have that in particular f(xi + ε)± g(xi + ε) > 0 and f(xi+1)± g(xi+1) < 0
(resp. f(xi + ε) ± g(xi + ε) < 0 and f(xi+1) ± g(xi+1) > 0), which implies that there is
at least one zero in the interval (xi + ε, xi+1).

• Case 3: f(xi−1) ± g(xi−1) 6= 0 and f(xi+1) ± g(xi+1) 6= 0 and (f ± g)(x) 6= 0 for every
x ∈ (xi, xi+1]. Similarly as in the Case 2, we see that there is at least one zero in the
interval (xi−1, xi − ε), for some small enough ε > 0.

This proves the claim. Now, in counting the zeros that f ± g has between two alternation
points of f , we see that it must have at least n zeros if we are counting each double zeros
twice. This occurs because if we have three consecutive alternation points xi−1 < xi < xi+1
(1 ≤ i ≤ n−1) then either we have at least two different zeros y1 and y2 such that xi−1 ≤ y1 ≤ xi

50



and xi ≤ y2 ≤ xi+1; or we have a double zero at xi (which is counted twice). All in all, f ± g
has at least as many zeros as the number of pairs of alternating points

x0 < x1, x1 < x2, . . . , xn−1 < xn, (3.1.7)

which are exactly n.
This ends the proof of the lemma.

�

Finally we introduce the most important result on this section, which characterizes the zeros
of a Chebyshev polynomial. We want to remark that this result will take an important part on
the proof of the Full Müntz-Szász Theorem.

Proposition 3.1.13 (Zeros of a Chebyshev Polynomial). Let n ≥ 4 and let

T = (f0, . . . , fn−1, fn) and Sσ = (fσ0 , . . . , fσk) (0 ≤ σ0 < · · · < σk ≤ n)

be Chebyshev systems on [a, b]. Consider Tn = Tn,T and Sn = Sn,Sσ the associated Chebyshev
polynomials of the Chebyshev systems T and Sσ respectively. Then between two consecutive
zeros of Sn there is at least one zero of Tn.

Proof. First observe that since (f0, . . . , fn−1, fn) is a Chebyshev system on [a, b], Tn ± Sn ∈
〈f0, . . . , fn−1, fn〉 have at most n zeros (Proposition 3.1.4). So, by Lemma 3.1.12, Tn±Sn must
have exactly n zeros if we are counting each double zero twice.
Our aim is to proof that between two consecutive zeros of Sn there is at least one zero of Tn.
To do so, we will suppose the contrary and we will reach a contradiction by the properties of
the zeros of the functions Tn ± Sn. Hence, suppose that there are two consecutive zeros of Sn
without any zero of Tn between them, i.e., Sn has at least two consecutive zeros between two
consecutive zeros of Tn. Namely

z1 < y1 < y2 < z2

such that
Tn(zj) = Sn(yj) = 0, (j = 1, 2).

Let xi−1 < xi < xi+1 be the three consecutive alternating points of Tn such that

xi−1 < z1 < xi < z2 < xi+1,

for some i ∈ {1, . . . , n − 1}. We claim that in these conditions, either Tn + Sn or Tn − Sn has
four zeros in [xi−1, xi+1] (where we are counting each double zero twice).
For proving the claim, our first step is to see that in the interval (y1, y2) ⊂ [xi−1, xi+1], either
Tn + Sn or Tn − Sn has two zeros (where we are counting the double zeros twice).
So observe that we can assume Tn(y1) > 0, since Tn ± Sn and −(Tn ∓ Sn) have the same
number of zeros. By the continuity of Tn it follows that Tn(y2) > 0. Moreover, we assume that
Sn(y) > 0 if y ∈ (y1, y2) (otherwise, multiply Sn by −1 since we are working with Tn + Sn and
Tn − Sn). Therefore, we are going to work with Tn − Sn.
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Observe that there is a point ŷ ∈ (y1, y2) such that Sn(ŷ) = 1 (since between two consecutive
zeros of a Chebyshev polynomial there is an alternation point). Hence, necessarily Tn(ŷ) ≤
Sn(ŷ) = 1.
First, if Tn(ŷ) < Sn(ŷ), then Tn − Sn has at least one zero in the intervals (y1, ŷ) and (ŷ, y2)
respectively (since Tn(yj)− Sn(yj) = Tn(yj) > 0, for j = 1, 2).
On the other side, if Tn(ŷ) = Sn(ŷ) = 1, since Tn is determined by the n+ 1 alternation points
(due to in the definition of a Chebyshev polynomial, the determinant (3.1.1) is greater than
zero and the matrix is invertible), necessarily ŷ = x2. If x2 is a double zero of Tn − Sn, then it
will have at least two zeros in the interval (y1, y2). Otherwise, there will exists an ε > 0 small
enough such that

(Tn − Sn)(ŷ − ε) · (Tn − Sn)(ŷ + ε) < 0
and y1 < ŷ − ε < ŷ < ŷ + ε < y2. So if (Tn − Sn)(ŷ − ε) < 0, since (Tn − Sn)(y1) = Tn(y1) > 0,
Tn − Sn has at least a zero in the interval (y1, ŷ− ε). Conversely, if (Tn − Sn)(ŷ + ε) < 0, since
(Tn − Sn)(y2) = Tn(y2) > 0, Tn − Sn has at least a zero in the interval (ŷ + ε, y2).
All in all, Tn − Sn has at least two zeros in the interval (y1, y2).
To end the claim, observe that since Tn(yj) − Sn(yj) = Tn(yj) > 0 (j = 1, 2) and Tn(xi−1) −
Sn(xi−1) = −1 − Sn(xi−1) ≤ 0 and Tn(xi+1) − Sn(xi+1) = −1 − Sn(xi+1) ≤ 0 we have that
Tn − Sn has at least one zero in the intervals [xi−1, y1) and (y2, xi+1] respectively.
Therefore, either Tn + Sn or Tn − Sn has four zeros in [xi−1, xi+1] (where we are counting each
double zero twice). Our final step is to see that it is not possible the existence of the four zeros.
Assume that Tn − Sn has four zeros in [xi−1, xi+1] (where we are counting each double zero
twice) since the case Tn + Sn is completely analogous. For simplicity in counting the zeros of
Tn − Sn we will relate them with the pairs of alternation points (3.1.7) by saying that Tn − Sn
has n zeros, one for each pair.
So, if these zeros are different from xi−1 and xi+1, and since Tn− Sn has a zero for each pair of
alternation points, for the n− 2 pairs

x0 < x1, x1 < x2, . . . , xi−2 < xi−1, xi+1 < xi+2, xn−1 < xn

in addition to the four zeros in the interval (xi−1, xi+1), we have that Tn − Sn has at least
n− 2 + 4 = n+ 2 zeros, but Tn − Sn has n zeros.
If either xi−1 or xi+1 is a zero of Tn − Sn, but not both, then Tn − Sn will have one less pair of
consecutive alternation points (either the pair xi−2 < xi−1 or the pair xi+1 < xi+2). All in all,
Tn− Sn will have at least n− 3 + 4 = n+ 1 zeros, but again we know that Tn− Sn has exactly
n zeros.
Finally, if xi−1 and xi+1 are zeros of Tn − Sn, then they must be not double zeros, since if we
are counting them once, we have at least the zeros of the n− 4 pairs (without considering the
pairs xi−2 < xi−1 and xi+1 < xi+2) plus the four zeros in the interval [xi−1, xi+1], which are a
total of at least n− 4 + 4 = n zeros for Tn − Sn. So, if we count them twice, we will get n+ 2
zeros for Tn−Sn, which is not possible. Then, suppose that xi−1 and xi+1 are both simple zeros
of Tn − Sn.
Now observe that since n ≥ 4, we can consider either the alternation point xi−2 or xi+2 (de-
pending on if i ≥ 2 or i ≤ n − 2). Assume that i ≥ 2, since the other case is completely
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analogous. As before, we can assume that (Tn − Sn)(y1) = Tn(y1) > 0.
Then, if there is no zero in the interval (xi−1, y1), by the continuity of Tn − Sn, we have that
for any δ ∈ (0, z1 − xi−1)

(Tn − Sn)(xi−1 + δ) > 0.

Moreover, since xi−1 is not a double zero, for a small enough δ > 0, (Tn − Sn)(xi−1 − δ) < 0
and, since (Tn−Sn)(xi−2) = 1−Sn(xi−2) ≥ 0, there is at least a zero of Tn−Sn in [xi−2, xi−1).
If the zero is different from xi−2, then we have to add one more zero to Tn − Sn (which is not
possible). Otherwise, xi−2 must be a simple zero and we can argue analogously with xi−3 (if
i ≥ 3). Iterating, until we get that the alternation point x0 is a zero of Tn−Sn, we finally reach
the same conclusion of adding another zero to Tn − Sn (which is the x0) and again we know
that it is not possible.
Therefore, there are not two consecutive zeros of Sn between two consecutive zeros of Tn. Thus,
there exists at least one zero of Tn between any two consecutive zeros of Sn.

�

3.1.2 Descartes Systems

Another vectorial space about we will talk is the Descartes system. This system results to be
a particular case of a Chebyshev system. We have seen that the Chebyshev systems capture
some of the essential properties of polynomials. We will see that the Descartes systems capture
some additional properties.
For this vectorial space, we have followed the notation of [7] and [18].

Definition 3.1.14. We say that a Haar system (f0, . . . , fn) is a Descartes system on [a, b] if
for every m ≤ n,

det


fi0(x0) fi1(x0) · · · fim(x0)

... ... . . . ...
fi0(xm) fi1(xm) · · · fim(xm)

 > 0

holds whenever 0 ≤ i0 < i1 < · · · < im ≤ n and a ≤ x0 < x1 < · · · < xm ≤ b.

Observe that when we take m = n we have exactly the definition of a Chebyshev system. The
following version of the Descartes’ rule of signs holds for Descartes systems.

Proposition 3.1.15 (Descartes’ Rule of Signs). If (f0, . . . , fn) is a Descartes system on [a, b],
then the number of distinct zeros of any

0 6= f =
n∑
i=0

aifi, ai ∈ R

is bounded by the number of sign changes in (a0, . . . , an), where we are considering a sign change
between ai and ai+k when aiai+k < 0 and ai+1 = ai+2 = · · · = ai+k−1 = 0.
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Proof. Suppose that (a0, . . . , an) has p sign changes. Then, we can partition {a0, . . . , an} into
exactly p+ 1 blocks so that each block is of the form

ank+1, ank+2, . . . , ank+1 , k = 0, 1, . . . , p

(n0 := −1, np+1 := n), where all of the coefficients in each of the blocks are of the same sign,
not all the coefficients in a block vanish and the last coefficient in a block is different from zero.
Assume without loss of generality that the first block a0, . . . , an1 is a “positive block”, that is
a0, a1, . . . , an1−1 ≥ 0 and an1 > 0 (otherwise, consider −f).
Now let

gk :=
nk+1∑
i=nk+1

|ai|fi, k = 0, 1, . . . , p.

Then, for 0 ≤ x0 < x1 < · · · < xp ≤ 1,

det


g0(x0) g1(x0) · · · gp(x0)
g0(x1) g1(x1) · · · gp(x1)

... ... . . . ...
g0(xp) g1(xp) · · · gp(xp)

 = det


∑n1
i=n0+1 |ai|fi(x0) · · · ∑np+1

i=np+1 |ai|fi(x0)∑n1
i=n0+1 |ai|fi(x1) · · · ∑np+1

i=np+1 |ai|fi(x1)
... . . . ...∑n1

i=n0+1 |ai|fi(xp) · · ·
∑np+1
i=np+1 |ai|fi(xp)



=
n1∑
i0=0
· · ·

n∑
ip=np

|ai0 | · · · |aip |det


fi0(x0) fi1(x0) · · · fip(x0)
fi0(x1) fi1(x1) · · · fip(x1)

... ... . . . ...
fi0(xp) fi1(xp) · · · fip(xp)

 > 0,

since 0 ≤ i0 < i1 < · · · < ip ≤ n and each of the determinants in the sum is positive (we
have that (fj)nj=0 is a Descartes system). Thus, {g0, . . . , gp} is a (p+ 1)-dimensional Chebyshev
system on [a, b], and hence

f = g0 − g1 + · · ·+ (−1)pgp
has at most p zeros. This finishes the proof.

�

Now, we present a comparison theorem due to A.Pinkus [10] and, independently, P.W. Smith
[12]. Before showing it, we will see first a technical lemma.

Lemma 3.1.16. Let 0 ≤ δ0 < δ1 < · · · < δs ≤ n and let (fδ0 , . . . , fδs) be a Descartes system in
[a, b]. Take a < x1 < · · · < xs < b. Then there exists a unique p = fδs + ∑s−1

i=0 aifδi such that
p(x) = 0 if and only if x = xi for i = 1, 2, . . . , s. Moreover, such p has the following properties:

(a) p(x) changes sign at each xi, i = 1, 2, . . . , s,

(b) aiai+1 < 0, for i = 0, 1, . . . , s− 1, where as := 1,

(c) p(x) > 0, for x ∈ (xs, b].

Proof. Since (fδ0 , . . . , fδs) is also a Chebishev system, by Proposition 3.1.8 there exists a unique
(up to a constant) q = ∑s

i=0 qifδi such that
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(i) q(x) = 0 if and only if x = xi for i = 1, 2, . . . , s,

(ii) q(x) changes sign at each xi, i = 1, 2, . . . , s.

Moreover, the fact that (fδ0 , . . . , fδs−1) being also a Chebishev system implies that qs 6= 0, since
q has exactly s zeros. So, consider

p = q

qs
=

s∑
i=0

qi
qs
fδi = fδs +

s−1∑
i=0

aifδi .

We claim that such p satisfies the desired properties.
First observe that we just have to see properties (b) and (c) (since the others are clearly
satisfied).
Observe that (b) is a direct consequence of Proposition 3.1.15, since p has s zeros and s
coefficients, then there must be exactly s sign changes on the coefficients. To see (c), observe
that for x ∈ [a, b] we have for some constant µ

∣∣∣∣∣∣∣∣∣∣∣∣∣

fδ0(x1) fδ1(x1) · · · fδs(x1)
fδ0(x2) fδ1(x2) · · · fδs(x2)

... ... . . . ...
fδ0(xs) fδ1(xs) · · · fδs(xs)
fδ0(x) fδ1(x) · · · fδs(x)

∣∣∣∣∣∣∣∣∣∣∣∣∣
= µp(x), (3.1.8)

since the determinant above satisfies (i) and (ii). Hence,

µp(x) =
s∑
i=0

(−1)s+ifδi(x)

∣∣∣∣∣∣∣∣∣∣
fδ0(x1) fδ1(x1) · · · fδi−1(x1) fδi+1(x1) · · · fδs(x1)
fδ0(x2) fδ1(x2) · · · fδi−1(x2) fδi+1(x2) · · · fδs(x2)

... ... . . . ... ... . . . ...
fδ0(xs) fδ1(xs) · · · fδi−1(xs) fδi+1(xs) · · · fδs(xs)

∣∣∣∣∣∣∣∣∣∣
:=

s∑
i=0

(−1)s+ifδi(x)bi

where bi > 0 for i = 0, . . . , s, due to (fδ0 , . . . , fδs) is a Descartes system. Observe now that
since the coefficient on p of fδs is 1, we have that

µ = (−1)s+sbs = bs > 0.

Thus, since µ > 0 and (fδ0 , . . . , fδs) is a Descartes system, by (3.1.8), p(x) > 0 for x ∈ (xs, b].
�

Proposition 3.1.17. Let us assume that (f0, . . . , fn) is a Descartes system on [a, b], and let

p = fn +
m∑
i=1

aifki , q = fn +
m∑
i=1

bifti with ai, bi ∈ R and m ≤ n
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be chosen such that 0 ≤ ti ≤ ki < n for all i ∈ {1, . . . ,m} with strict inequality for at least
one of the indexes i ∈ {1, . . . ,m}. If p(xi) = q(xi) = 0 for the distinct points xi ∈ [a, b],
i = 1, . . . ,m, then

|p(x)| ≤ |q(x)|, ∀x ∈ [a, b].

Furthermore, the inequality is strict for all x ∈ [a, b] \ {xi}mi=1.

Proof. First suppose that there is an index j such that

tj < kj and ti = ki whenever i 6= j.

So we assume
p = fn + ajfkj +

m∑
i=1 i 6=j

aifki

and
q = fn + bjftj +

m∑
i=1 i 6=j

bifki ,

where 0 ≤ k1 < k2 < · · · < km < n and 0 ≤ kj−1 < tj < kj (of course the inequality kj−1 < tj
holds only if j > 1). Then

p− q = ajfkj − bjftj +
m∑

i=1, i 6=j
(ai − bi)fki ∈ 〈fk1 , . . . , fkj−1 , ftj , fkj , . . . , fkm〉

has at most m zeros on [a, b]. Since (p− q)(xi) = 0 for i = 1, . . . ,m, then p− q has exactly m
zeros on [a, b] at x1, . . . , xm. Moreover, this implies that ai 6= bi for i ∈ {1, . . . ,m} \ {j}.
Applying Lemma 3.1.16 (c) to p and q, we have respectively

p(x) > 0 and q(x) > 0, x ∈ (xm, b]. (3.1.9)

Now we consider µ(p − q), where µ is chosen so that the lead coefficient of µ(p − q) is 1. So
applying Lemma 3.1.16 (c) to µ(p− q), we have that

µ(p(x)− q(x)) > 0, x ∈ (xm, b]. (3.1.10)

Observe that p− q and p have the same coefficient for fkj . So by Lemma 3.1.16 (b) applied to
µ(p− q) and p we have that between the sequence

µaj, µ(aj+1 − bj+1), . . . , µ(am−1 − bm−1), 1

there are m−j sign changes for µ(p−q) (if j = m, then there are no sign changes) and between
the sequence

aj, aj+1, . . . , am, 1

there are m− j + 1 sign changes for p. This means that

sign(aj) = −sign(µaj).
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Therefore, µ < 0 and by (3.1.10) we have that

p(x)− q(x) < 0, x ∈ (xm, b]. (3.1.11)

Now, Lemma 3.1.16 (a) implies that p − q, p and q only changes sign at x1, . . . , xm. Then
observe that (3.1.9) means that p and q has the same sign in [a, b], but (3.1.11) implies that
p− q alternates in sign with p and q in [a, b]. Thus, when p(x) > 0 and q(x) > 0, p(x) < q(x)
and when p(x) < 0 and q(x) < 0, −p(x) < −q(x). Therefore,

|p(x)| ≤ |q(x)|, ∀x ∈ [a, b].

Furthermore, since p − q just vanishes at x1, . . . , xm, then the inequality is strict for all x ∈
[a, b] \ {xi}mi=1.
Finally, if there is more than one index such that ti < ki, then consider

j := max{i : 1 ≤ i ≤ m and ti < ki}.

Then, arguing analogously for j, we get the same result. This ends the proof.
�

3.1.3 Müntz Systems

Finally, we present the vectorial space that is related with the powers xλk that we use on the
Full Müntz-Szász Theorem. This powers will be of distinct nonnegative real numbers. We will
see that these spaces are a particular case of Descartes systems, and therefore, of Chebyshev
systems. Then, since they are smallest spaces, they will have more interesting properties than
the Descartes systems and the Chebyshev systems have.
As in the Descartes systems and the Chebyshev systems, we have followed the notation on the
references [7] and [18]. Moreover, on this section we will show some results that will be very
useful for the next section (Section 3.2) in order to state some inequalities that holds in such
systems.

Definition 3.1.18. Let (xλk)nk=0 ⊆ C([a, b]), where 0 ≤ a < b < +∞. We call Müntz systems
of order n the vectorial spaces

M(Λn) := M({λk}nk=0) := 〈xλ0 , . . . , xλn〉,

where 0 = λ0 < λ1 < · · · < λn < +∞ and Λn = {λk}nk=0.

We have two important properties of the Müntz systems. The first one is the following propo-
sition.

Proposition 3.1.19. Let us assume that 0 ≤ λ0 < λ1 < · · · < λn < +∞. Then (xλk)nk=0 is a
Chebyshev system on [a, b] ⊂ (0,+∞), for every 0 < a < b < +∞.
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Proof. Since λj 6= λi for every i 6= j, clearly dim
(
〈xλ0 , xλ1 , . . . , xλn〉

)
= n+ 1. Now let

∆ = {(α0, α1, . . . , αn) ∈ Rn+1: ∃i 6= j such that αi = αj}.

Then we claim that

D(ρ0, . . . , ρn) := det


xρ0

0 xρ1
0 · · · xρn0

xρ0
1 xρ1

1 · · · xρn1
... ... . . . ...
xρ0
n xρ1

n · · · xρnn

 6= 0

whenever (ρ0, . . . , ρn) ∈ Rn+1 \∆ and a ≤ x0 < · · · < xn ≤ b.
We will show it by induction on n. First, D(ρ0) = xρ0

0 6= 0 for every x0 ∈ [a, b] and ρ0 ∈ R.
Moreover, for every (ρ0, ρ1) ∈ R2 \∆ and 0 < a ≤ x0 < x1 ≤ b,

D(ρ0, ρ1) =
∣∣∣∣∣x
ρ0
0 xρ1

0
xρ0

1 xρ1
1

∣∣∣∣∣ = xρ0
0 x

ρ1
1 − x

ρ1
0 x

ρ0
1 = 0

⇔ xρ0
0 x

ρ1
1

(
1− xρ1−ρ0

0 xρ0−ρ1
1

)
= 0

⇔
(
x0

x1

)ρ1−ρ0

= 1,

which is not possible since ρ0 6= ρ1 and x0 < x1.
Hence, suppose that D(ρ0, . . . , ρk) 6= 0 whenever 0 ≤ k < n and observe that

D(ρ0, . . . , ρn) = det


xρ0

0 xρ1
0 · · · xρn0

xρ0
1 xρ1

1 · · · xρn1
... ... . . . ...
xρ0
n xρ1

n · · · xρnn



= xρ0
0 · · ·xρ0

n det


1 xρ1−ρ0

0 · · · xρn−ρ0
0

1 xρ1−ρ0
1 · · · xρn−ρ0

1
... ... . . . ...
1 xρ1−ρ0

n · · · xρn−ρ0
n

 .
(3.1.12)

Since xρ0
0 · · ·xρ0

n 6= 0, we must check that the determinant on the right side of (3.1.12) is not
zero. Take γi = ρi − ρ0 > 0 for i = 1, . . . , n and suppose that the determinant above is zero.
Then this means that the first column of the matrix is a linear combination of the others n
columns. Hence, there exist µ1, . . . , µn not all zero such that

1 = µ1x
γ1
0 + · · ·+ µnx

γn
0 ,

...
1 = µ1x

γ1
n + · · ·+ µnx

γn
n .

Consider
p(x) = 1−

n∑
i=1

µix
γi ∈ 〈1, xγ1 , . . . , xγn〉.
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Clearly, p(xi) = 0 for i = 0, . . . , n. Now take

p′(x) = −
n∑
i=1

µiγix
γi−1 ∈ 〈xγ1−1, . . . , xγn−1〉,

which is continuous in [a, b]. Since p(xi) = p(xi+1) = 1 for i = 0, . . . , n − 1, by the Rolle’s
Theorem, p′ has at least n zeros, one in each interval (xi, xi+1) (0 ≤ i ≤ n − 1). But by the
induction hypothesis, (xγk−1)nk=1 is a Chebyshev system, which implies that p′ is a Chebyshev
function, and therefore, that p′ has at most n−1 zeros. This gives a contradiction on supposing
that the determinant in (3.1.12) is zero.
Now we take τ : [0, 1]→ Rn+1 \∆ a continuous path defined by

τ(t) = ((1− t)λ0, 1 + (1− t)λ1, . . . , n+ (1− t)λn)

such that τ(1) = (λ0, . . . , λn) and τ(0) = (0, 1, . . . , n). This is possible since 0 ≤ λ0 < · · · < λn
and for i 6= j,

i+ (1− t)λi = j + (1− t)λj ⇔ 1− t = − i− j
λi − λj

< 0

but 1− t ≥ 0. The continuity of τ and the continuity of the determinant implies that

sign(D(τ(0))) = sign(D(τ(1))) = +1,

since the last determinant D(τ(1)) is the well known Vandermonde determinant.
�

Observation 3.1.20. In particular, when 0 = λ0 < λ1 < · · · < λn < +∞, (xλk)nk=0 is a
Chebyshev system on [a, b] ⊂ [0,+∞), for every 0 ≤ a < b < +∞, since

det


1 0 · · · 0
1 xλ1

1 · · · xλn1
... ... . . . ...
1 xλ1

n · · · xλnn

 = det


xλ1

1 · · · xλn1
... . . . ...
xλ1
n · · · xλnn

 6= 0

whenever 0 < x1 < · · · < xn < +∞.

Moreover, as a consequence of Proposition 3.1.19, we have the second property of the Müntz
systems.

Proposition 3.1.21. Let 0 = λ0 < λ1 < · · · < λn, then (1, xλ1 , . . . , xλn) is a Descartes system
on each interval [a, b] ⊂ (0,+∞).

Therefore, we can define the Chebyshev polynomial for the system (xλk)nk=0 on the interval
[a, b] ⊂ (0,+∞). Now, we show some of its properties.

Properties 3.1.22. Let Λn = {λk}nk=0, 0 = λ0 < λ1 < · · · < λn and let Tn,λ be the correspond-
ing Chebyshev polynomial for the Chebyshev system (xλk)nk=0 on the interval [a, b] ⊂ (0,+∞).
Then, the following properties hold
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(i) Tn,λ ∈M(Λn),

(ii) there exists an alternation sequence (x0, x1, . . . , xn) for Tn,λ in [a, b],

(iii) Tn,λ has n simple distinct zeros (i.e., with sign change), one between two consecutive
alternation points of Tn,λ,

(iv) ‖Tn,λ‖[a,b] = 1,

(v) T ′n,λ has n− 1 simple distinct zeros (one between two consecutive zeros of Tn,λ),

(vi) x0 = a and xn = b, so |Tn,λ(a)| = |Tn,λ(b)| = 1.

Proof. Properties (i), (ii), (iii) and (iv) follows by the definition of the Chebyshev polynomial.
Let’s show (v). Recall that there exist n simple distinct zeros y1, . . . , yn such that Tn,λ(yi) = 0
for 1 ≤ i ≤ n. Hence, by the Rolle’s Theorem, T ′n,λ has at least n − 1 simple distinct zeros in
(a, b), one in each interval (yi, yi+1) (1 ≤ i ≤ n− 1).
Since T ′n,λ ∈ 〈xλ1−1, . . . , xλn−1〉 and (xλ1−1, . . . , xλn−1) is a Chebyshev system in [a, b], T ′n,λ hast
at most n− 1 zeros. Therefore, T ′n,λ has exactly n− 1 simple distinct zeros.
Finally, it remains to see (vi). Let x0, x1, . . . , xn be the alternation points of Tn,λ. If a < x0,
there exists some small enough ε > 0 such that a < x0− ε and |Tn,λ(x0− ε)| < 1, which implies
that in x0 there is a change of monotony of Tn,λ. Hence, there is another zero of T ′n,λ at x0 < y0,
which is impossible since T ′n,λ has exactly n − 1 simple distinct zeros. Similarly, we have the
same result for b. This finishes the proof.

�

Observation 3.1.23. Indeed, the n − 1 zeros of T ′n,λ coincide with the alternation points
x1, . . . , xn−1 of Tn,λ.

We will use these results with the Müntz systems

M(Λn) = M({λk}nk=0) and M(Γn) = M({γk}nk=0)

taken in [0, 1], where we assume that

0 = λ0 < λ1 < · · · < λn, 0 = γ0 < γ1 < · · · < γn

and λk ≥ γk for all k. With this idea in mind, we take s ∈ (0, 1) and denote by Tn,λ and
Tn,γ the Chebyshev polynomials associated withM(Λn) andM(Γn) respectively on the interval
[1− s, 1].
The following lemma study the monotony of the Chebyshev polynomials Tn,λ and Tn,γ.

Lemma 3.1.24. The continuous functions |Tn,λ(x)| and |Tn,γ(x)| are monotone decreasing
functions on the interval [0, 1 − s]. Furthermore, if λ1 = γ1 = 1, then also |T ′n,λ(x)| and
|T ′n,γ(x)| are monotone decreasing on the interval [0, 1− s].
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Proof. Recall that by the properties of the Chebyshev polynomials on the Müntz systems we
have that Tn,λ has n zeros in (s − 1, 1) (one between two consecutive alternation points of
Tn,λ) and T ′n,λ has n − 1 in (s − 1, 1) (one between two consecutive zeros of Tn,λ). Then, if
y1 < · · · < yn are the zeros of Tn,λ, then either T ′n,λ(y) > 0 for y ∈ [0, y1) or T ′n,λ(y) < 0 for
y ∈ [0, y1) (otherwise, T ′n,λ would have at least another zero in [0, y1)). Thus, since Tn,λ(y1) = 0,
it follows that |Tn,λ| is monotone decreasing on the interval [0, 1− s] ⊂ [0, y1). Analogously, we
see that |Tn,γ(x)| is monotone decreasing.
For the second case, since T ′n,λ(x) has exactly n− 1 simple zeros in (1− s, 1) and λ1 = 1, then
T ′′n,λ(x) has exactly n−2 simple zeros in (1−s, 1) (one between two consecutive zeros of T ′n,λ by
the Rolle’s Theorem). Therefore, arguing similarly as above, we have that |T ′n,λ(x)| is monotone
decreasing. Analogously, we see that |T ′n,γ(x)| is monotone decreasing.

�

Now, we present a comparison result between the Müntz systems M(Λn) and M(Γn). Before
showing it, we first will see a technical lemma.

Lemma 3.1.25. With the hypothesis and notation just introduced, the following claims hold:

(a) Let y ∈ [0, 1− s). Then the maximum values of the expressions

max
06=p∈M(Λn)

|p(y)|
‖p‖[1−s,1]

and max
06=p∈M(Λn)

|p′(y)|
‖p‖[1−s,1]

are both attained by p = ±Tn,λ, where in the second case we are assuming that λ1 ≥ 1.

(b) |Tn,λ(0)| ≤ |Tn,γ(0)|. Furthermore, if λ1 = γ1 = 1 then also |T ′n,λ(0)| ≤ |T ′n,γ(0)|.

Proof. Let’s prove (a).
Suppose that there is y ∈ [0, 1− s) such that exists some p ∈M(Λn) with

|p(y)|
‖p‖[1−s,1]

> |Tn,λ(y)|.

We will work with the Chebyshev functions Tn,λ±p/‖p‖[1−s,1] and we will reach a contradiction
on counting their zeros.
Recall that in [1− s, 1] the Chebyshev polynomial Tn,λ has n+ 1 alternation points

x0 < x1 < · · · < xn such that |Tn,λ(xi)| = 1,

for i = 0, . . . , n. Therefore, by Lemma 3.1.12, the Chebyshev functions Tn,λ±p/‖p‖[1−s,1] have at
least n zeros in [1−s, 1], where we are counting each double zero twice. Hence, Tn,λ±p/‖p‖[1−s,1]
has exactly n zeros in [1− s, 1], where we are counting each double zero twice.
First, suppose that Tn,λ(x0) = 1 (otherwise, multiply Tn,λ by −1). Moreover, assume that
sign(Tn,λ(y)) = sign(p(y)) and let’s work with Tn,λ−p/‖p‖[1−s,1] (otherwise, consider−p/‖p‖[1−s,1]
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and work with Tn,λ+p/‖p‖[1−s,1]). Then, by the continuity of Tn,λ we have that sign(Tn,λ(y)) =
sign(Tn,λ(x0)) = 1, and it follows thatTn,λ(y)− p(y)

‖p‖[1−s,1]

 ·
Tn,λ(x0)− p(x0)

‖p‖[1−s,1]

 ≤ 0, (3.1.13)

since (Tn,λ − p/‖p‖[1−s,1])(y) < 0 and (Tn,λ − p/‖p‖[1−s,1])(x0) ≥ 0.
So let’s study the case when Tn,λ(x0)− p(x0)/ ‖p‖[1−s,1] = 0 (hence p(x0)/ ‖p‖[1−s,1] = 1).
If x0 is a double zero, then we will have that Tn,λ(x0)− p(x0)/ ‖p‖[1−s,1] has at least n+ 1 zeros
in [1− s, 1], yielding that Tn,λ = p/ ‖p‖[1−s,1].
Otherwise, there exists an ε0 > 0 small enough such that

sign
((
Tn,λ − p/ ‖p‖[1−s,1]

)
(x0 − ε0)

)
= sign

((
Tn,λ − p/ ‖p‖[1−s,1]

)
(y)
)

= −1

and
sign

((
Tn,λ − p/ ‖p‖[1−s,1]

)
(x0 + ε0)

)
= 1.

Since Tn,λ(x1)− p(x1)/ ‖p‖[1−s,1] ≤ 0, there is a zero of Tn,λ− p/ ‖p‖[1−s,1] in (x0 + ε0, x1]. If this
zero is less than x1, then Tn,λ − p/ ‖p‖[1−s,1] will have at least n+ 1 zeros in [1− s, 1], yielding
again that Tn,λ = p/ ‖p‖[1−s,1]. So, we can assume that the zero is located at x1. Arguing
similarly, we have that if x1 is a double zero, then Tn,λ = p/ ‖p‖[1−s,1]. Otherwise, there is an
small enough ε1 > 0 such that

sign
((
Tn,λ − p/ ‖p‖[1−s,1]

)
(x1 + ε1)

)
= −1.

However, Tn,λ(x2)− p(x2)/ ‖p‖[1−s,1] ≥ 0, so it follows that there is a zero of Tn,λ − p/ ‖p‖[1−s,1]
in (x1 + ε1, x2].
Working inductively, we see that for all i ∈ {0, . . . , n− 1}, there is an εi > 0 such that

sign
((
Tn,λ − p/ ‖p‖[1−s,1]

)
(xi + εi)

)
= (−1)i

and
(−1)i

(
Tn,λ − p/ ‖p‖[1−s,1]

)
(xi+1) ≥ 0.

Therefore, there is a zero of Tn,λ − p/ ‖p‖[1−s,1] in (xi + εi, xi+1].
Thus, we deduce that the zeros of Tn,λ − p/ ‖p‖[1−s,1] are located in the alternation points and
they must be simple zeros (otherwise, Tn,λ = p/ ‖p‖[1−s,1]). Since there are n + 1 alternation
points, this implies again that Tn,λ = p/ ‖p‖[1−s,1].
Now, if |Tn,λ(x0)| − |p(x0)|/ ‖p‖[1−s,1] > 0, therefore, (3.1.13) yields that Tn,λ − p/‖p‖[1−s,1] has
at least one more zero between y and x0, which implies that Tn,λ(x) − p(x)/‖p‖[1−s,1] has at
least n+ 1 zeros in [y, 1]. Thus p = Tn,λ. This proofs the first part of (a).

To prove the second part of (a), we do the following. Recall that λ1 ≥ 1. So first observe that
if f ∈ 〈1, xλ1 , . . . , xλn〉 is a differentiable Chebyshev function with n zeros in [1− s, 1] (counting

62



each double zero twice), then by the Rolle’s Theorem f ′ will have at least n− 1 simple zeros in
(1− s, 1) (where we are adding also to the zeros of f ′ the double zeros of f , but now counted
once). Since f ′ ∈ 〈xλ1−1, xλ2−1, . . . , xλn−1〉 with λi − 1 ≥ 0, for i = 1, . . . , n, it follows that f ′ is
a Chebyshev function in (xλ1−1, xλ2−1, . . . , xλn−1), so it has exactly n− 1 distinct simple zeros
in (1− s, 1).
So suppose that there is y ∈ [0, 1− s) such that exists some p ∈M(Λn) with

|p′(y)|
‖p‖[1−s,1]

> |T ′n,λ(y)|.

Assume at this point that Tn,λ(x0) = 1 (otherwise, multiply Tn,λ by −1). Then, since all the
zeros of Tn,λ lies in (1− s, 1), we deduce that Tn,λ(y) > 0. Moreover, for the observation made
before, T ′n,λ(x) ± p′(x)/‖p‖[1−s,1] has exactly n − 1 distinct simple zeros in (1 − s, 1). Besides,
by Lemma 3.1.24, T ′n,λ(y) < 0.
Now assume that p′(y) < 0 (otherwise multiply p by −1). Therefore,

0 < |p′(y)|
‖p‖[1−s,1]

− |T ′n,λ(y)| = − p′(y)
‖p‖[1−s,1]

+ T ′n,λ(y).

Let y0 ∈ (x0, x1] be the closest zero to x0 of Tn,λ − p(y)/ ‖p‖[1−s,1]. Then, since the zeros of
T ′n,λ − p′/ ‖p‖[1−s,1] lie between two consecutive zeros of Tn,λ − p/ ‖p‖[1−s,1],

− p′(z)
‖p‖[1−s,1]

+ T ′n,λ(z) > 0 (∀z ∈ [0, y0)).

By the first part of (a), we have that Tn,λ(y) − p(y)/ ‖p‖[1−s,1] > 0, and since p/ ‖p‖[1−s,1]
decreases faster than Tn,λ in [0, y0), necessary Tn,λ(y0) − p(y0)/ ‖p‖[1−s,1] > 0, and we reach a
contradiction.

Let us now proof (b). Let 0 6= p ∈ M(Λn) be such that it interpolates Tn,λ at its zeros (which
are exactly n and all of them are simple distinct zeros), and such that |p(0)| = |Tn,λ(0)| > 0
in [0, 1] (recall that Tn,λ has its zeros in [1 − s, 1]). This can be done since p is a Chebyshev
function and a function in a Chebyshev system is determined by n+ 1 points.
Therefore, it follows from Proposition 3.1.17 that |p(x)| ≤ |Tn,λ(x)| for all x ∈ [0, 1]. In
particular, ‖p‖[1−s,1] ≤ ‖Tn,λ‖[1−s,1] = 1 and, taking into account part (a) of this lemma, we get

|Tn,λ(0)| = |p(0)| ≤ |p(0)|
‖p‖[1−s,1]

≤ |Tn,γ(0)|
‖Tn,γ‖[1−s,1]

= |Tn,γ(0)|,

which proves the first part of (b).
To prove the second part of (b), the argument is similar. We take 0 6= p ∈M(Λn) such that it
interpolates Tn,λ at its zeros in [s− 1, 1] and we normalize p′(0) = T ′n,λ(0). Observe that there
is no problem in normalize p′(0) since is different from zero; otherwise, the fact that γ1 = 1
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would imply that p ∈ 〈1, xγ2 , . . . , xγn〉, which is also a Chebyshev system of dimension n − 1,
and then p would have at most n− 1 zeros, contradicting the fact that it has exactly n.
Then, it follows from Proposition 3.1.17 that |p(x)| ≤ |Tn,λ(x)| for all x ∈ [0, 1]. Hence, in
particular we have that ‖p‖[1−s,1] ≤ ‖Tn,λ‖[1−s,1] = 1 and it follows again from part (a) of this
lemma that

|T ′n,λ(0)| = |p′(0)| ≤ |p′(0)|
‖p‖[1−s,1]

≤
|T ′n,γ(0)|
‖Tn,γ‖[1−s,1]

= |T ′n,γ(0)|,

which proves the second part of (b).
�

Proposition 3.1.26 (Comparison Theorem). The inequality

max
06=p∈M(Λn)

‖p‖[0,1]

‖p‖[1−s,1]
≤ max

06=p∈M(Γn)

‖p‖[0,1]

‖p‖[1−s,1]

holds. Furthermore, if λ1 = γ1 = 1 then

max
06=p∈M(Λn)

‖p′‖[0,1−s]

‖p‖[1−s,1]
≤ max

06=p∈M(Γn)

‖p′‖[0,1−s]

‖p‖[1−s,1]
.

Proof. Let y ∈ [0, 1 − s). Observe that from Lemma 3.1.24 and Lemma 3.1.25 (b), we have
that |Tn,λ(y)| ≤ |Tn,λ(0)| ≤ |Tn,γ(0)|. Then,

max
06=p∈M(Λn)

|p(y)|
‖p‖[1−s,1]

= |Tn,λ(y)|
‖Tn,λ‖[1−s,1]

= |Tn,λ(y)| ≤ |Tn,γ(0)|

= |Tn,γ(0)|
‖Tn,γ‖[1−s,1]

= max
y∈[0,1−s]

|Tn,γ(y)|
‖Tn,γ‖[1−s,1]

≤ max
06=p∈M(Γn)

‖p‖[0,1−s]

‖p‖[1−s,1]
≤ max

0 6=p∈M(Γn)

‖p‖[0,1]

‖p‖[1−s,1]
.

On the other hand, if y ∈ [1− s, 1], then

max
06=p∈M(Λn)

|p(y)|
‖p‖[1−s,1]

≤ 1 ≤ max
06=p∈M(Γn)

‖p‖[0,1]

‖p‖[1−s,1]
.

Hence,

max
06=p∈M(Λn)

‖p‖[0,1]

‖p‖[1−s,1]
≤ max

06=p∈M(Γn)

‖p‖[0,1]

‖p‖[1−s,1]
,

which is what we wanted to prove. By analogous arguments, we have that for y ∈ [0, 1− s]

max
06=p∈M(Λn)

|p′(y)|
‖p‖[1−s,1]

=
|T ′n,λ(y)|
‖Tn,λ‖[1−s,1]

= |T ′n,λ(y)| ≤ |T ′n,λ(0)| ≤ |T ′n,γ(0)|

=
|T ′n,γ(y)|
‖Tn,γ‖[1−s,1]

≤ max
06=p∈M(Γn)

‖p′‖[0,1−s]

‖p‖[1−s,1]
,

which is the second claim of the theorem.
�
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3.2 Müntz Systems Inequalities

Let Λn = {λj}nj=0 (λ0 = 0) be a sequence of nonnegative real distinct numbers, there are some
inequalities that holds for the Müntz systems M(Λn), for each n ∈ N, when we constrain Λn

under certain conditions. Such inequalities relates the behavior of a function in M(Λn) with
its derivative.
For simplicity, we will denote the uniform norm on the real interval [0, 1] by ‖·‖∞ .

3.2.1 Newman’s Inequality

The first inequality to deal with is called Newman’s Inequality (see [18]). Before showing it,
we see a technical lemma.
Lemma 3.2.1 (Landau Inequality). Let f ∈ C2(R), then

‖f ′‖2
∞ ≤ 4 ‖f‖∞ ‖f

′′‖∞ .

Proof. Let a ∈ R, we have the following Taylor expansion

f(t) = f(a) + (t− a)f ′(a) +
∫ t

a
(t− s)f ′′(s)ds.

So,
f ′(a) = f(t)− f(a)

t− a
− 1
t− a

∫ t

a
(t− s)f ′′(s)ds.

Taking absolute values on both sides,

|f ′(a)| ≤
∣∣∣∣∣f(t)− f(a)

t− a

∣∣∣∣∣+ 1
|t− a|

∣∣∣∣∫ t

a
(t− s)|f ′′(s)|ds

∣∣∣∣
≤
∣∣∣∣∣f(t)− f(a)

t− a

∣∣∣∣∣+ ‖f ′′‖∞|t− a|

∣∣∣∣∫ t

a
(t− s)ds

∣∣∣∣ ≤ 2 ‖f‖∞
|t− a|

+ 1
2 ‖f

′′‖∞ |t− a|.
(3.2.1)

Set s = t− a, then (3.2.1) is true for every s. In particular,

|f ′(a)| ≤ inf
s∈R

(
2 ‖f‖∞
s

+ s
‖f ′′‖∞

2

)
.

Now observe that the function

g(s) = 2 ‖f‖∞
s

+ s
‖f ′′‖∞

2
has minimum value at

s = 2
√
‖f‖∞ / ‖f ′′‖∞.

So, for any a ∈ R,

|f ′(a)| ≤ 2 ‖f‖∞
2
√
‖f‖∞ / ‖f ′′‖∞

+ 2
√
‖f‖∞ / ‖f ′′‖∞

‖f ′′‖∞
2

=
√
‖f‖∞ / ‖f ′′‖∞ (‖f ′′‖∞ + ‖f ′′‖∞) =

√
4 ‖f‖∞ ‖f ′′‖∞.
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Thus,
‖f ′‖2

∞ ≤ 4 ‖f‖∞ ‖f
′′‖∞ .

�

Proposition 3.2.2 (Newman’s Inequality). Let {λj}j∈N be a sequence of different real positive
numbers. Then, the inequality

‖xp′(x)‖∞ ≤ 11 ·
 n∑
j=1

λj

 ‖p(x)‖∞

holds for all p ∈ 〈1, xλ1 , . . . , xλn〉 and all n ∈ N.

Proof. Fix n ∈ N and set λ0 = 0. We may assume, without loss of generality, that Mn :=∑n
j=1 λj = 1 since we may make the change of variable

x→ x1/Mn .

Hence, λj ∈ (0, 1] for every 1 ≤ j ≤ n.
Set x = e−t. If p(x) = ∑n

j=0 ajx
λj and q(t) = p (e−t) = ∑n

j=0 aje
−λjt then

xp′(x) = x
n∑
j=0

λjajx
λj−1 =

n∑
j=0

λjajx
λj =

n∑
j=0

λjaje
−λjt = −q′(t),

so that we have changed our problem to one of estimating the uniform norm, on the interval
[0,+∞), of the derivatives of functions of the form

+∞∑
j=0

aje
−λjt, (3.2.2)

in terms of their uniform norm in the same interval, i.e., we have changed the problem to prove
that

‖q′(t)‖∞ ≤ 11 ‖q(t)‖∞ ,
where now by ‖ · ‖∞ we mean the uniform norm in [0,+∞).
Let

B(z) :=
n∏
j=1

z − λj
z + λj

∈ H(H0)

and define
T (t) := 1

2πi

∫
Γ

e−zt

B(z)dz ∈ C
∞(R), where Γ := {z; |z − 1| = 1}.

Since B(z) has zeros of order 1 in λ1, . . . , λn, if we let

bk =
n∏

j = 1
j 6= k

λk + λj
λk − λj

6= 0,
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for every k ∈ {1, . . . , n}, it follows from the residue theorem that

T (t) =
n∑
k=1

bke
−λkt

and therefore, T is of the form of (3.2.2).
To prove Newman’s inequality we first show the following estimate

|B(z)| ≥ 1
3 for all z ∈ Γ. (3.2.3)

To do so, we will see that
|z − λ|
|z + λ|

≥ 2− λ
2 + λ

,

when z ∈ Γ.
Take z = 1 + eit for t ∈ [0, 2π]. Then, it is easy to check that(

|z − λ|
|z + λ|

)2

= 1 + (1− λ)2 + 2(1− λ) cos(t)
1 + (1 + λ)2 + 2(1 + λ) cos(t) . (3.2.4)

If we derivate the expression of (3.2.4), we get

4λ3 sin(t)
(2 + 2λ+ λ2 + 2(1 + λ) cos(t))2 , (3.2.5)

and by the expression of (3.2.5) we get that the function of (3.2.4) has a minimum value at
t = 0. Therefore, (

|z − λ|
|z + λ|

)2

≥ 1 + (1− λ)2 + 2(1− λ) cos(0)
1 + (1 + λ)2 + 2(1 + λ) cos(0) =

(
2− λ
2 + λ

)2

,

and it holds for every z ∈ Γ. Thus,

|B(z)| ≥
n∏
j=1

2− λj
2 + λj

for all z ∈ Γ.

To estimate the above product, we take into consideration the fact that for all x, y ≥ 0, the
inequality (1− x

1 + x

)
·
(

1− y
1 + y

)
≥ 1− (x+ y)

1 + x+ y
(3.2.6)

holds. Iterating (3.2.6), leads us to the inequality

|B(z)| ≥
n∏
j=1

2− λj
2 + λj

=
n∏
j=1

1− λj/2
1 + λj/2

≥
1− 1

2
∑n
j=1 λj

1 + 1
2
∑n
j=1 λj

= 1
3

which proves (3.2.3).
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Moreover, it follows from the definition of T and the continuity and derivation under the integral
sign theorem, that

T ′′(t) = 1
2πi

∫
Γ

z2e−zt

B(z) dz.

So taking z = 1 + eiθ as a parametrization of Γ, the Fubini’s Theorem yields that∫ +∞

0
|T ′′(t)| ≤ 3

2π

∫ +∞

0

∫ 2π

0
|1 + eiθ|2

∣∣∣e−t(1+eiθ)
∣∣∣ dθdt

= 3
2π

∫ +∞

0

∫ 2π

0
2(1 + cos(θ))e−(1+cos(θ))tdθdt

= 3
π

∫ 2π

0
(1 + cos(θ)) 1

(1 + cos(θ))dθ = 6.

Now, we will compute integrals of the form∫ +∞

0
e−λktT ′′(t)dt

in terms of the scalars λk. So fix k ∈ {1, . . . , n} and note that by the Fubini’s Theorem,
∫ +∞

0
e−λktT ′′(t)dt = 1

2πi

∫
Γ

∫ +∞

0

z2e−(z+λk)t

B(z) dtdz

= 1
2πi

∫
Γ

z2

B(z)(z + λk)
dz,

(3.2.7)

and taking into consideration the fact that

z2

B(z)(z + λk)

has no poles in the exterior of Γ (since 0 < λk ≤ 1), the above integral (3.2.7) depends only on
its residue at ∞. Now, for every z in the exterior of Γ,

z2

z + λk
= z ·

+∞∑
j=0

(
−λk
z

)j
= z − λk + λ2

k

z
− · · ·

and taking the Taylor expansion around the ∞ we get

1
B(z) =

n∏
j=1

z + λj
z − λj

= 1 +
2
(∑n

j=1 λj
)

z
+

(
2∑n

j=1 λj
)2

2z2 + · · · = 1 + 2
z

+ 2
z2 + · · ·

so that
z2

B(z)(z + λk)
= z + (2− λk) + λ2

k − 2λk + 2
z

+ · · · .

This, together with (3.2.7), leads us to the formula∫ ∞
0

e−λktT ′′(t)dt = λ2
k − 2λk + 2, (3.2.8)
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by its residue at ∞.
Now let q be an exponential polynomial of the form (3.2.2). Then, if we take into consideration
(3.2.8), we conclude that for every a ∈ [0,+∞)∫ +∞

0
q(t+ a)T ′′(t)dt =

∫ +∞

0

(
n∑
k=0

ake
−λk(t+a)T ′′(t)

)
dt

=
n∑
k=0

ake
−λka

∫ +∞

0
e−λktT ′′(t)dt

=
n∑
k=0

ake
−λka

(
λ2
k − 2λk + 2

)
= q′′(a) + 2q′(a) + 2q(a).

Hence,

|q′′(a) + 2q′(a) + 2q(a)| =
∣∣∣∣∫ +∞

0
q(t+ a)T ′′(t)dt

∣∣∣∣
≤
∫ +∞

0
|q(t+ a)T ′′(t)| dt ≤ ‖q‖∞

∫ +∞

0
|T ′′(t)| dt

≤ 6 ‖q‖∞ .

Therefore,

|q′′(a)| − |2q′(a) + 2q(a)| ≤ |q′′(a) + 2q′(a) + 2q(a)| ≤ 6 ‖q‖∞ . (3.2.9)

And (3.2.9) holds for every a ≥ 0, so that

‖q′′‖∞ ≤ 2 ‖q′‖∞ + 8 ‖q‖∞ .

Now, Lemma 3.2.1 yields that
‖f ′‖2

∞ ≤ 4 ‖f‖∞ ‖f
′′‖∞

holds for all functions f ∈ C2([0,+∞)), so that

‖q′‖2
∞ ≤ 4 ‖q‖∞ ‖q

′′‖∞ ≤ 4 ‖q‖∞ (2 ‖q′‖∞ + 8 ‖q‖∞)

and (
‖q′‖∞
‖q‖∞

)2

≤ 8
(
‖q′‖∞
‖q‖∞

)
+ 32.

Now consider the equation

x2 − 8x− 32 = (x− 4(1−
√

3)) · (x− 4(1 +
√

3)).

Then, since 4(1−
√

3) < 0, it follows that x2 − 8x− 32 ≤ 0 if and only if

x ≤ 4(1 +
√

3) <
[
4(1 +

√
3)
]

+ 1 = 11.

Thus, ‖q′‖∞ ≤ 11 ‖q‖∞ for all expressions of the form (3.2.2).
�
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3.2.2 Gram Matrix and Determinant

In some cases we can give an explicit computation of the best approximation of some given
space. For example, using what is called the Gram Matrix, which we present here, we can
compute the best approximation to elements of a given Hilbert space (see [8]). This results will
be used in the next section, where we will work with another inequality for the Müntz spaces.
Then, given H a Hilbert space over a field K (so we have an inner product inside it) and let
x1, x2, . . . , xn independent elements of H. Consider V = 〈x1, x2, . . . , xn〉 a vectorial subspace of
H. Then we can construct an orthonormal system in H by a sequence of orthonormal elements
x∗1, x

∗
2, . . . , x

∗
n. That is,

(xi, x∗j) =
{

0, i 6= j,
1, i = j,

where (·, ·) denotes the inner product in H.
Moreover, observe that if w ∈ V , then w = a1x1 + · · ·+anxn for some ai ∈ K. Since we can get
an orthonormal system from the independent elements x1, x2, . . . , xn, then w = b1x

∗
1 + · · ·+bnx∗n

for some bi ∈ K, which implies that every element of V can be written by its Fourier expansion
respect the orthonormal system x∗1, x

∗
2, . . . , x

∗
n.

Now, before introducing the Gram matrix, let’s see a few technical results of this orthonormal
basis.
Proposition 3.2.3 (Bessel’s Inequality). Let x∗1, x∗2, . . . , x∗n be an orthonormal system and let
y be arbitrary. Then, ∥∥∥∥∥y −

N∑
i=1

(y, x∗i )x∗i
∥∥∥∥∥ ≤ min

(a1,...,aN )

∥∥∥∥∥y −
N∑
i=1

aix
∗
i

∥∥∥∥∥
for every N ∈ N, N ≤ n.

Proof. ∥∥∥∥∥y −
N∑
i=1

aix
∗
i

∥∥∥∥∥
2

=
(
y −

N∑
i=1

aix
∗
i , y −

N∑
i=1

aix
∗
i

)

= (y, y)−
N∑
i=1

ai(x∗i , y)−
N∑
i=1

ai(y, x∗i ) +
N∑

i,j=1
aiaj(x∗i , x∗j)

= (y, y)−
N∑
i=1

ai(x∗i , y)−
N∑
i=1

ai(y, x∗i ) +
N∑
i=1
|ai|2

+
N∑
i=1
|(y, x∗i )|2 −

N∑
i=1
|(y, x∗i )|2

= (y, y)−
N∑
i=1
|(y, x∗i )|2 +

N∑
i=1
|ai − (y, x∗i )|2.

Since the first two terms of the last member are independent of the ai’s and the last term is
greater or equal than zero, it is clear that the minimum of∥∥∥∥∥y −

N∑
i=1

aix
∗
i

∥∥∥∥∥
2
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is achieved if and only if ai = (y, x∗i ), for i = 1, . . . , N . This ends the proof.
�

As a direct consequence, we have the following result.

Corollary 3.2.4. Let x1, x2, . . . , xn be independent elements and let x∗1, x∗2, . . . , x∗n be an or-
thonormal system respect to the xi’s. Then, for any element y,

y −
n∑
k=1

(y, x∗k)x∗k

is orthogonal to x∗i , for every i ∈ {1, . . . , n}.

Moreover, another result that follows from Proposition 3.2.3 is the following.

Corollary 3.2.5. Let a1x1 + a2x2 + · · · + anxn be the best approximation to y from among
the linear combinations of x1, . . . , xn (assumed independent). Then the coefficients ai are the
solution of the following system of equations:


a1(x1, x1) + a2(x2, x1) + · · ·+ an(xn, x1) = (y, x1),

...
a1(x1, xn) + a2(x2, xn) + · · ·+ an(xn, xn) = (y, xn).

Proof. First, we can write a1x1 +a2x2 + · · ·+anxn in the orthonormal basis as b1x
∗
1 + · · ·+bnx

∗
n.

Observe that since b1x
∗
1 + · · · + bnx

∗
n is the best approximation to y, by Proposition 3.2.3,

bi = (y, x∗i ). Moreover, we also can write xj in the orthonormal basis as xj = c1x
∗
1 + · · ·+ cnx

∗
n.

Therefore, this theorem follows directly by the fact that for every 1 ≤ j ≤ n

(y − a1x1 − · · · − anxn, xj) = (y − (y, x∗1)x∗1 − · · · − (y, x∗n)x∗n, c1x
∗
1 + · · ·+ cnx

∗
n) = 0

which the last equality is a consequence of Corollary 3.2.4.
�

Now we are in conditions to introduce the Gram matrix and the Gram determinant.

Definition 3.2.6. Given a sequence of elements x1, . . . , xn in an inner product space. The
n× n matrix

G(x1, . . . , xn) :=


(x1, x1) (x1, x2) · · · (x1, xn)

... ... . . . ...
(xn, x1) (xn, x2) · · · (xn, xn)


is known as the Gram matrix of x1, . . . , xn. Its determinant is known as the Gram determinant
of x1, . . . , xn and denoted by g(x1, . . . , xn).

The following result gives us a formula for computing the best approximation in a Hilbert space
using the Gram Determinant. The proof is due to [8], but there are also distinct proofs of it,
for example, [14].
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Proposition 3.2.7. Let x1, . . . , xn be independent. If

δ = min
(ai)
‖y − (a1x1 + a2x2 + · · ·+ anxn)‖ ,

then
δ2 = g(x1, . . . , xn, y)

g(x1, . . . , xn) .

Proof. Let s = a1x1 + a2x2 + · · ·+ anxn be the best approximation to y. Then,

δ2 = ‖y − s‖2 = (y − s, y − s) = (y − s, y)− (y − s, s).

By Corollary 3.2.5, (y − s, s) = 0 so that

δ2 = (y − s, y) = (y, y)− (s, y).

Therefore, we have the following system of equations


a1(x1, x1) + a2(x2, x1) + · · ·+ an(xn, x1)− (y, x1) = 0,

...
a1(x1, xn) + a2(x2, xn) + · · ·+ an(xn, xn)− (y, xn) = 0,
a1(x1, y) + a2(x2, y) + · · ·+ an(xn, y) + δ2 − (y, y) = 0.

(3.2.10)

If we introduce the value an+1 = 1 as a coefficient of the elements of the last column, then
(3.2.10) becomes a system of n+1 homogeneous linear equations in n+1 variable a1, . . . , an, an+1,
which possesses a nontrivial solution. Thus, the determinant of this system must therefore
vanish:

∣∣∣∣∣∣∣∣∣∣
(x1, x1) (x2, x1) · · · (xn, x1) 0− (y, x1)

... ... . . . ... ...
(x1, xn) (x2, xn) · · · (xn, xn) 0− (y, xn)
(x1, y) (x2, y) · · · (xn, y) δ2 − (y, y)

∣∣∣∣∣∣∣∣∣∣
= 0.

Therefore, by the properties of the determinants

δ2g(x1, . . . , xn) =

∣∣∣∣∣∣∣∣∣∣
(x1, x1) (x2, x1) · · · (xn, x1) 0

... ... . . . ... ...
(x1, xn) (x2, xn) · · · (xn, xn) 0
(x1, y) (x2, y) · · · (xn, y) δ2

∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣
(x1, x1) (x2, x1) · · · (xn, x1) (y, x1)

... ... . . . ... ...
(x1, xn) (x2, xn) · · · (xn, xn) (y, xn)
(x1, y) (x2, y) · · · (xn, y) (y, y)

∣∣∣∣∣∣∣∣∣∣
= g(x1, . . . , xn, y).

This ends the proof.
�
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3.2.3 Bernstein-Chebyshev’s Inequality

On this section, we will prove the Bernstein and Chebyshev’s Inequality Theorem (see [7]
and [9]) for the arbitrary Müntz system Π(Λ) := 〈1, xλ1 , xλ2 , . . . 〉 for an increasing sequence
Λ = {λk}+∞

k=0 (λ0 = 0) of different positive real numbers. However, we first will show a reduced
version of it, where we suppose the sequences of exponents that satisfy the following jump
condition:

inf
k∈N

(λk − λk−1) > 0.

Before seeing it, let’s see a result about error computations that follows from the results that
we have already seen on the Gram Matrix section.

Lemma 3.2.8. For all m ∈ N

E(xλm ,Π (Λ \ {λm})) := min
p∈Π(Λ\{λm})

∥∥∥xλm − p(x)
∥∥∥
L2([0,1])

= 1
2λm + 1

∏
k≥0, k 6=m

∣∣∣∣∣ λm − λk
λm + λk + 1

∣∣∣∣∣ .
Proof. By Proposition 3.2.7, we have that for every n ∈ N, n > m,

E(xλm ,Mn (Λ \ {λm})) =

√√√√g(1, xλ1 , . . . , xλm−1 , xλm+1 , . . . , xλn , xλm)
g(1, xλ1 , . . . , xλm−1 , xλm+1 , . . . , xλn) ,

where g denotes the Gram determinant of the Gram matrix respect to the Hilbert space
L2([0, 1]).
Now observe that

(xλi , xλj) =
∫ 1

0
xλi+λj dx = 1

λi + λj + 1 .

Therefore,

g(1, xλ1 , . . . , xλm−1 , xλm+1 , . . . , xλn)

= det



(1, 1) (1, xλ1) · · · (1, xλm−1) (1, xλm+1) · · · (1, xλn)
... ... . . . ... ... ...

(xλm−1 , 1) (xλm−1 , xλ1) · · · (xλm−1 , xλm−1) (xλm−1 , xλm+1) · · · (xλm−1 , xλn)
(xλm+1 , 1) (xλm+1 , xλ1) · · · (xλm+1 , xλm−1) (xλm+1 , xλm+1) · · · (xλm+1 , xλn)

... ... ... ... . . . ...
(xλn , 1) (xλn , xλ1) · · · (xλn , xλm−1) (xλn , xλm+1) · · · (xλn , xλn)



= det



1 1
λ1+1 · · · 1

λm−1+1
1

λm+1+1 · · · 1
λn+1

... ... . . . ... ... ...
1

λm−1+1
1

λm−1+λ1+1 · · ·
1

2λm−1+1
1

λm−1+λm+1+1 · · ·
1

λm−1+λn+1
1

λm+1+1
1

λm+1+λ1+1 · · ·
1

λm+1+λm−1+1
1

2λm+1+1 · · · 1
λm+1+λn+1

... ... ... ... . . . ...
1

λn+1
1

λn+λ1+1 · · · 1
λn+λm−1+1

1
λn+λm+1+1 · · · 1

2λn+1


.
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If we take ai = λi and bi = λi + 1, where i = 0, . . . ,m − 1,m + 1, . . . , n and λ0 = 0, then the
determinant above is the well known Cauchy determinant of order n, and we get that

g(1, xλ1 , . . . ,xλm−1 , xλm+1 , . . . , xλn)

=
∏

1≤i<j≤m−1(aj − ai)(bj − bi)
∏
m+1≤i<j≤n(aj − ai)(bj − bi)∏

1≤i, j≤m−1(ai + bj)
∏
m+1≤i, j≤n(ai + bj)

.

Similarly,

g(1,xλ1 , . . . , xλm−1 , xλm+1 , . . . , xλn , xλm)

= g(1, xλ1 , . . . , xλm−1 , xλm+1 , . . . , xλn)
∏n
i=1, i 6=m(am − ai)

∏n
i=1, i 6=m(bm − bi)∏n

i=1(ai + bm)∏n
i=1(am + bi)

.

Thus,

E(xλm ,Π (Λ \ {λm}))2 =
∏n
i=1, i 6=m(am − ai)

∏n
i=1, i 6=m(bm − bi)∏n

i=1(ai + bm)∏n
i=1(am + bi)

=
∏n
i=1, i 6=m(λm − λi)

∏n
i=1, i 6=m(λm − λi)∏n

i=1(λi + λm + 1)∏n
i=1(λm + λi + 1)

=
∏n
i=1, i 6=m(λm − λi)2

(2λm + 1)2∏n
i=1 i 6=m(λm + λi + 1)2 .

(3.2.11)

By taking the square root of (3.2.11) the theorem follows.
�

Proposition 3.2.9 (Bounded Bernstein’s Inequality for Special Sequences). Let us assume
that Λ = {λk}+∞

k=0 is an increasing sequence of nonnegative real numbers that satisfies the jump
condition infk∈N(λk − λk−1) > 0, and ∑+∞

k=1 1/λk < ∞, λ0 = 0, λ1 ≥ 1. Then for all ε ∈ (0, 1)
there exists a constant cε = c(ε,Λ) > 0 such that the inequalities

‖p′‖[0,1−ε] ≤ cε ‖p‖L2(0,1) , ‖p
′‖[0,1−ε] ≤ cε ‖p‖[0,1]

hold for all p ∈ 〈1, xλ1 , xλ2 , . . . 〉.

Proof. It follows from Lemma 3.2.8 that for all m ∈ N and all p ∈ Π(Λ \ {λm}) the inequality

∥∥∥xλm − p(x)
∥∥∥
L2([0,1])

≥ 1
2λm + 1

∏
k≥0, k 6=m

∣∣∣∣∣ λm − λk
λm + λk + 1

∣∣∣∣∣
= 1

2λm + 1
∏

k≥0, k 6=m

∣∣∣∣∣(λk + 1/2)− (λm + 1/2)
(λk + 1/2) + (λm + 1/2)

∣∣∣∣∣
(3.2.12)

holds. Hence it is of interest to study products of the form
∏

k≥0, k 6=m

∣∣∣∣αk + αm
αk − αm

∣∣∣∣
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for sequences {αk}+∞
k=0 such that infk∈N(αk − αk−1) > 0, αk ≥ 1/2, and ∑+∞

k=1 1/αk < +∞ (note
that we have, for ease of exposition, reversed the quotients).
Now, we decompose

∏
k≥0, k 6=m

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ =
∏

k≥0, αk<αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣
∏

k≥0, αm<αk<2αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ ∏
k≥0, αk≥2αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ . (3.2.13)

Let’s see that the decomposition (3.2.13) can be done. First, we can write the third product as∣∣∣∣αk + αm
αk − αm

∣∣∣∣ =
∏

k≥0, αk≥2αm

∣∣∣∣1 + 2αm
αk − αm

∣∣∣∣ ,
since for all k such that αk ≥ 2αm we have that αk/2 ≥ αm. Hence, αk−αm ≥ αk−αk/2 = αk/2,
which yields

1 ≤
∏

k≥0, αk≥2αm

∣∣∣∣1 + 2αm
αk − αm

∣∣∣∣ =
∏

k≥0, αk≥2αm

(
1 + 2αm

αk − αm

)

≤
∏

k≥0, αk≥2αm
exp

( 2αm
αk − αm

)
= exp

 ∑
k≥0, αk≥2αm

( 2αm
αk − αm

)
= exp

 ∑
k≥0, αk≥2αm

2αm
αk − αm

 ≤ exp
4αm

∑
k≥0, αk≥2αm

1
αk

 < +∞,

where for the inequalities we have used that 1 + x ≤ ex for x ≥ 0. Moreover, the surjectivity of
the exponential implies that there exist a constant ξ1,m > 0 such that

ξ1,m ≤ 4
∑

k≥0, αk≥2αm

1
αk

and lim
m→+∞

ξ1,m = 0

satisfying ∏
k≥0, αk≥2αm

∣∣∣∣1 + 2αm
αk − αm

∣∣∣∣ = exp (αmξ1,m).

Now, it remains to bound the products
∏

k≥0, αk<αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ (3.2.14)

and ∏
k≥0, αm<αk<2αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ . (3.2.15)

We begin with (3.2.14). To do so, first we claim that

lim
k→+∞

αk
k

= +∞. (3.2.16)
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Using that {αk}+∞
k=0 is monotonically increasing and ∑+∞

k=1 1/αk < +∞, we have the following
inequality

2n∑
k=n

1
αk
≥ 2n+ 1

α2n
≥ 2n
α2n
≥ 0, (n ∈ N)

and tending n to +∞ it yields that

0 ≤ lim
n→+∞

2n
α2n
≤ lim

n→+∞

2n∑
k=n

1
αk

= 0.

Now, let r := infk∈N (αk − αk−1) and observe that for 0 ≤ k < m we have the inequality

αm − αk ≥ (m− k)r.

Hence, for 0 ≤ k < m it holds that

αk + αm
αm − αk

≤ 2αm
(m− k)r .

Therefore, ∏
k≥0, αk<αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ ≤ ∏
k≥0, αk<αm

2αm
(m− k)r =

(2
r

)m αmm
m! . (3.2.17)

Using into (3.2.17) the Stirling formula n! ≥ nne−n, which is valid for any n ≥ N (where N ∈ N
is big enough), we get that

∏
k≥0, αk<αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ ≤ (2
r

)m (αm
m

)m
em (m ≥ N). (3.2.18)

Finally, applying that limx→+∞ x
1/x = 1 into (3.2.18) and using (3.2.16), we get that

1 ≤
∏

k≥0, αk<αm

(∣∣∣∣αk + αm
αk − αm

∣∣∣∣) 1
αm ≤

(2
r

) m
αm
(
αm
m

) m
αm

e
m
αm → 1, (m→ +∞).

Thus, since

lim
m→+∞

log
((2

r

) m
αm
(
αm
m

) m
αm

e
m
αm

)
= 0

and by the surjectivity of the exponential, there exist a constant ξ2,m > 0 such that

lim
m→+∞

ξ2,m = 0 and ξ2,m ≤ log
((2

r

) m
αm
(
αm
m

) m
αm

e
m
αm

)

satisfying ∏
k≥0, αk<αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ = exp (αmξ2,m).
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Now it remains to bound (3.2.15). Let Lm := #{k : αm < αk < 2αm} and observe that since∑+∞
k=0 1/αk < +∞, it follows that

∑
αk<αm

1
αk

+ Lm
2αm

+
∑

αk≥2αm

1
αk
≤

∑
αk<αm

1
αk

+
∑

αm<αk<2αm

1
αk

+
∑

αk≥2αm

1
αk

≤
+∞∑
k=0

1
αk

< +∞,

which implies that Lm/αm → 0 as m→ +∞ (since αm → +∞ as m→ +∞).
Hence, arguing analogously as when we bound (3.2.14), we have that

1 ≤
 ∏
k≥0, αm<αk<2αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣
 1

αm

≤
(3
r

)Lm−m
αm

(
αm

Lm −m

)Lm−m
αm

e
Lm−m
αm .

Thus, as before, this implies that there exist a constant ξ3,m > 0 such that

lim
m→+∞

ξ3,m = 0 and
∏

k≥0, αm<αk<2αm

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ = exp (αmξ3,m).

Finally, consider 2αm ≥ 1 and take ξ4,m = log(2αm)/αm → 0 as m→ +∞. Therefore,

1 ≤ 2αm = exp (log(2αm)) = exp (αmξ4,m) .

Thus, taking γm = ξ1,m + ξ2,m + ξ3,m + ξ4,m we get that there exists a sequence of constants
{γm}+∞

m=0 such that

2αm
∏

k≥0, k 6=m

∣∣∣∣αk + αm
αk − αm

∣∣∣∣ = exp(αmγm), lim
m→+∞

γm = 0.

Hence,
1

2αm
∏

k≥0, k 6=m

∣∣∣∣αk − αmαk + αm

∣∣∣∣ = exp(−αmγm), lim
m→+∞

γm = 0,

and taking into consideration the formula (3.2.12) together with αk = λk + 1/2 for every k ≥ 0,
we obtain that ∥∥∥xλm − p(x)

∥∥∥
L2([0,1])

≥ exp(−(λm + 1/2)γm)

where limm→+∞ γm = 0 and p ∈ Π(Λ \ {λm}).
This clearly implies that for every function p = ∑n

k=0 akx
λk ∈ Π(Λ), the inequality

‖p‖L2([0,1]) =
∥∥∥amxλm − (amxλm − p(x))

∥∥∥
L2[(0,1)]

≥ |am| exp(−(λm + 1/2)γm)

= |am| exp(−λmγm) exp(−γm/2)

holds for every 0 ≤ m ≤ n. Hence, for a given ε > 0 there is an m := m(ε) ∈ N such that
exp(γk) < 1 + ε for any k ≥ m. So take

sk =
{
γkλk, if 1 ≤ k < m,

0, if k ≥ m,

77



and define ck,ε := exp(sk). Then it holds that

|am| ≤ exp(γm/2) exp(γm)λm ‖p‖L2[(0,1)] ≤ (1 + ε)cm,ε(1 + ε)λm ‖p‖L2[(0,1)] . (3.2.19)

Observe that cm,ε just depends on ε and Λ. Taking into consideration that λ1 ≥ 1 and
infk (λk − λk−1) > 0, we have that there exists a strictly increasing sequence of natural numbers
mk, k ≥ 0, such that {[λk]}+∞

k=0 = {mk}+∞
k=0, where [λk] denotes the integer part of λk for each

k ∈ N, and furthermore,

M := M(Λ) := max
j≥0

#{k: [λk] = mj} < +∞.

Thus, for all α ∈ (0, 1),
n∑
k=0

λkα
λk−1 ≤

n∑
k=0

([λk] + 1)α[λk]−1 =
n∑
k=0

[λk]α[λk]−1 +
n∑
k=0

α[λk]−1

≤M

(
n∑
k=0

mkα
mk−1 +

n∑
k=0

αmk−1
)
≤M

(+∞∑
k=0

mkα
mk−1 +

+∞∑
k=0

αmk−1
)

≤M

(+∞∑
k=0

kαk−1 +
+∞∑
k=0

αk−1
)

= M

(1− α)2α
:= C (α,M) < +∞.

(3.2.20)

We can use (3.2.19) and (3.2.20) to estimate the norm ‖p′‖[0,1−ε] as follows,

‖p′‖[0,1−ε] ≤
n∑
k=0

λk|ak|(1− ε)λk−1 ≤
n∑
k=0

λkck,ε(1 + ε)λk+1(1− ε)λk−1 ‖p‖L2([0,1])

=
(

max
k≥0

ck,ε

)
(1 + ε)2 ‖p‖L2([0,1])

n∑
k=0

λk(1− ε2)λk−1

≤
(

max
k≥0

ck,ε

)
(1 + ε)2 ‖p‖L2([0,1])C

(
1− ε2,M

)
≤ c(ε,Λ) ‖p‖C([0,1]) ,

where c(ε,Λ) = (maxk≥0 ck,ε) (1 + ε)2C (1− ε2,M), which is what we wanted to prove.
�

The next theorem, proved by Laurent Schwartz (see [13] and [9]), is an important consequence
of the inequality (3.2.19).

Lemma 3.2.10. Let us assume that Λ = {λk}+∞
k=0 is an increasing sequence of nonnegative real

numbers such that infk∈N(λk − λk−1) > 0 and ∑+∞
k=1 1/λk < +∞, λ0 = 0, λ1 ≥ 1. Then the

functions that belong to the closure of Π(Λ) can be analytically extended to D \ [−1, 0].

Proof. Let f in the closure of Π(Λ). Assume that ‖f‖∞ = 1 (otherwise, take f/ ‖f‖∞). Then,
there exists (qn)+∞

n=0 ⊆ Π(Λ) such that

‖f − qn‖∞ <
1
n

and qn =
sn∑
k=0

an,kx
λk .
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Then the sequence of functions (qn)+∞
n=0 is a Cauchy sequence in C([0, 1]). It follows that for

each δ > 0 and all n,m ∈ N, applying (3.2.19)

|an,k − am,k| ≤ ck,δ(1 + δ)λk ‖qn − qm‖∞
≤ ck,δ(1 + δ)λk

( 1
n

+ 1
m

)
→ 0,

(n,m→ +∞).

This means that for every k ∈ N, there are numbers ak ∈ R such that limn→+∞ an,k = ak. Let
h(x) := ∑+∞

k=0 akx
λk . Then, for all δ > 0 we can write

|ak| = lim
n→+∞

|an,k| ≤ lim
n→+∞

ck,δ(1 + δ)λk ‖qn‖∞ = ck,δ(1 + δ)λk ‖f‖∞ = ck,δ(1 + δ)λk .

We claim that the series h(x) = ∑+∞
k=0 akx

λk is absolutely convergent for all x < 1. First observe
that for x = 0 is trivial. So take 0 < x < 1. Hence, there exists δ := δx > 0 such that

0 < δ <
1
x
− 1⇒ (1 + δ)x < 1.

Now observe that there is some k1 ∈ N such that for every k ≥ k1, we have that λk/k ≥ r for
some r ∈ R (see (3.2.16)). Moreover, there is some k2 ∈ N so that for every k ≥ k2, we have
cδ,k = 1. So take k3 := max{k1, k2}. Therefore, for every k ≥ k3,∣∣∣akxλk ∣∣∣1/k ≤ (ck,δ(1 + δ)λkxλk

)1/k
= ((1 + δ)x)λk/k

≤ ((1 + δ)x)r < 1

holds. Thus, the series

+∞∑
k=0
|akxλk | =

k3−1∑
k=0
|akxλk |+

+∞∑
k=k3

(
|akxλk |1/k

)k
≤

k3−1∑
k=0
|akxλk |+

+∞∑
k=k3

(((1 + δ)x)r)k

converges absolutely for x < 1.
Now, it is clear that h coincides with the function f since

‖f − h‖∞ ≤ ‖f − qn‖∞ + ‖qn − h‖∞ → 0 (n→ +∞).

If we consider the branch of logarithm that is defined on the complex plane cut along (−∞, 0]
and that is positive for values greater than 1, this defines a branch of zµ = exp(µ log z), for any
µ. Now, if z ∈ D \ [−1, 0] then

+∞∑
k=0

∣∣∣akzλk ∣∣∣ ≤ f (|z|) < +∞.

This proves that f(z) = ∑+∞
k=0 akz

λk is analytic on D \ [−1, 0].
�
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We now will prove (for “special sequences”) the Chebyshev’s inequality which claims that the
norms of the elements of non dense Müntz spaces essentially depend on the behavior of the
elements near x = 1.

Proposition 3.2.11 (Bounded Chebyshev Inequality for Special Sequences). Let us assume
that Λ = {λk}+∞

k=0 is an increasing sequence of nonnegative real numbers that satisfies the jump
condition infk∈N(λk − λk−1) > 0, and ∑+∞

k=1 1/λk < +∞, λ0 = 0, λ1 ≥ 1. Then for all ε ∈ (0, 1)
there exists a constant cε = c(ε,Λ) > 0 such that ‖p‖[0,1] ≤ cε ‖p‖[1−ε,1] for all p ∈ Π(Λ).

Proof. Let us assume that there exists a sequence of polynomials (pn)+∞
n=0 ⊆ Π(Λ) such that

limn→+∞ ‖pn‖[0,1] = +∞ but ‖pn‖[1−ε,1] = 1 for all n. Then, qn := pn/ ‖pn‖[0,1] satisfies
‖qn‖[0,1] = 1 for all n and limn→+∞ ‖qn‖[1−ε,1] = 0.
It follows from the bounded Bernstein Inequality that for each δ ∈ (0, 1) there exists a constant
cδ such that

‖q′n‖[0,1−δ] ≤ cδ ‖qn‖[0,1] = cδ,

for all n. The mean Value Theorem implies that the family (qn)+∞
n=0 is equicontinuous at [0, 1−δ].

Let’s take ε ∈ (0, 1). We may use the Arzelá-Ascoli theorem (Theorem 2.2.45) in the inter-
val [0, 1 − ε/2] to obtain from (qn)+∞

n=0 a subsequence that converges uniformly to a certain
f ∈ C([0, 1 − ε/2]). By Lemma 3.2.10, f can be analytically extended on (0, 1 − ε/2). But
limn→+∞ ‖qn‖[1−ε,1] = 0 implies that f

∣∣∣
(1−ε,1−ε/2)

≡ 0, which by the Identity principle, f must
be the zero function.
Therefore, ‖qn‖[0,1−ε/2] converges to zero as n goes to infinity for every ε ∈ (0, 1). Making ε
tend to zero, contradicts the fact that ‖qn‖[0,1] = 1.

�

Finally we see the complete Bounded Bernstein’s and Chebyshev’s Inequalities for general
sequence, i.e, where we remove the condition gap infk∈N(λk − λk−1) > 0. This is the most
important theorem in this section and it will play an important role on the proof of the reciprocal
of the Full Müntz-Szász Theorem.

Proposition 3.2.12 (Bounded Bernstein’s and Chebyshev’s Inequalities). Let us assume that
0 ≤ λ0 < λ1 < λ2 < · · · , λ0 = 0, λ1 ≥ 1 and ∑+∞

k=1 1/λk < +∞. Then for each ε > 0 there are
constants cε, c∗ε > 0 such that

‖p‖[0,1] ≤ c∗ε ‖p‖[1−ε,1] and ‖p′‖[0,1−ε] ≤ c∗εcε ‖p‖[1−ε,1] ≤ c∗εcε ‖p‖[0,1]

for all p ∈ 〈1, xλ1 , xλ2 , . . . 〉.

Proof. Observe first that limk→+∞ λk/k = +∞ (see (3.2.16)). So, there exists some m ∈ N
such that λk > 2k for all k ≥ m. Fix such m and take the sequence Γ := {γk}+∞

k=0 defined by

γk :=
{

min{λk, k}, if k ∈ {0, 1, . . . ,m},
1
2λk + k, if k > m.
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Then, 0 ≤ γ0 < γ1 < · · · , and
+∞∑
k=1

1
γk

=
m∑
k=1

1
γk

+
+∞∑

k=m+1

1
γk

=
m∑
k=1

1
γk

+ 2
+∞∑

k=m+1

1
2m+ λk

≤
m∑
k=1

1
γk

+ 2
+∞∑

k=m+1

1
λk

< +∞.

Moreover, we have that

γk − γk−1 =


min{λk, k} −min{λk−1, k − 1}, if k ∈ {0, 1, . . . ,m},
1
2λm+1 +m+ 1−min{λm,m}, if k = m+ 1,

1
2(λk − λk−1) + 1, if k > m+ 1.

So observe that if k > m+ 1, then

γk − γk−1 = 1
2(λk − λk−1) + 1 ≥ 1,

and if k = m+ 1, since λm > 2m,

γm+1 − γm = 1
2λm+1 +m+ 1−min{λm,m} = 1

2λm+1 + 1 ≥ 1.

Finally, if k ≤ m,
γk − γk−1 = min{λk, k} −min{λk−1, k − 1}

=


k − (k − 1) = 1 > 0, if k ≤ λk and k − 1 ≤ λk−1,
λk − (k − 1) > 0, if k ≥ λk and k − 1 ≤ λk−1,
k − λk−1 ≥ 1 > 0, if k ≤ λk and k − 1 ≥ λk−1,
λk − λk−1 > 0, if k ≥ λk and k − 1 ≥ λk−1.

and also we have that γ0 = 0 and γ1 = min{λ1, 1} = 1.
So, we have an increasing sequence Γ of nonnegative real numbers that satisfies the jump
condition infk∈N (γk − γk−1) > 0, and ∑

k 1/γk < +∞, γ0 = 0 and γ1 ≥ 1. Therefore, by
Proposition 3.2.9 and Proposition 3.2.11 it follows that for all ε ∈ (0, 1) there exist constants
cε, c

∗
ε > 0 such that

‖p′‖[0,1−ε] ≤ cε ‖p‖[0,1]

and
‖p‖[0,1] ≤ c∗ε ‖p‖[1−ε,1]

for all p ∈ 〈1, xγ1 , xγ2 , . . . 〉.
Furthermore, observe that γk ≤ λk for all k. Thus, denoting by Λn = {λk}nk=0 and Γn = {γk}nk=0,
by Proposition 3.1.26,

max
06=p∈M(Λn)

‖p‖[0,1]

‖p‖[1−ε,1]
≤ max

06=p∈M(Γn))

‖p‖[0,1]

‖p‖[1−ε,1]
≤ c∗ε

and since λ1 = γ1 = 1 then

max
06=p∈M(Λn)

‖p′‖[0,1−ε]

‖p‖[1−ε,1]
≤ max

06=p∈M(Γn)

‖p′‖[0,1−ε]

‖p‖[1−ε,1]
≤ c∗ε max

0 6=p∈M(Γn)

‖p′‖[0,1−ε]

‖p‖[0,1]
≤ c∗εcε.

Therefore, for any p ∈ Π(Λ), there is some n ∈ N such that p ∈M(Λn) satisfying
‖p‖[0,1] ≤ c∗ε ‖p‖[1−ε,1] and ‖p′‖[0,1−ε] ≤ c∗εcε ‖p‖[1−ε,1] ≤ c∗εcε ‖p‖[0,1] .

�
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3.3 Reciprocal on Full Müntz-Szász Theorem on C([0, 1])

Finally, we will show the necessary part of the Full Müntz-Szász Theorem for arbitrary sequences
{λj}+∞

j=0 (λ0 = 0) of nonnegative distinct real values. For simplicity, we will split up our proof
in three cases:

(a) infj∈N λj > 0,

(b) limj→+∞ λj = 0 and

(c) {λj}j∈N = {µj; limj µj = 0} ∪ {γj; limj γj = +∞}.

For the first case, which is based in complex analysis, we have followed [5], but you can find
equivalent proofs on, for example, [1]. For the other two cases, which are based on properties
of the zeros of the Chebyshev polynomials, we have followed [7] and [18].

Theorem 3.3.1 (Full Müntz-Szász Theorem). Let {λj}+∞
j=1 be a sequence of different real pos-

itive numbers, and let X be the closure in C ([0, 1]) of the set generated by the finite linear
combinations of the functions 1, xλ1 , xλ2 , . . . . If

+∞∑
j=1

λj
λ2
j + 1 < +∞,

then X ( C ([0, 1]).

Proof. First suppose that infj λj > 0. Set λ0 = 0. We will construct a linear bounded functional
T = 〈·, µ〉 on C([0, 1]) such that T (tλj) = 0 for every j = 0, 1, 2, . . . , but with T (tλ) 6= 0, for
any λ > 0 with λ /∈ {λj}+∞

j=0. If we get such functional, we will be able to apply the Corollary
of the Hahn-Bannach Theorem (Corollary 2.2.41), which would finish the proof.
To do so, observe that by the Riesz-Markov-Kakutani Representation Theorem (Theorem 2.2.37),
it is equivalent to find a Borel complex measure µ such that

T (ϕ) =
∫ 1

0
ϕ(t)dµ(t), (ϕ ∈ C([0, 1]))

satisfying

(a) T (tλ) =
∫ 1

0 t
λdµ(t) 6= 0,

(b) T (tλj) =
∫ 1

0 t
λjdµ(t) = 0, ∀j = 0, 1, 2, . . . .

Hence, we can reduce our problem to find a bounded and holomorphic function f in

H−1 = {z ∈ C; Re z > −1}

for which exists a Borel complex measure µ such that

(i) f(z) =
∫ 1

0 t
zdµ(t), for every z ∈ H−1,
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(ii) f(λj) = 0, ∀j = 0, 1, 2, . . . , and

(iii) f(λ) 6= 0.

One can think of taking the infinite product of holomorphic functions fj(z) in H−1 such that
fj(λj) = 0 for every j ∈ N0 = N ∪ {0}, and could be in the right way, but this product may
not converge. So, we do something similar but choosing such fj so that the product converge.
Thus, the function that we consider is

f(z) = z

(2 + z)3

+∞∏
j=1

λj − z
2 + λj + z

, z ∈ H−1.

Observe that each term
fj(z) = λj − z

2 + λj + z

is holomorphic in H−1 and satisfies fj(λj) = 0. Moreover, we have added and additional term,
z

(2 + z)3 ,

which is also holomorphic in H−1 and vanishes at z = 0. For the last term, we could choose any
other function, but we choose that one in order to guarantee an integrability property which
we will see later.
So, let’s begin by proving that f is holomorphic in H−1, which by Theorem 2.2.44, it is enough
to see that the series with terms∣∣∣∣∣1− λj − z

2 + λj + z

∣∣∣∣∣ =
∣∣∣∣∣ 2z + 2
2 + λj + z

∣∣∣∣∣
converges absolutely and uniformly over compact sets in the domain H−1. So, let’s fix K, a
compact subset of H−1 and let CK := supz∈K |2z + 2|. Observe that for every z ∈ K it holds
that ∣∣∣∣∣ 2z + 2

2 + λj + z

∣∣∣∣∣ ≤ CK
infw∈K |2 + λj + w|

≤ CK
infw∈H−1 |2 + λj + w|

≤ CK
infw∈H−1 Re (2 + λj + w) = CK

1 + λj
≤ CK

λj
.

Thus, by the convergence of the series ∑j 1/λj and the M Weierstrass criteria, we can conclude
that the series with therms

2z + 2
2 + λj + z

converges absolutely and uniformly over compact sets in the domain H−1.
Let’s see now that f is bounded by 1 in H−1. Since each term

λj − z
2 + λj + z
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of the infinite product is the inverse of a Möbius transformation from H−1 to D (see (2.2.27)
and take a = λj + 1 > 0), then the infinite product is bounded by 1 in H−1. Moreover, the
term outside the infinite product, z/(2 + z)3, is also bounded in H−1, since

z

(2 + z)3 =
(

z

z + 2

)
·
(

1
(2 + z)2

)
,

and z
z+2 is the inverse of a Möbius transformation from H−1 to D, and∣∣∣∣∣ 1

(2 + z)2

∣∣∣∣∣ ≤ 1, ∀z ∈ H−1

due to |2 + z| ≥ |Re(2 + z)| ≥ 1 in H−1.
Now, let’s see that f is in L1 when we restrict to Re(z) = −1. Since when z = −1 + ir, r ∈ R
we have ∣∣∣∣∣ λj − z

2 + λj + z

∣∣∣∣∣ = |(λj + 1)− ir|
|(λj + 1) + ir|

= 1,

then, the norm of the infinite product of f is equal to 1, hence∫
R
|f(−1 + ir)| dr =

∫
R

| − 1 + ir|
|1 + ir|3

dr =
∫
R

1
1 + r2dr = π < +∞,

and this implies that f ∈ L1({Re(z) = −1}). Observe that here f would not be integrable if
we had missed the term z/(2 + z)3.
The next step is to consider a fixed z0, with Re(z0) > −1, and to apply the Cauchy’s Formula
(Theorem 2.2.49) to f(z0), through the semicircumference centered at (−1, 0) and with radius
R > 1 + |z0|, taken from −1 − iR to −1 + R, and unto −1 + iR, and then continued by the
segment from −1 + iR to −1− iR, as is shown in Figure 1.

−1.5 −1.0 −0.5 0.5 1.0 1.5

−2.0

−1.5

−1.0

−0.5

0.5

1.0

1.5

2.0

0

z0

Figure 1: Smooth path where we apply the Cauchy’s Formula
(with R = 2 and z0 = −0.5).

84



Calling this curve C, once it is parametrized, we have that

f(z0) = 1
2πi

∫
C

f(z)
z − z0

dz

= − 1
2πi

∫ R

−R

f(−1 + ir)
−1 + ir − z0

idr + 1
2πi

∫ π/2

−π/2

f(−1 +Reiθ)
−1 +Reiθ − z0

Rieiθdθ.

(3.3.1)

We want to see that the second term of the integral through the semicircumference, which we
will denote by IR, tends to 0 as R→ +∞. Using again the bound given by

|f(z)| ≤ |z|
|2 + z|3

,

we can write

|IR| ≤
R

2π

∫ π/2

−π/2

| − 1 +Reiθ|
|1 +Reiθ|3| − 1 +Reiθ − z0|

dθ

≤ R

2 sup
θ∈(−π/2, π/2)

| − 1 +Reiθ|
|1 +Reiθ|3| − 1 +Reiθ − z0|

.

The triangular inequality implies that

| − 1 +Reiθ| ≤ 1 +R and |1 +Reiθ| ≥ R− 1.

Moreover,
| − 1 +Reiθ − z0| ≥ R− |1 + z0| ≥ R− 1− |z0| > 0,

so that
| − 1 +Reiθ|

|1 +Reiθ|3| − 1 +Reiθ − z0|
≤ R + 1

(R− 1)3(R− |1 + z0|)
.

Since z0 is fixed, the term R − |1 + z0| grows with R, so it can be bounded inferiorly by 1, if
R := R(z0) is big enough. Then,

|IR| ≤
R + 1

(R− 1)3(R− |1 + z0|)
−→ 0,

when R→ +∞. Applying this, and the dominated convergence theorem over the integrability
of f in {Re(z) = −1}, making R→ +∞ in (3.3.1), we obtain

f(z0) = 1
2π

∫
R

f(−1 + ir)
1 + z0 − ir

dr. (3.3.2)

Now observe that since Re z > −1,∫ 1

0
tz−irdt =

[ 1
z − ir + 1t

z−ir+1
]t=1

t=0
= 1
z − ir + 1 .

Then, (3.3.2) can be written as

f(z0) =
∫ 1

0
tz0

[ 1
2π

∫
R
f(−1 + ir)e−ir log tdr

]
dt. (3.3.3)
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The change of the integration order is legitimate since if the integrand in (3.3.3) is replaced by
its absolute value, appears a finite integral due to the fact that the restriction of f to the line
{Re(z) = −1} belongs to L1:

1
2π

∫ 1

0

∫
R

∣∣∣tz0f(−1 + ir)e−ir log t
∣∣∣ dr dt = 1

2π

∫ 1

0
tRe(z0)

∫
R
|f(−1 + ir)| dr dt

= M

2π

∫ 1

0
tRe(z0) dt < +∞ (Re(z0) > −1),

where M = ‖f‖L1({Re(z)=−1}).
Let’s take g(r) = f(−1 + ir). Then,

f(z0) =
∫ 1

0
tz0

[ 1
2π

∫
R
g(r)e−ir log tdr

]
dt =

∫ 1

0
tz0 ĝ(log t) dt,

where ĝ denotes the Fourier transform of g. Since g ∈ L1([0, 1]), then ĝ is bounded and
continuous in [0, 1]. Moreover, since the integral vanishes when t = 0, taking

dµ(t) = ĝ(log t)dt,

in (0, 1] (considering µ concentrated in (0, 1]) we obtain a Borel complex measure that represents
f in the desired way, i.e.,

f(z) =
∫
I
tzdµ(t), (Re z > −1),

which, by construction, it vanishes at z = λj for all j ∈ N ∪ {0} but f(λ) 6= 0 for λ /∈ {λj}+∞
j=0.

Equivalently, we have a bounded functional T = 〈·, µ〉 that vanishes at tλj , and therefore, it
does on every linear combination of such powers. Thus, by Corollary 2.2.41, since tλ /∈ X when
λ 6= λj, it follows that X ( C([0, 1]).

It remains to see what happens when infj λj = 0. Observe that in that case,

{λj}+∞
j=1 = {µj: lim

j
µj = 0} ∪ {γj: lim

j
γj = +∞},

were we are allowing {γj: limj γj = +∞} = ∅.
Assume first that {γj: limj γj = +∞} = ∅ (i.e., limj λj = 0). Then,

+∞∑
j=1

λj
λ2
j + 1 < +∞

implies that M := ∑+∞
j=1 λj < +∞. Hence, Proposition 3.2.2 yields that

‖xp′(x)‖∞ ≤ 11 ·M · ‖p(x)‖∞

holds for all p ∈ X.
Suppose that X = C([0, 1]) and take f(x) = (1−x)1/2 ∈ C([0, 1]). Then, for every m ∈ N, there
exists pm ∈ X such that

‖pm − f‖∞ ≤
1
m2 .
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Take m ≥ 2. Hence for every x ∈ [0, 1],

|f(x)| − 1
m2 ≤ |pm(x)| and −

(
|f(x)|+ 1

m2

)
≤ −|pm(x)|.

So it follows that∣∣∣pm(1− 1/m2)− pm(1)
∣∣∣ ≥|pm(1− 1/m2)| − |pm(1)| ≥

∣∣∣f(1− 1/m2)
∣∣∣− 1/m2

−
(
|f(1)|+ 1/m2

)
= 1/m− 1/m2 − 1/m2

= 1
m
− 2
m2 .

Now, by the Mean Value Theorem, for a certain ξ ∈ (1− 1/m2, 1) we have that

|ξp′m(ξ)| = ξ · |pm(1− 1/m2)− pm(1)|
1/m2 ≥

(
1− 1

m2

) 1/m− 2/m2

1/m2

=
(

1− 1
m2

)
(m− 2) ≥ m− 2

2 .

(3.3.4)

Thus, for every m ≥ 2,

m− 2
2 ≤ ‖xp′m(x)‖∞ ≤ 11 ·M · ‖pm(x)‖∞ ≤ 11 ·M ·

(
‖f(x)‖∞ + 1

m2

)
,

which is clearly a contradiction since f ∈ C([0, 1]) and the left side of (3.3.4) increases with m
while the right side decreases with m.

Finally, we just have one case left. So, we will assume now that {γj: limj γj = +∞} 6= ∅.
First observe that

+∞∑
j=1

λj
λ2
j + 1 =

+∞∑
j=1

µj
µ2
j + 1 +

+∞∑
j=1

γj
γ2
j + 1 < +∞

is equivalent to
+∞∑
j=1

µj < +∞ and
+∞∑
j=1

1
γj
< +∞.

Now, observe that we can assume that µj ≤ 1 and γj ≥ 1. So take n ∈ N and relabel µ1, . . . , µn
and γ1, . . . , γn such that

µ1 < µ2 < · · · < µn < γ1 < · · · < γn−1 < γn.

Hence, by Proposition 3.1.19, (1, xµk)nk=1, (1, xγk)nk=1 and (1, xµ1 , . . . , xµn , xγ1 , . . . , xγn) are Cheby-
shev Systems. Let us use the following notation:

• Tn,µ denotes the Chebyshev polynomial associated to the system (1, xµk)nk=1,

• Tn,γ denotes the Chebyshev polynomial associated to the system (1, xγk)nk=1, and
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• T2n,µ,γ denotes the Chebyshev polynomial associated to the system

(1, xµ1 , . . . , xµn , xγ1 , . . . , xγn).

It follows from Newman’s inequality (Proposition 3.2.2) that∥∥∥xT ′n,µ(x)
∥∥∥
∞
≤ 11M({µk}) ‖Tn,µ‖∞ = 11M({µk}) < +∞.

Now observe that if xi < xi+1 are two consecutive alternation points of Tn,µ, for i ∈ {0, . . . , n−
1}, by the Mean Value Theorem, there exists ξ ∈ (xi, xi+1) such that

ξ

∣∣∣∣∣Tn,µ(xi+1)− Tn,µ(xi)
xi+1 − xi

∣∣∣∣∣ = |ξT ′n,µ(ξ)| ≤ 11M({µk}).

Therefore, since |Tn,µ(xi)| = |Tn,µ(xi+1)| = 1 and sign(T (xi)) = −sign(T (xi+1)),

2xi
xi+1 − xi

= xi

(
2

xi+1 − xi

)
≤ ξ

∣∣∣∣∣Tn,µ(xi+1)− Tn,µ(xi)
xi+1 − xi

∣∣∣∣∣ ≤ 11M({µk})

which implies

(2 + 11M({µk}))xi ≤ 11M({µk})xi+1 ⇒ xi ≤
(

11M({µk})
2 + 11M({µk})

)
xi+1.

Iterating and using that xi ≤ 1 for every i = 0, . . . , n, we obtain that

xi ≤
(

11M({µk})
2 + 11M({µk})

)
xi+1 ≤ · · · ≤

(
11M({µk})

2 + 11M({µk})

)n−i
xn

≤
(

11M({µk})
2 + 11M({µk})

)n−i
.

Moreover, observe that (
11M({µk})

2 + 11M({µk})

)m
→ 0 (m→ +∞).

Hence, for a given ε > 0, take

N := min
{
m ∈ N:

(
11M({µk})

2 + 11M({µk})

)m
< ε

}
.

Then, (
11M({µk})

2 + 11M({µk})

)N
< ε

which means that in the interval [ε, 1] there are at most N alternation points of Tn,µ.
Now, recall that the zeros of a Chebyshev polynomial lie between two consecutive alternation
points of it. So for such given ε > 0, there exists a constant k1(ε) := N − 1 which only depends
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on ε and M = M({µk}) (but does not depend on n) such that Tn,µ has at most k1(ε) distinct
zeros in [ε, 1] and at least n− k1(ε) distinct zeros in [0, ε).
On the other hand, it follows from the bounded Bernstein’s inequality (Proposition 3.2.12)
applied to Tn,γ that for a given ε > 0,∥∥∥T ′n,γ∥∥∥[0,1−ε]

≤ c∗ε ‖Tn,γ‖∞ = c∗ε < +∞.

Then, observe that if yi−1 < yi are two consecutive alternation points of Tn,γ in [0, 1 − ε], for
i ∈ {1, . . . , n}, by the Mean Value Theorem there exists ξ ∈ (yi−1, yi) such that∣∣∣∣∣Tn,γ(yi)− Tn,γ(yi−1)

yi − yi−1

∣∣∣∣∣ = |T ′n,γ(ξ)| ≤ c∗ε.

Hence, since |Tn,γ(yi)− Tn,γ(yi−1)| = 2, it follows that

2
c∗ε
≤ yi − yi−1 ⇒ yi ≥ yi−1 + 2

c∗ε
.

Iterating, we get that

yi ≥ y0 + i

(
2
c∗ε

)
≥ i

(
2
c∗ε

)
.

So, take

N ′ := min
{
m ∈ N: m

(
2
c∗ε

)
> 1− ε

}
.

Therefore, there are at most N ′ alternation points of Tn,γ in [0, 1− ε]. Thus, arguing as above,
we have that Tn,γ has at most k2(ε) := N ′ − 1 zeros in [0, 1− ε) and at least n− k2(ε) zeros in
[1− ε, 1] (where k2(ε) only depends on ε and M = M({µk}), but does not depend on n).
Now, if we take into account the fact that the system (1, xµk , xγk)nk=1 is an extension of both
systems (1, xµk)nk=1 and (1, xγk)nk=1, it follows by the interlacing properties of the zeros of Cheby-
shev polynomials (Proposition 3.1.13) that between two consecutive zeros of Tn,µ there is at
least a zero of T2n,µ,γ (and the same for Tn,γ).
Therefore, T2n,µ,γ has at least n − k1(ε) − 1 zeros on [0, ε) and at least n − k2(ε) − 1 zeros on
[1− ε, 1]. Hence, we conclude that there exists a certain constant k := k(ε) = k1(ε) + k2(ε) + 2
(which only depends on the sequence {λk}+∞

k=1 and ε) such that T2n,µ,γ has at most

2n− (n− k1(ε)− 1)− (n− k2(ε)− 1) = k(ε)

zeros in the interval (ε, 1− ε).
Set k = k(1/4) and let us take a set of points

1/4 < t0 < t1 < · · · < tk+3 < 3/4

and a function f ∈ C([0, 1]) such that f(x) = 0 for all x ∈ [0, 1/4] ∪ [3/4, 1] and f(ti) = (−1)i2
for all 0 ≤ i ≤ k + 3 (see Figure 2).
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Figure 2: Graphic of a continuous function f in [0, 1]
(with k = 3).

Let us assume that X = C([0, 1]). Then there exists p ∈ 〈1, xλ1 , xλ2 , . . . 〉 of degree n such that
‖f − p‖∞ < 1. We claim that p− T2n,µ,γ has at least 2n+ 1 zeros in the interval [0, 1].
First observe that since f(x) = 0 for all x ∈ [0, 1/4]∪ [3/4, 1], then |p(x)| < 1 in such intervals.
Moreover, T2n,µ,γ has at least (n−k1(ε)−1)+(n−k2(ε)−1) = 2n−k zeros in (0, 1/4]∪ [3/4, 1),
so it follows that it has at least 2n − k alternation points in such intervals (since the zeros of
a Chebyshev polynomial lie between two consecutive alternation points). Recall that in the
alternation points T2n,µ,γ takes the values 1 and −1. Since |p(x)| < 1 in (0, 1/4] ∪ [3/4, 1), we
deduce that p − T2n,µ,γ has at least 2n − k − 2 zeros in (0, 1/4] ∪ [3/4, 1), each one located on
the alternation points of T2n,µ,γ that lies in (0, 1/4] ∪ [3/4, 1).
Moreover, we have that f(ti) = (−1)i2 for all 0 ≤ i ≤ k + 3. Hence,

|p(ti)| = 2 > 1 = ‖T2n,µ,γ‖∞

for every 0 ≤ i ≤ k + 3 and sign(p(ti)) = −sign(p(ti+1)). Therefore, since

|T2n,µ,γ(ti)| ≤ 1 < |p(ti)|,

in (1/4, 3/4) the function p− T2n,µ,γ changes its sign at least k + 3 times (since there are k + 4
points ti). Thus, p− T2n,µ,γ has at least k + 3 zeros in (1/4, 3/4).
If we put all together, we get that p− T2n,µ,γ has at least 2n− k− 2 + (k+ 3) = 2n+ 1 zeros in
[0, 1]. This is a contradiction to the fact that p− T2n,µ,γ ∈ 〈1, xλ1 , xλ2 , . . . , xλ2n〉 for all n large
enough, since then necessary p− T2n,µ,γ has at most 2n zeros. This ends the proof.

�
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4 EXTENSIONS ON MÜNTZ-SZÁSZ APPROXIMA-
TION THEOREM

It is well known that the space C([0, 1]) of the real valued continuous functions defined on [0, 1]
is dense on the Lebesgue space Lp([0, 1]) for every 1 ≤ p ≤ +∞. Therefore, one could be
tempted to ask what would happen if we take Lp([0, 1]) instead of C([0, 1]) on the hypothesis
of the Full Müntz-Szász Theorem.
Certainly, the theorem turns out to be true when 1 ≤ p < +∞. Moreover, if we take the series

+∞∑
j=1

λj + 1/p
(λj + 1/p)2 + 1

instead of
+∞∑
j=1

λj
λ2
j + 1

for sequences {λj}+∞
j=1 of distinct real numbers greater than −1/p, we also can get a new version

of the Full Müntz-Szász Theorem for the Lebesgue spaces.
On this chapter, we study the Full Müntz-Szász Theorem in Lp([0, 1]) for 1 ≤ p < +∞.
However, there are results that extends the theorem for 0 < p < 1, but we will not pursue
further on this way. For more details, see [6].

4.1 Density on the Full Müntz-Szász Theorem on Lp([0, 1])

As with the continuous function space section, we first deal with the case when the density
holds. If we try to extend the Müntz-Szász Theorem to the Lebesgue spaces Lp([0, 1]), with
1 ≤ p ≤ +∞, we realize that the case p = +∞ is not true. Indeed, we have already seen that

〈1, xλ1 , xλ2 , . . . 〉L
∞([0,1]) = C([0, 1]) ( L∞([0, 1]).

However, when 1 ≤ p < +∞, it is possible to obtain an analogous result of approximation.
First, let’s see what happen if we work with the series ∑+∞

j=1 λj/(λ2
j + 1) for sequences {λj}+∞

j=1
of distinct positive real numbers.

Theorem 4.1.1. Let {λj}+∞
j=1 be a sequence of distinct positive real numbers and X the closure

in Lp ([0, 1]), with 1 ≤ p < +∞, of the set generated by the finite linear combinations of the
functions

1, xλ1 , xλ2 , xλ3 , . . . .

If
+∞∑
j=1

λj
λ2
j + 1 = +∞,

then X = Lp ([0, 1]).
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Proof. Let’s call A = 〈1, xλ1 , xλ2 , . . . 〉 ⊂ Lp([0, 1]). So, trivially

X = A
Lp([0,1]) ⊂ Lp([0, 1]).

Now, remember that the uniform convergence is stronger than the convergence in Lp([0, 1]),
i.e., ‖f‖Lp([0,1]) ≤ ‖f‖L∞([0,1]) for every f ∈ L∞([0, 1]). Then, the opposite inclusion is obtained
by the Full Müntz-Szász Theorem for continuous functions (Theorem 2.3.5) and the density of
C([0, 1]) in Lp([0, 1]), since

Lp([0, 1]) = C([0, 1])L
p([0,1]) = A

L∞([0,1])L
p([0,1])

⊂ A
Lp([0,1])L

p([0,1])
= X.

�

Observe that Lemma 4.1.1 gives an equivalent result for the Full Müntz-Szász Theorem for
C([0, 1]). However, as we have introduced before, we can get an extension of the Müntz-Szász
Theorem in Lp([0, 1]) for 1 ≤ p < +∞, which will allow us to work with sequences of distinct
real numbers {λj}+∞

j=1 greater than −1/p. Before show it, we need some previous results. First,
let’s see a result about density in Lp([0, 1]) by continuous functions vanishing at 0.

Proposition 4.1.2. Let F0([0, 1]) = {f ∈ C[0, 1] such that f(0) = 0}. Then,

F0([0, 1])L
p([0,1]) = Lp([0, 1]).

Proof. Let g ∈ C([0, 1]), and take gn ∈ F0([0, 1]) defined by

gn(x) =
{
nxg(1/n), x ∈ [0, 1/n],
g(x), x ∈ [1/n, 1]. (4.1.1)

Then,

‖gn − g‖pp =
∫ 1

0
|gn(x)− g(x)|pdx =

∫ 1/n

0
|nxg(1/n)− g(x)|pdx

≤
∫ 1/n

0
(|nxg(1/n)|+ |g(x)|)p dx ≤

∫ 1/n

0
(|g(1/n)|+ |g(x)|)pdx

≤ (2 ‖g‖∞)p
∫ 1/n

0
dx→ 0,

as n tends to +∞.
Now, let h ∈ Lp([0, 1]) and ε > 0. Since C([0, 1])L

p([0,1]) = Lp([0, 1]), there is a continuous
function hε ∈ C([0, 1]) such that ‖hε − h‖p < ε/2. Moreover, there exists an n ∈ N such
that ‖hε − hε,n‖p < ε/2, where hε,n ∈ F0([0, 1]) defined as (4.1.1), but now for the continuous
function hε. Thus,

‖hε,n − h‖p ≤ ‖hε,n − hε‖p + ‖hε − h‖p < ε.

�
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Now, we see a result which claims that the vectorial space 〈xλ1 , xλ2 , . . . 〉 is dense on Lp([0, 1]) for
1 ≤ p < +∞ when the sequence {λj}+∞

j=1 of distinct real numbers greater that −1/p converges
to some real number −(1/p) + α, where 0 < α ≤ 2. Observe that in this case, clearly

+∞∑
j=1

λj + 1/p
(λj + 1/p)2 + 1 = +∞.

Proposition 4.1.3. Let p ∈ [1,+∞). Suppose {λj}+∞
j=1 is a sequence of distinct real numbers

greater than −(1/p) tending to −(1/p) + α, where 0 < α ≤ 2. Then 〈xλ1 , xλ2 , . . . 〉 is dense in
Lp([0, 1]).

Proof. Let µj = λj+ 1
p
− α

2 . Then, µj is a sequence of distinct real numbers greater than −(α/2)
tending to α/2. Hence, there exists j0 ∈ N such that for every j ≥ j0, |µj − α/2| < α/4, and
then µj > α/4 > 0 for every j ≥ j0. Moreover, since µj → α/2 > 0, it follows that

+∞∑
j=j0

µj
µ2
j + 1 = +∞,

and the Full Müntz-Szász Theorem in C([0, 1]) (Theorem 2.3.5) implies that 〈1, xµj0 , xµj0+1 , . . . 〉
is dense in C([0, 1]).
Now, let m ∈ N≥1, and observe that since

m+ 1
p
− α

2 ≥ 1 + 1
p
− α

2 ≥
1
p
> 0,

then xm+1/p−α/2 ∈ C([0, 1]). Hence, since xm+1/p−α/2 vanishes at 0, fixed ε > 0 there exists
Qε ∈ 〈xµj0 , xµj0+1 , . . . 〉 such that ∥∥∥xm+1/p−α/2 −Qε

∥∥∥
∞
< ε.

Let
Rε = x−(1/p)+α/2Qε(x) ∈ 〈xλj0 , xλj0+1 , . . . 〉,

then we have the inequality∫ 1

0
|xm −Rε(x)|p dx =

∫ 1

0

∣∣∣x−(1/p)+α/2
(
xm+(1/p)−α/2 −Qε(x)

)∣∣∣p dx
≤
(∫ 1

0
x−1+p(α/2)dx

) ∥∥∥xm−(α/2)+(1/p) −Qε

∥∥∥p
∞

≤ εp

p(α/2) .

Hence, the monomials xm are in the Lp([0, 1]) closure of 〈xλj0 , xλj0+1 , . . . 〉 for all m ≥ 1. There-
fore, by the Weierstrass Approximation Theorem and using that the the uniform convergence is
stronger than the convergence in Lp([0, 1]), we have that 〈xλj0 , xλj0+1 , . . . 〉 is dense in F0([0, 1])
with the Lp([0, 1]).
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Thus, by Proposition 4.1.2, in Lp([0, 1]) we have that

F0([0, 1])L
p([0,1]) = Lp([0, 1]),

and since
〈xλj0 , xλj0+1 , . . . 〉 ⊆ 〈xλ1 , xλ2 , . . . 〉 ⊆ Lp([0, 1])

the theorem follows.
�

Finally, before seeing the extension of the Müntz-Szász Theorem for Lebesgue spaces with
p ∈ [1,∞), we present a last result about the Lp([0, 1]) functions.

Proposition 4.1.4. Suppose 1 ≤ p ≤ +∞. Let h ∈ Lp([0, 1]) such that∫ 1

0
u(t)h(t)dt = 0,

for every u ∈ C([0, 1]). Then, h(x) = 0 a.e. x on I.

Proof. First observe that since u ≡ 1 ∈ C([0, 1]), then∫ 1

0
h(t)dt = 0.

Let α ∈ [0, 1) and let δ > 0 such that α + δ < 1. We define uα,δ ∈ C([0, 1]) by

uα,δ(x) = d (x, [α + δ, 1])
d (x, [α + δ, 1]) + d (x, [0, α]) ,

where d(x, U) = infy∈U |x− y| ∈ C([0, 1]) for U ⊆ I. Then, uα,δ(x) = 0 for x ∈ [α + δ, 1] and
uα,δ(x) = 1 for x ∈ [0, α]. Hence, uα,δ ∈ C([0, 1]) and it follows that∫ 1

0
uα,δ(t)h(t)dt = 0.

Moreover, |uα,δ| ≤ 1 and

lim
δ→0

uα,δ(x) = d (x, [α, 1])
d (x, [α, 1]) + d (x, [0, α]) =

{
1 x ∈ [0, α]
0 x ∈ [α, 1] = χ[0,α](x),

for every x ∈ I.
Thus, by the Dominated Convergence Theorem, for every α ∈ [0, 1),∫ α

0
h(t)dt =

∫ 1

0
χ[0,α](t)h(t)dt =

∫ 1

0
lim
δ→0

uα,δ(t)h(t)dt

= lim
δ→0

∫ 1

0
uα,δ(t)h(t)dt = 0.
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Therefore, for every 0 ≤ α1 ≤ α2 ≤ 1,∫ α2

α1
h(t)dt =

∫ α1

0
h(t)dt+

∫ α2

α1
h(t)dt =

∫ α2

0
h(t)dt = 0.

Thus, for every open set U ⊆ I, ∫
U
h(t)dt = 0,

and it follows from Lemma 2.2.21 (b), h(x) = 0 a.e. x on I.
�

We are now in conditions to state and prove the extension of the Full Müntz-Szász Theorem
in Lp([0, 1]) in the dense case. The proof is based on the Riesz Representation Theorem for
continuous linear functionals in Lp([0, 1]), valid for p ∈ [1,+∞), so that the assumption of
p < +∞ is essential.

Theorem 4.1.5 (Full Müntz-Szász Theorem for Lebesgue Spaces). Let p ∈ [1,+∞). Suppose
that {λj}+∞

j=1 is a sequence of distinct real numbers greater than (−1/p). If

+∞∑
j=1

λj + (1/p)
(λj + (1/p))2 + 1 = +∞,

then the closure X of the set generated by the powers (xλj)+∞
j=1 is dense in Lp([0, 1]).

Proof. Assume that X ( Lp([0, 1]). Taking µj = λj + 1/p and γ = 2 in Proposition 2.3.3, and
choosing a subsequence if necessary, without loss of generality we may assume that one of the
following three cases occurs:

(i) Case 1: λj ≥ 2− 1/p for each j = 1, 2, . . . .

(ii) Case 2: −1/p < λj < 2− 1/p for each j = 1, 2, . . . and limj λj = α− 1/p with α ∈ (0, 2].

(iii) Case 3: −1/p < λj < 2− 1/p for each j = 1, 2, . . . and limj λj = −1/p.

In Case 1, since λj ≥ 2− 1/p ≥ 1, we have that infj λj ≥ 1 > 0. Hence,

+∞ =
+∞∑
j=1

λj + (1/p)
(λj + (1/p))2 + 1 ≤

+∞∑
j=1

1
λj + (1/p) ≤

+∞∑
j=1

1
λj
.

Therefore, since the series ∑+∞
j=1 1/λj and

∑+∞
j=1 λj/(λ2

j + 1) are equivalent when infj λj > 0, in
particular,

+∞∑
j=1

λj
λ2
j + 1 = +∞.

Thus, Case 1 follows by Lemma 4.1.1.
In Case 2, Proposition 4.1.3 implies that 〈xλ1 , xλ2 , xλ3 , . . . 〉 is dense in Lp([0, 1]).
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In Case 3, we argue as follows. Let’s call A = 〈xλ1 , xλ2 , xλ3 , . . . 〉. By Corollary 2.2.41,
and since the uniform convergence is stronger than the convergence in Lp([0, 1]), we get that
X ( Lp([0, 1]) if and only if there exists a linear bounded functional T such that T (xλj) = 0
for every j = 1, 2, . . . but T (tλ) 6= 0 for any tλ /∈ X, λ > −(1/p).
Moreover, by Corollary 2.2.36 (Riesz-Representation Theorem for Lp([0, 1])), we can restate it
as follows: X ( Lp([0, 1]) if and only if there exists a 0 6= h ∈ Lq([0, 1]) satisfying∫ 1

0
tλjh(t)dt = 0, j = 1, 2, . . . ,∫ 1

0
tλh(t)dt 6= 0, λ /∈ {λj}+∞

j=1, λ > −(1/p),

where q is the conjugate exponent of p defined by p−1 + q−1 = 1.
Assume there exists such h 6= 0. Let

f(z) :=
∫ 1

0
tzh(t)dt, Re(z) > −1

p
.

Observe that the integrand vanishes at t = 0, hence, we can assume that the measure h(t)dt is
concentrated in I = (0, 1].
Then,

f(z) =
∫
I
tzh(t)dt =

∫
I
ez log th(t)dt.

By the Hölder’s inequality,

|f(z)| ≤
(∫ 1

0
tpRe(z)

)1/p
‖h‖q =

‖h‖q
(pRe(z) + 1)1/p < +∞

since pRe(z) > −1.
Moreover, using an analogous argument as used in the proof of the analicity of f in Proposi-
tion 2.3.4, we have that f is holomorpic in Re(z) > −1/p. Now, let’s define

g(z) := f

(
1 + z − 1

p

)
= f ◦ τ1/p−1,

where τ1/p−1(z) = z − 1/p + 1 is a translation from H−1 to H−1/p. Hence, g is holomorphic in
the unit disk and bounded (f is bounded), thus g ∈ H∞(D).
Now, let

αj = λj + 1
p
− 1 ∈

(
−1
p

+ 1
p
− 1, 2− 1

p
+ 1
p
− 1

)
= (−1, 1) ⊆ D

so that
g(αj) = f(αj + 1− 1/p) = f(λj) = 0,

for every j ∈ N. Therefore, since limj λj = −1/p, there exists j0 ∈ N such that |λj + 1/p| =
λj + 1/p < 1, for every j ≥ j0. Thus,

+∞∑
j=1

1− |αj| =
+∞∑
j=1

1−
∣∣∣∣∣λj + 1

p
− 1

∣∣∣∣∣ =
j0∑
j=1

(
1−

∣∣∣∣∣λj + 1
p
− 1

∣∣∣∣∣
)

+
+∞∑

j=j0+1

(
λj + 1

p

)
= +∞,
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due to the inequality

+∞ =
+∞∑
j=j0

λj + (1/p)
(λj + (1/p))2 + 1 ≤

+∞∑
j=j0+1

(
λj + 1

p

)
.

Hence, Theorem 2.2.43 yields that g = 0 on the open disk. Therefore, f(z) = 0 on the open
disk with diameter [−1/p, 2− 1/p]. Now observe that f is analytic on H−1/p; hence, by the
Identity Principle (Theorem 2.2.46), f = 0 whenever Re(z) > −1/p. So in particular,

f(n) =
∫ 1

0
tnh(t)dt = 0, for every n = 0, 1, 2, . . . .

Now the Weierstrass Approximation Theorem and the Dominated Convergence Theorem yields
that ∫ 1

0
u(t)h(t)dt = 0,

for every u ∈ C[0, 1]. By Proposition 4.1.4, this implies h(x) = 0 a.e. x on I, which contradicts
the fact that 0 6= h. Thus, X = Lp([0, 1]).

�

4.2 Reciprocal on the Full Müntz-Szász Theorem on Lp([0, 1])

As in C([0, 1]), we also have the reciprocal of the Full Müntz-Szász Theorem for Lp([0, 1]) when
p ∈ [1,+∞). However, on these notes we will just see a complete proof for the case p = 1.
However, for p > 1 we will show that the reciprocal also holds when the sequence {λj}+∞

j=1
satisfies the condition infj λj > −1/p. For more details, see [7].

Theorem 4.2.1 (Full Müntz-Szász Theorem for integrable functions). Let {λj}+∞
j=1 be a se-

quence of distinct numbers greater that −1, and X the closure in L1 ([0, 1]) of the set generated
by the finite linear combinations of the functions

xλ1 , xλ2 , xλ3 , . . . .

If
+∞∑
j=1

λj + 1
(λj + 1)2 + 1 < +∞

then X ( L1([0, 1]).

Proof. Assume that X = L1([0, 1]). Let m ∈ Z>0 and ε > 0. Choose a p ∈ 〈xλ1 , xλ2 , xλ3 , . . . 〉
such that

‖xm − p(x)‖L1([0,1]) < ε.

Now let
q(x) :=

∫ x

0
p(t) dt ∈ 〈1, xλ1+1, xλ2+1, . . . 〉.
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Then, ∥∥∥∥∥ xm+1

m+ 1 − q(x)
∥∥∥∥∥

[0,1]
= sup

x∈[0,1]

∣∣∣∣∣ xm+1

m+ 1 − q(x)
∣∣∣∣∣

≤ sup
x∈[0,1]

∫ x

0
|tm − q(t)| dt

= ‖xm − p(x)‖L1([0,1]) < ε.

So the Weierstrass Approximation Theorem yields that

〈1, xλ1+1, xλ2+1, . . . 〉

is dense in in C([0, 1]).
Therefore,

+∞∑
j=1

λj + 1
(λj + 1)2 + 1 = +∞.

This contradiction ends the proof.
�

For the case when 1 < p < +∞ we present the following result. The proof is similar as for the
reciprocal of the Full Müntz-Szász Theorem (Theorem 3.3.1).

Theorem 4.2.2 (Full Müntz-Szász Theorem for Lebesgue Spaces). Let {λj}+∞
j=1 be a sequence

of distinct real numbers greater than −1/p such that infj λj > −1/p, and X the closure in
Lp ([0, 1]), with 1 < p < +∞, of the set generated by the finite linear combinations of the
functions

xλ1 , xλ2 , xλ3 , . . . .

If
+∞∑
j=1

λj + 1
p(

λj + 1
p

)2
+ 1

< +∞

then X ( Lp([0, 1]).

Proof. We will construct a linear bounded functional T = 〈·, µ〉 on Lp([0, 1]) such that T (tλj) =
0 for every j = 1, 2, 3, . . . , but with T (tλ) 6= 0, for any λ > −1/p with λ /∈ {λj}+∞

j=1. If we
get such functional, we will be able to apply the Corollary of the Hahn-Bannach Theorem
(Corollary 2.2.41), which would finish the proof.
To do so, observe that by the Riesz Representation Theorem for Lp([0, 1]) (Theorem 2.2.36), it
is equivalent to find a nonzero function h ∈ Lq([0, 1]), where 1/p+ 1/q = 1, such that

T (ϕ) =
∫ 1

0
ϕ(t)h(t)dt, (ϕ ∈ Lp([0, 1]))

satisfying
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(a) T (tλ) =
∫ 1

0 t
λh(t)dt 6= 0,

(b) T (tλj) =
∫ 1

0 t
λjh(t)dt = 0, ∀j = 1, 2, 3, . . . .

Recall that in the proof of the reciprocal of the Full Müntz-Szász Theorem (Theorem 3.3.1),
we find a bounded and holomorphic function f in

H−1 = {z ∈ C; Re z > −1}

defined as
f(z) = z

(2 + z)3

∏
j≥1

λj − z
2 + λj + z

, z ∈ H−1

such that

(i) f(z) =
∫ 1

0 t
zĝ(log t) dt, for every z ∈ H−1, where g(r) = f(−1 + ir) ∈ L1([0, 1]),

(ii) f(0) = 0,

(iii) f(λj) = 0, ∀j = 1, 2, 3, . . . , and

(iv) f(λ) 6= 0.

Observe that by (i), necessary ĝ is bounded and continuous in [0, 1]. Hence, using also that the
integral vanishes when t = 0, we can take the nonzero function

h(t) = ĝ(log t)χ{t>0}(t) ∈ L∞([0, 1]) ⊆ Lq([0, 1]).

So, the functional in Lp([0, 1])∗,

〈·, h〉 : Lp([0, 1]) → R
f 7→ 〈f, h〉 =

∫ 1
0 f(t)h(t)dt,

vanishes in X, but not in xλ for every λ > −1/p, λ /∈ {λj}j. Thus, by Corollary 2.2.41,
X ( Lp([0, 1]).

�
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5 CONCLUSIONS

When I asked María Jesús Carro to be my final master project advisor, my goal was to learn
more techniques in analysis as well as to strengthen the acquired knowledges on the Master
in the subject Functional Analysis and PDE’s. So we mark ourselves the aim of studying
the Müntz-Szász Theorem, which deals with increasing sequences {λj}+∞

j=0, of positive real
numbers except for λ0 = 0. Therefore, we start by motivating the problem with the well known
Weierstrass Approximation Theorem, a particular case of the Müntz-Szász Theorem. Although
our idea was to find a constructive proof of it, we came across with an interesting proof of
Bernstein, which was at least different of what we had already studied. Then, we continue
by introducing the main ideas of the complex measure theory where, during this process, we
had to see some important results such as the Radon-Nikodym Theorem and Riesz-Markovi-
Kakutani Representation Theorem. Moreover, we have recalled some classical results on complex
analysis and on functional analysis, as the Cauchy’s Theorem and the Hahn-Banach Theorem.
Therefore, making retrospective from this point to the beginning, we could say that a great part
of our goal was completed, since the proof that we have studied of the Müntz-Szász Theorem
requires all this theory.
Studying on the same line, we saw an extension that holds with the same hypothesis but now
with the spaces Lp([0, 1]) (1 ≤ p < +∞) instead of C([0, 1]), whose proof was based on the
density of C([0, 1]) into Lp([0, 1]) together with the Lebesgue norm and the Riesz Representation
Theorem on Lp([0, 1]). This stimulated us to do research in that way, so we begun to study
generalizations of the Müntz-Szász Theorem involving the spaces Lp([0, 1]), and we found a
new version where the hypothesis dealt with general sequences of exponents, with no more
restriction to be different between them and greater to −1/p. Therefore, this inspired us to
seek for a Müntz-Szász Theorem in C([0, 1]) but for general sequences of exponents greater than
0. Fortunately, we succeed in the search. Moreover, we realized that we had to divide the proof
of this extension in two parts: the part of the density result, which it could be easily extended to
general sequences by using the complex analysis background on these notes; and the reciprocal,
for which we had to introduce some vectorial subspaces of the continuous functions in order to
complete the proof.
All in all, I can say that working on these notes has overcome my expectations. Not only
for all the background that I have won, but also for all the research I had to do and all the
bibliography I had to read and to understand. Moreover, I had the opportunity to face an
important result with many different proofs and extensions but relatively new, since the most
recently progress are from the beginnings of the XXI century. However, I will say that what
I really regret is not having had more time in order to deepen in some aspects of these notes.
As a result of everything studied, we tried to study the Muntz-Szász Theorem with another
Banach space, since as one could see on these notes, the proof of the Muntz-Szász Theorem is
based on the Riesz representation and the Hahn Banach. In particular, we have tried to study
the case of the Lorentz spaces Lp,q([0, 1]) for 1 ≤ p ≤ q ≤ +∞, since we have not found any
bibliography in that sense which could mean that it is an original research to do. However,
even though I had the opportunity of introducing myself to these spaces and also to deepen in
them, we have not found any result in that sense.
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