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Seven	 linker	 histone	 H1	 variants	 are	 present	 in	 human	 somatic	 cells	 with	 distinct	

prevalence	across	 cell	 types.	Using	variant-specific	antibodies	 to	H1	and	hemagglutinin	 (HA)-

tagged	recombinant	H1	variants	expressed	in	breast	cancer	cells,	their	genomic	distribution	was	

assessed.	 Specifically,	 ChIP-Seq	 data	 was	 obtained	 for	 two	 replication-dependent	 (H1.2	 and	

H1.4)	and	replication-independent	H1	variants	(H1.0	and	H1X)	together	with	core	histone	H3.	

Briefly,	we	have	previously	reported	(Appendix	I)	that	H1.2	is	the	H1	variant	that	better	correlates	

with	gene	repression.	It	was	found	enriched	at	GC-poor,	gene-poor	and	intergenic	chromosomal	

domains	in	addition	to	lamin-associated	domains	(LADs).	

We	further	explored	linker	histone	H1	variant	distribution	and	strikingly,	we	found	that	

distribution	of	replication-independent	H1	variants	(H1.0	and	H1X)	is	distinct	(Chapter	I).	H1.0	

was	 found	 enriched	 at	 nucleolar	 features	 such	 as	 nucleolus-associated	 domains	 (NADs),	

nucleolus	organizer	regions	(NORs)	encoding	for	the	45S	rDNA,	specifically	at	non-transcribed	

spacers	 and	 also	 in	 5S	 rDNA.	 Specific	 repetitive	 sequences	 such	 as	 SINE-VNTR-Alu	 (SVA)	

retrotransposons	and	telomeric	and	ACRO1	satellites	showed	also	a	specific	enrichment	of	H1.0.	

On	the	other	hand,	H1X	has	been	associated	to	actively	transcribed	chromatin	indicated	

by	a	colocalization	with	RNAPII-enriched	regions	and	an	enrichment	towards	the	3’	end	of	active	

genes.	In	addition,	constitutive	exons,	included	alternatively	spliced	exons	and	retained	introns	

are	enriched	 in	H1X.	Further,	 specific	non-coding	RNA	 (miRNA	and	 snoRNA),	mainly	 found	at	

introns	 showed	a	H1X	enrichment.	Our	 results	point	 to	a	potential	 role	of	H1X	 in	elongation,	

splicing	or	non-coding	RNA	regulation,	which	might	be	prompting	gene	 transcription	without	

changes	in	core	histone	PTMs.		

Furthermore,	depletion	of	multiple	H1	variants	 (H1.2	and	H1.4)	 triggers	an	 interferon	

response	due	to	an	aberrant	transcription	of	repetitive	elements	in	breast	cancer	cells	(Chapter	

II).	 Transcription	 of	 repetitive	 elements	was	 observed	 by	 an	 increase	 in	 their	 RNA	 levels	 (RT-

qPCR),	 increase	 in	 cytoplasmic	 dsRNA	 (immunofluorescence)	 and	 transcription	 of	 intergenic	

regions	 (RNA-Seq).	Variants	H1.2	and	H1.4	seem	to	be	critical	 in	 the	observed	phenotype	but	

rescue	experiments	showed	redundant	functions	for	H1	variants.	The	molecular	mechanism	that	

leads	to	transcription	of	repetitive	elements	upon	multiH1	KD,	as	happens	for	DE	genes	upon	

single	 or	 multiple	 H1	 variants	 KD,	 is	 still	 unsolved.	 We	 were	 able	 to	 show	 an	 increase	 in	

nucleosome	accessibility	genome-wide	(ATAC-Seq)	that	did	not	fully	correlate	with	the	observed	

transcriptional	 changes	 in	 multiple	 H1	 depleted	 cells.	 Surprisingly,	 post-translational	

modifications	of	core	histone	remained	unchanged.		
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Existeixen	 set	 variants	 d’histona	 H1	 en	 cèl·lules	 somàtiques	 humanes	 amb	 una	

prevalença	diferent	segons	el	tipus	cel·lular.	Utilitzant	anticossos	específics	contra	variants	d’H1	

i	 variants	 d’H1	 recombinants	 etiquetades	 amb	 hemaglutinina	 (HA),	 vam	 avaluar	 la	 seva	

distribució	genòmica	en	cèl·lules	de	càncer	de	mama.	Concretament,	vam	obtenir	dades	de	ChIP-

Seq	 per	 a	 dues	 variants	 d’H1	 dependents	 de	 replicació	 (H1.2	 i	 H1.4),	 les	 dues	 variants	

independents	de	replicació	(H1.0	i	H1X)	i	la	histona	H3.	Anteriorment,	vam	observar	(Appendix	I)	

que	H1.2	és	 la	variant	que	millor	correlaciona	amb	la	repressió	gènica.	A	més	a	més,	H1.2	es	

trobava		enriquida	a	dominis	cromosòmics	pobres	en	GC,	pobres	en	gens	i	intergènics	i	també,		

als		dominis	associats	a	lamin	(LADs).	

Després,	vam	explorar	amb	més	profunditat,	la	distribució	de	les	variants	d’histona	H1	i,	

sorprenentment,	vam	trobar	que	la	distribució	dels	variants	independents	de	replicació	(H1.0	i	

H1X)	és	diferent	(Chapter	I).	H1.0	estava	enriquida	en	regions	genòmiques	associades	al	nuclèol	

com	els	dominis	associats	al	nuclèol	(NADs),	les	regions	organitzadores	del	nuclèol	(NORs)	que	

codifiquen	per	l’ARN	ribosomal	45S,	específicament	en	les	regions	espaiadores	no	transcrites	i,	

també,	en	el	ADN	ribosomal	5S.	Elements	 repetitius	 com	els	 retrotransposons	SINE-VNTR-Alu	

(SVA)	i	els	satèl·lits	telomèrics	i	ACRO1,	també,	mostraven	un	enriquiment	específic	d'H1.0.	

Per	 altra	 banda,	 vam	 trobar	 que	 H1X	 estava	 associada	 a	 cromatina	 activa	

transcripcionalment	 ja	 que	 vam	 demostrar	 una	 col·locació	 amb	 les	 regions	 enriquides	 amb	

RNAPII	i	un	enriquiment	cap	a	l’extrem		3’	de	gens	actius.	A	més,	totes	les	regions	codificants	que	

s'inclouen	 en	 el	 transcrit	 final	 (exons	 constitutius,	 exons	 inclosos	 alternativament	 i	 introns	

retinguts)	estan	enriquides	en	H1X.	Algunes	especies	d’ARN	no	codificant	(miRNA	i	snoRNA),	que	

es	 troben	 principalment	 en	 introns,	 mostraven	 un	 enriquiment	 en	 H1X.	 Els	 nostres	 resultats	

apunten	 a	 que	H1X	pot	 tenir	 un	 paper	 en	 la	 regulació	 de	 l’elongació,	 splicing	 o	 els	 ARNs	 no	

codificants,	que	podria	estar	induint	la	transcripció	de	gens,	sense	canvis	en	les	modificacions	

post-traduccionals	d’histones.	

	La	 depleció	 de	 varies	 variants	 d’histona	H1	 (H1.2	 i	 H1.4)	 desencadena	una	 resposta	

d'interferó	 degut	 a	 una	 transcripció	 aberrant	 d'elements	 repetitius	 en	 cèl·lules	 de	 càncer	 de	

mama	(Chapter	II).	La	transcripció	d'elements	repetitius	la	vam	observar	mitjançant	un	augment	

dels	seus	nivells	d'ARN	(RT-qPCR),	un	augment	dels	ARN	de	doble	cadena	(dsRNA)	al	citoplasma	

(immunofluorescència)	 i	 la	 transcripció	 de	 regions	 intergèniques	 (RNA-Seq).	 El	 mecanisme	

molecular	 que	 condueix	 a	 la	 transcripció	 d'elements	 repetitius,	 tal	 com	 succeeix	 en	 els	 gens	

desregulats	 en	 cèl·lules	 deplecionades	 d’una	 sola	 variant,	 encara	 no	 està	 resolt.	 Vam	 poder	

mostrar	un	augment	global	 en	 l'accessibilitat	a	 la	 cromatina	 (ATAC-Seq)	que	no	 correlaciona	

completament	amb	els	canvis	transcripcionals	observats	en	deplecionar	múltiples	variants	d’H1.	

Sorprenentment,	les	modificacions	post-traduccionals	d'histones	es	mantenen	intactes.	
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Existen	siete	variantes	de	histona	H1	en	células	somáticas	humanas	con	una	prevalencia	

diferente	 según	 el	 tipo	 celular.	 Utilizando	 anticuerpos	 específicos	 contra	 variantes	 de	 H1	 y	

variantes	de	H1	recombinantes	etiquetadas	con	hemaglutinina	(HA),	evaluamos	su	distribución	

genómica	en	células	de	cáncer	de	mama.	Concretamente,	obtuvimos	datos	de	ChIP-Seq	para	dos	

variantes	de	H1	dependientes	de	replicación	(H1.2	y	H1.4),	las	dos	variantes	independientes	de	

replicación	(H1.0	y	H1X)	y	la	histona	H3.	Anteriormente,	observamos	(Appendix	I)	que	H1.2	es	la	

variante	que	mejor	correlaciona	con	la	represión	génica.	Además,	H1.2	estaba	enriquecida	en	

dominios	cromosómicos	pobres	en	GC,	pobres	en	genes	y	intergénicos	y	también,	en	los	dominios	

asociados	a	lamin	(LADs).	

A	 continuación,	 exploramos	 con	más	 profundidad,	 la	 distribución	 de	 las	 variantes	 de	

histona	 H1	 y,	 sorprendentemente,	 encontramos	 que	 la	 distribución	 de	 las	 variantes	

independientes	de	replicación	(H1.0	y	H1X)	es	diferente	(Chapter	I).	H1.0	estaba	enriquecida	en	

regiones	genómicas	asociadas	al	nucléolo	como	los	dominios	asociados	al	nucléolo	(NADs),	las	

regiones	 organizadoras	 del	 nucléolo	 (NORs)	 que	 codifican	 para	 el	 ARN	 ribosomal	 45S,	

específicamente	en	las	regiones	espaciadoras	no	transcritas	y,	también,	en	el	ADN	ribosomal	5S.	

Elementos	 repetitivos	 como	 los	 retrotransposones	 SINE-VNTR-Alu	 (SVA)	 y	 los	 satélites	

teloméricos	y	ACRO1,	también,	mostraron	un	enriquecimiento	específico	de	H1.0.	

Por	 otro	 lado,	 encontramos	 que	 H1X	 estaba	 asociada	 a	 cromatina	 activa	

transcripcionalmente	ya	que	demostramos	una	colocalización	con	las	regiones	enriquecidas	en	

RNAPII	y	un	enriquecimiento	hacia	el	extremo	3'	de	genes	activos.	Además,	todas	las	regiones	

codificantes	 que	 se	 incluyen	 en	 el	 transcrito	 final	 (exones	 constitutivos,	 exones	 incluidos	

alternativamente	y	intrones	retenidos)	están	enriquecidas	en	H1X.	Algunas	especies	de	ARN	no	

codificante	 (miRNA	 y	 snoRNA),	 que	 se	 encuentran	 principalmente	 en	 intrones,	 mostraban	

también	un	enriquecimiento	en	H1X.	Nuestros	 resultados	apuntan	a	que	H1X	puede	tener	un	

papel	en	 la	 regulación	de	 la	elongación,	splicing	o	 los	ARNs	no	codificantes,	que	podría	estar	

induciendo	la	transcripción	de	genes,	sin	cambios	en	las	modificaciones	post-traduccionales	de	

histonas.	

La	 depleción	 de	 varias	 variantes	 de	H1	 (H1.2	 y	H1.4)	 desencadena	 una	 respuesta	 de	

interferón	debido	a	una	transcripción	aberrante	de	elementos	repetitivos	en	células	de	cáncer	de	

mama	 (Chapter	 II).	 La	 transcripción	 de	 elementos	 repetitivos	 la	 observamos	 mediante	 un	

aumento	de	sus	niveles	de	ARN	(RT-qPCR),	un	aumento	de	los	ARN	de	doble	cadena	(dsRNA)	en	

el	 citoplasma	 (inmunofluorescencia)	 y	 la	 transcripción	 de	 regiones	 intergénicas	 (RNA-Seq).	 El	

mecanismo	molecular	que	induce	la	transcripción	de	elementos	repetitivos,	tal	como	sucede	en	

los	 genes	 desregulados	 en	 células	 deplecionadas	 de	 una	 sola	 variante,	 aún	no	 está	 resuelto.	

Pudimos	 mostrar	 un	 aumento	 global	 en	 la	 accesibilidad	 a	 la	 cromatina	 (ATAC-Seq)	 que	 no	

correlaciona	 completamente	 con	 los	 cambios	 transcripcionales	 observados	 al	 deplecionar	

múltiples	 variantes	 de	 H1.	 Sorprendentemente,	 las	 modificaciones	 post-traduccionales	 de	

histonas	se	mantienen	intactas.	
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ABBREVIATIONS	
	

A	 	 	 Adenine	
A3SS/A5SS	 	 Alternative	3’/5’	splice	sites	
AFEs	 	 	 Alternative	first	exons	
ALEs	 	 	 Alternative	last	exons	
ASEs	 	 	 Alternatively	spliced	exons	
ATAC-Seq	 	 Assay	for	transposase-accessible	chromatin	sequencing		
ATRX	 	 	 α	thalassemia-mental	retardation,	X-linked	
aza-dC		 	 5-aza-2’-deoxycytidine	
BRG1	 	 	 Brahma-related	gene	1	
C	 	 	 Cytosine	
CAF-1	 	 	 Chromatin	assembly	factor	1	
CBP	 	 	 C	reaction	protein	
CDKs	 	 	 Cyclin-dependent	kinases	
CENP-A	 	 Centromeric	protein	A	
cGAMP	 	 Cyclic	GMP-AMP	
cGAS	 	 	 cyclic	GMP-AMP	synthase	
ChIA-PET	 	 Chromatin	interaction	analysis	by	paired-end	tag	
ChIP	 	 	 Chromatin	immunoprecipitation	
cLADs	 	 	 Constitutive	lamina-associated	domains	
CLIP-Seq	 	 Cross-linking	immunoprecipitation	sequencing	
CSCs	 	 	 Cancer	stem	cells	
CTCF	 	 	 CCCTC-binding	factor	
CUL4A		 	 E3	ubiquitin	ligase	cullin	4A	
D	 	 	 Aspartic	acid	
Dam	 	 	 DNA	adenine	methyltransferase	
DamID		 	 DNA	adenine	methyltransferase	identification	
DAXX	 	 	 Death	domain-associated	protein	6	
DDR	 	 	 DNA	damage	response	
DE	 	 	 Differentially	expressed	
DFC	 	 	 Dense	fibrillar	component	
DNA	 	 	 Deoxyribonucleic	acid	
DNMT	 	 	 DNA	methyltransferase	
DRIP-Seq	 	 DNA:RNA	immunoprecipitation	sequencing	
DSB	 	 	 Double	strand	breaks	
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dsDNA		 	 double-stranded	DNA	
dsRNA		 	 double-stranded	RNA	
E	 	 	 Glutamic	acid	
ERVs	 	 	 endogenous	retroviruses	
ES	 	 	 Enrichment	score	
ESCs	 	 	 Embryonic	stem	cells	
EZH2	 	 	 Enhancer	of	zeste	homolog	2	
FAIRE-Seq	 	Formaldehyde-assisted	isolation	of	regulatory	elements	

sequencing	
FC	 	 	 Fibrillar	center		
FDR	 	 	 False	discovery	rate	
FISH	 	 	 Fluorescence	in	situ	hybridization	
fLADs	 	 	 Facultative	lamina-associated	domains	
FPKM	 	 	 Fragments	per	kb	million	
FRAP	 	 	 Fluorescence	recovery	after	photobleaching		
G	 	 	 Guanine	
GAS	 	 	 Gamma	interferon	activation	site	
GC	 	 	 Granular	component	
GFP	 	 	 Green	fluorescent	protein	
GO	 	 	 Gene	ontology	
GRO-Seq	 	 Global	run-on	sequencing	
GSEA	 	 	 Gene	set	enrichment	analysis	
HA	 	 	 Hemagglutinin	
HDAC	 	 	 Histone	deacetylase		
HDACi	 	 	 Histone	deacetylase	inhibitor	
hESC	 	 	 human	embryonic	stem	cells	
Hi-C	 	 	 High	throughput	chromosome	conformation	capture	
HIRA	 	 	 Histone	cell	cycle	regulation-defective	homolog	A	
HJURP		 	 Holliday	junction	recognition	protein	
HMEC	 	 	 Human	mammary	epithelial	cells	
HMG		 	 	 High-mobility	group	
HMM	 	 	 Hidden	Markov	model	
HP1	 	 	 Heterochromatin	protein	1	
HP1γ	 	 	 Heterochromatin	protein	Cbx3		
HSMM		 	 Human	skeletal	muscle	myoblasts	
hTERT	 	 	 human	telomerase	reverse	transcriptase	
HUVEC		 	 Human	umbilical	vein	endothelial	cells	
IAP	 	 	 intracisternal	A	particle		
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IFN	 	 	 Interferon	 	

IP	 	 	 Immunoprecipitation	

iPSCs	 	 	 induced	pluripotent	stem	

iRNA	 	 	 interference	RNA	

ISGs	 	 	 Interferon-stimulated	genes	

ISRE	 	 	 interferon-stimulated	response	element	

iX	 	 	 inactivated	X	chromosome	

K	 	 	 Lysine	

KD	 	 	 Knockdown	

KO	 	 	 Knockout	

LADs	 	 	 Lamin-associated	domains		

LINE	 	 	 Long	interspersed	nuclear	elements	

LINEs	 	 	 Long	interspersed	nuclear	elements	

lncRNA		 	 Long	non-coding	RNA	

Mb	 	 	 Megabases	

MeCP2		 	 Methyl-CpG-binding	protein	2	

MEF	 	 	 Mouse	embryonic	fibroblasts	

miRNA		 	 microRNA	

MMTV		 	 Mouse	mammary	tumour	virus	

MNase		 	 Micrococcal	nuclease	

mRNA	 	 	 messenger	RNA	

mtrRNA	 	 mitochondrial	ribosomal	RNA	

multiH1	 	 Multiple	H1	

MXE	 	 	 Mutually	exclusive	exons	

NADs	 	 	 Nucleolus	associated	domains		

ncRNA		 	 non-coding	RNA	

NES	 	 	 Normalised	enrichment	score	

NETs	 	 	 Neutrophil	extracellular	traps	

NHEK	 	 	 Normal	human	epidermal	keratinocytes	

NHLF	 	 	 Normal	human	lung	fibroblasts	

NL	 	 	 Nuclear	lamina		

NORs	 	 	 Nucleolus	organizer	regions	

NRL	 	 	 Nucleosome	repeat	length	

PADIs	 	 	 Peptidylarginine	deiminases		

PARP1		 	 Poly	ADP-ribose	polymerase	

PASs	 	 	 Polyadenylation	signals	

Pc	 	 	 Polycomb	

PCA	 	 	 Principal	component	analysis	
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PCR	 	 	 Polymerase	chain	reaction	

PDAC	 	 	 Pancreatic	ductal	adenocarcinoma	

PIKK	 	 	 Phosphor-inositide	3-kinase-related	protein	kinase		

pRb	 	 	 Retinoblastoma	tumour	suppressor	protein	

PRC2	 	 	 Polycomb	repressive	complex	2	

PTB	 	 	 Polypyrimidine	tract	binding	protein	

PTEN	 	 	 Phosphatase	and	tensin	homolog	

PTMs	 	 	 Post-translational	modifications	

Q	 	 	 Glutamine	

qPCR	 	 	 Quantitative	polymerase	chain	reaction	

R	 	 	 Arginine	

rDNA	 	 	 ribosomal	DNA	

RI	 	 	 Retained	introns	

RIP-Seq	 	 RNA	immunoprecipitation	sequencing	

RNA	 	 	 Ribonucleic	acid	

RNAPI			 	 RNA	polymerase	1	

RNAPII		 	 RNA	polymerase	2	

RPK	 	 	 Reads	per	kb	

RPKM	 	 	 Reads	per	kb	million	

RPM	 	 	 Read	per	million	

RRBS	 	 	 Reduced	representation	bisulphite	sequencing	

rRNA	 	 	 ribosomal	RNA	

RT	 	 	 Reverse	transcriptase	

S	 	 	 Serine	

SARs		 	 	 Scaffold-associated	regions	

SE	 	 	 Skipped	exon	

SINEs	 	 	 Short	interspersed	nuclear	elements	

siRNA	 	 	 small	interfering	RNA	

SIRT1	 	 	 Sirtuin-1	

snoRNA	 	 small	nucleolar	RNA	

ssDNA	 	 	 single-stranded	DNA	

ssRNA	 	 	 single-stranded	RNA	

STAT	 	 	 Signal	transducer	and	activator	transcription	

SVA	 	 	 SINE-VNTR-Alu	

T	 	 	 Threonine	or	Thymidine	

TADs	 	 	 Topologically	associated	domains	

TAF-I	 	 	 Template	activating	factor-I	(also	known	as	SET)	

TERRAs	 	 Telomeric	repeat-containing	RNAs	
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TEs	 	 	 Transposable	elements	
TKO	 	 	 Triple	knockout	
TPase	 	 	 Transposase	
TPM	 	 	 Transcripts	per	million	
tRNA	 	 	 transfer	RNA	
TSA	 	 	 Trichostatin	A	
TSS	 	 	 Transcription	start	site	
WGBS	 	 	 Whole	genome	bisulphite	sequencing	
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INTRODUCTION	

	
1.	CHROMATIN	
	
1.1.	The	nucleosome	and	chromatin	structure	
Deoxyribonucleic	acid	(DNA)	is	a	molecule	that	carries	the	genetic	information,	

which	 determines	 growth,	 development,	 functioning	 and	 reproduction	 of	 all	 known	

living	 organisms	 and	 many	 viruses.	 DNA	 is	 a	 double-stranded	 molecule,	 as	 first	

described	James	Watson	and	Francis	Crick.	Two	antiparallel	strands	are	held	together	

by	 weak	 hydrogen	 bonds.	 These	 strands	 are	 strings	 of	 nucleotides	 joined	 by	

phosphodiester	 bonds,	 each	 one	 containing	 one	 of	 four	 nitrogen-containing	 bases	

(cytosine	(C),	guanine	(G),	adenine	(A)	or	thymine	(T))	a	sugar	called	deoxyribose	and	a	

phosphate	group.	Base	pairs	naturally	only	occur	between	adenine	and	thymine	(A	=	T)	

and	 cytosine	 and	 guanine	 (C	 ≡	 G).	 	 These	 nitrogenous	 bases	 are	 hydrophobic	 in	

contrast	 to	 the	deoxyribose	and	phosphate	molecules,	which	are	hydrophilic.	DNA	 is	

coiled	 such	 that	 the	 nitrogenous	 bases	 are	 in	 the	 inner	 portion	 of	 the	 molecule	

avoiding	the	water-containing	nucleoplasm.	In	addition,	the	double	helix	is	skewed	as	

the	 strands	 are	 not	 directly	 opposite	 to	 each	 other	 leading	 to	 a	 major	 and	 minor	

groove	 (Figure	 2).	 In	 the	 major	 groove	 the	 edges	 of	 the	 bases	 are	 more	 accessible	

allowing	a	better	recognition	of	specific	sequences	by	transcription	factors	and	other	

sequence-specific	 binding	 proteins.	 In	 addition,	 the	 double	 helix	 structure	 of	 DNA	

allows	its	replication	and	transcription.	

A	human	somatic	cell	(diploid)	contains	approximately	6	billion	base	pairs,	with	

roughly	 2m	 of	 length	 that	 are	 tightly	 packed	 in	 a	 nucleus,	 with	 an	 average	 size	 of	

10μm.	The	proteins	 in	 charge	of	 this	 huge	 chromosomal	DNA	compaction	are	 called	

histones	and	the	resulting	DNA-histone	complex,	chromatin.	Histones	are	a	 family	of	

small,	positively	charged	proteins	termed	H1,	H2A,	H2B,	H3	and	H4.	DNA	is	negatively	

charged,	 due	 to	 the	phosphate	 groups	 in	 its	 phosphate-sugar	 backbone,	 so	 histones	

bind	with	DNA	very	tightly.	Two	copies	of	the	four	core	histones	(H2A,	H2B,	H3	and	H4)	

form	an	octamer	that	constitutes	the	basic	repeating	structural	(and	functional)	unit	of	

chromatin,	 the	nucleosome	 (Figure	1,	2).	Approximately,	146bp	of	DNA	are	wrapped	

around	 a	 nucleosome.	 All	 nucleosomes	 are	 connected	 by	 stretches	 of	 “linker	 DNA”,	

which	 can	 be	 up	 to	 80bp.	 The	 formed	 chromatin	 structure	 resembles	 “beads	 on	 a	

string”	of	DNA	under	electron	microscope	[1,	2]	(Figure	1B).	
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The	 remaining	histone,	 histone	H1,	 binds	 to	nucleosomes	near	 the	 entry/exit	

sites	of	 linker	DNA.	The	binding	of	 linker	histone	H1	forms	the	chromatosome,	which	
confers	 to	 chromatin	a	higher	 level	of	 compaction	allowing	 the	 formation	of	 the	 so-
called	“30nm	fiber”	 (Figure	1B).	 So,	 stabilization	of	 condensed	states	of	 chromatin	 is	
the	most	commonly	attributed	function	to	linker	histone	H1	[2,	3].	Finally,	chromatin	is	
tightly	condensed	to	form	chromosomes,	founding	the	highest	level	of	compaction	in	
the	chromatids	at	metaphase	(Figure	2).		

Additionally,	chromosomes	are	not	randomly	distributed	along	the	nucleus	but	
rather	 form	 territories	where	distant	nucleosomes	 from	different	 chromosomes	may	
interact.	Chromatin	plays	also	an	important	role	in	the	3D	organization	of	the	nucleus,	
which	varies	along	differentiation,	tissue,	and	cell	type…	[4].		

B	A	

1 2 

Figure	 1.	 The	 nucleosome	 core	 particle	 (A)	 Crystal	 structure	 of	 a	 nucleosome	
particle.	Two	copies	of	 each	core	histone	 (H2A:	purple,	H2B:	blue,	H3:	 green	and	

H4:	orange)	and	146bp	of	DNA	wrapped	around	form	the	nucleosome.	(B)	Electron	
micrograph	of	chromatin	showing	the	“beads	on	a	string”	conformation	(1)	and	the	

30nm	fiber	(2).	Arrows	indicate	nucleosomes.	Figures	adapted	from	[5,	6].	
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1.2.	Core	histones	
Core	 histones	 control	 the	 packaging	 and	 ordering	 of	 DNA	 into	 units	 called	

nucleosomes.	They	are	a	family	of	small	(11-16.2	kDa)	basic	proteins	highly	conserved	
across	 evolution	 with	 four	 major	 members:	 H2A,	 H2B,	 H3	 and	 H4.	 Multicopy	 and	
intronless	genes	encode	all	core	histones	and	their	mRNAs	are	non-polyadenylated.	Its	
structure	is	composed	of	a	globular	domain	and	tails.	Their	globular	domains	mediate	
the	 formation	of	 the	octamer	of	 two	copies	of	each	member	and	the	stabilization	of	
two	 wraps	 of	 DNA.	 On	 the	 other	 hand,	 histone	 tails	 at	 the	 N-terminal	 domain	 are	
highly	 basic	 (rich	 in	 lysines	 and	 arginines)	 and	 extend	 from	 the	 surface	 of	 the	
nucleosome.	 One	 long	 tail	 at	 the	 C-terminal	 domain	 is	 only	 found	 in	 H2A.	 Tails	
contribute	 to	 inter-nucleosomal	 interactions	 and	 folding	 of	 chromatin	 due	 to	 their	
interaction	 with	 DNA-binding	 proteins.	 In	 addition,	 they	 are	 post-translational	
modified	 allowing	 a	 modulation	 of	 chromatin	 compaction	 by	 changing	 the	 physical	
properties	of	individual	nucleosomes	or	by	interacting	with	specific	partners.	Another	
level	of	chromatin	modulation	 is	at	 the	 level	of	 the	 less	abundant	and	non-canonical	
histone	variants.	

	

B	

A	

Figure	2.	Different	 levels	of	DNA	compaction	and	chromatin	structure.	 	(B)	At	the	
simplest	 level,	 DNA	 is	 a	 double-stranded	 helical	 structure.	 (A)	 DNA	 is	 complexed	
with	 histones	 to	 form	nucleosomes,	 the	 basic	 chromatin	 unit.	With	 the	 binding	 of	
linker	histone	H1	to	linker	DNA,	the	nucleosomes	fold	up	to	produce	a	“30nm	fiber”.	
The	“30nm	fiber”	is	tightly	coiled	to	finally	produce	the	highly	condensed	chromatin	
of	a	chromatid	at	metaphase.	Adapted	from	[2,	4].		
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1.2.1.	Post-translational	modifications	

As	mentioned,	core	histones	are	post-translational	modified	mainly	at	their	N-
terminal	tail.	They	can	be	phosphorylated	at	serines	(S)	and	threonines	(T),	methylated	
and	 acetylated	 at	 lysines	 (K)	 and	 arginines	 (R),	 and	 ubiquitylated,	 sumoylated	 and	
ribosylated	 at	 lysines	 (Table	 1)	 [7].	 Many	 studies	 have	 shown	 that	 specific	
combinations	 of	 histones	 post-translational	 modifications	 (PTMs)	 have	 a	 clear	
correlation	 with	 cellular	 processes	 and	 functions	 (Table	 1).	 For	 instance,	 tri-
methylation	 of	 H3	 at	 K9	 has	 been	 related	 to	 constitutive	 heterochromatin,	 the	
condensed	 and	 transcriptionally	 inactive	 state	 of	 chromatin.	 H3K9me3	 binds	
heterochromatin	 protein	 1	 (HP1)	 responsible	 of	 the	 transcriptional	 repression	 and	
actual	formation	and	maintenance	of	heterochromatin	[8].	Further,	di-methylation	at	
K9	 is	 a	 characteristic	 PTM	 of	 the	 inactivated	 X	 chromosome	 (iX)	 [9]	 and	
phosphorylation	 of	 H2A	 at	 S10	 and	 T119	 and	 H3	 at	 T3,	 S10	 and	 S28	 of	 condensed	
mitotic	chromatin.		

Core	histones	PTMs	at	promoter	regions	have	been	found	to	correlate	with	the	
transcriptional	status	of	a	gene.	For	example,	H3K27me3	and	H4K20me3	are	found	at	
inactive	 promoters	while	 H3K4me3,	 H3	 and	H4	 acetylation	 at	 active	 ones	 (Figure	 3)	
[10].	Another	interesting	example	is	at	enhancers,	where	core	histones	PTMs	are	also	
different	 depending	 in	 its	 transcriptional	 status.	 Active	 enhancers	 are	 bordered	 by	
widely	spaced	nucleosomes	carrying	modifications	such	as	H3K4me2	and	H3K27ac;	in	
contrast	 to	 poised	 enhancers,	 which	 have	 H3K27me3	 and	 reduced	 chromatin	
accessibility.	Finally,	repressed	enhancers	are	at	dense	nucleosome	assemblages	with	
H3K27me3	[11].			

All	 these	 correlations	 of	 core	 histones	 PTMs	 with	 transcription	 lead	 to	 the	
controversial	 hypothesis	 of	 a	 “histone	 code”	 proposed	 by	 Strahl	 and	 Allis,	 where	
distinct	core	histone	PTMs	are	combined	to	create	a	 read	code	 for	other	proteins	 to	
trigger	 distinct	 cascades	 [12].	 One	 of	 the	 arguments	 against	 this	 theory	 is	
methodological,	 as	 populations	 of	 cells	 have	 been	 used	 and	 it	 cannot	 distinguish	
whether	 two	 PTMs	might	 be	 from	 two	 subpopulations.	 In	 addition,	 some	 PTMs	 are	
also	transient.	While	everybody	agrees	about	the	correlation,	the	interpretation	of	the	
combination	of	core	histone	PTMs	depends	on	the	cellular	context	and	gene	studied.	
An	interesting	result	was	found	while	studying	developmentally	regulated	genes	in	fly	
and	 worm,	 where	 those	 genes	 are	 transcribed	 in	 the	 absence	 of	 canonical	 histone	
activation	 marks	 [13].	 Their	 results	 support	 a	 more	 important	 regulation	 of	 gene	
expression	by	transcription	factors	rather	than	by	histone	PTMs.	
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Figure	 3.	 Main	 core	 histones	 post-translational	 modification	 found	 at	 genes	 and	
promoters	with	 different	 transcriptional	 status	 (active	 and	 repressed	 genes).	 Figure	
taken	from	[10].	
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1.2.2.	Variants	

All	 core	histones	have	diversified	 into	 a	wide	 range	of	 variants	with	different	
sequence	and	structure,	which	have	been	conserved	through	evolution.	In	contrast	to	
canonical	core	histones,	which	are	encoded	in	multicopy	genes	and	highly	expressed,	
histone	variants	have	a	single	or	low	copy	number	of	genes	and	a	very	low	expression.	
They	 are	 deposited	 in	 replication-independent	manner	 to	 replace	 their	 conventional	
histone	 counterpart	 in	 specific	 genomic	 localizations	 and	 through	 specific	 processes	
such	as	differentiation	or	maintenance	of	a	chromatin	states.	Nucleosome	containing	
histone	 variants	 have	 different	 structural	 and	 functional	 properties,	 affecting	
chromatin	 through	 histone	 PTMs	 and	 specific	 interactions.	 It	 is	 worth	 saying	 that	
histone	 variants	 are	 also	 post-translational	 modified.	 Thus,	 histone	 variants	 confer	
another	layer	in	the	complexity	of	chromatin	regulation.	

	

Here,	we	will	 focus	 in	the	best-studied	histone	variants,	members	of	H2A	and	
H3	families	(Table	2).	

	

	
Histone	 Variant	 Deposition	 Functional	association	
	 	 	 	

H3	
H3.3	 Replication-	independent	 Transcriptionally	active	regions	
CENP-A	 Replication-dependent	 Centromeric	nucleosomes	

	 	 	 	

H2A	

H2A.Z	 Replication-independent	 Different	functions	in	various	organisms:	maintenance	of	
pericentric	and	telomeric	heterochromatin,	
transcriptional	activation	and	viability	

H2A.X	 Replication-independent	 Sex	body	in	mammals,	site	of	DNA	double	stranded	
breaks;	condensation	and	silencing	of	male	sex	
chromosome.	

MacroH2A	 Replication-independent	 Inactivation	of	X-chromosome,	interferes	with	both	
transcription	factor	binding	and	SWI/SNF	remodelling	

H2A.Bbd	 Replication-independent	 Close	spacing	of	nucleosomes	

	

H3.3	

H3.3	variant	differs	from	the	two	canonical	H3	variants	(H3.1	and	H3.2)	by	five	
and	 four	aminoacids,	 respectively,	 conferring	 to	H3.3	a	different	 interaction	network	
with	regulatory	factors	and	histone	chaperones.		

For	instance,	H3.3	variant	is	enriched	throughout	the	gene	body	of	transcribed	

Table	2.	Histone	H3	and	H2A	variants	in	human.	Table	adapted	from	[14,	15].			
a	Drosophila	melanogaster	has	a	single	H2A	variant,	H2Av	in	addition	 to	 the	major	H2A.	
H2Av	 is	 not	 only	 member	 of	 H2A.Z	 family;	 it	 also	 contains	 an	 SQ	 motif	 similar	 to	
mammalian	H2A.X.	It	is	phosphorylated	at	S137	and	hence	it	is	a	functional	homologue	
of	H2A.X.	
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genes	as	well	 as	 their	promoter	 regions.	 In	 addition	 to	active	promoter,	H3.3	 is	 also	
found	at	inactive	promoters	accounting	for	a	poised	state	of	these	genes	[16].	Histone	
PTMs	 that	 mark	 active	 chromatin	 such	 as	 acetylation	 and	 H3K4	 methylation	 are	
increased	in	H3.3.	Indeed,	H3.3	also	has	specific	PTMs	such	as	phosphorylation	of	S31	
in	mitosis.	What	 is	 the	exact	 function	of	 these	histone	H3.3	PTMs	and	how	 they	are	
established	are	relevant	questions	to	be	answered	in	the	field.		

While	 canonical	 H3	 is	 incorporated	 to	 chromatin	 by	 the	 chaperone	 complex	
CAF-1,	H3.3	incorporation	is	mediated	by	at	least	two	different	chaperone	complexes:	
HIRA	 and	 DAXX-ATRX.	 HIRA	 is	 responsible	 for	 depositing	 H3.3	 at	 active	 transcribed	
regions	 in	contrast	 to	ATRX	chaperone	and	 its	co-factor	DAXX,	which	deposit	H3.3	at	
telomeres	and	pericentric	heterochromatin	 in	mouse	embryonic	stem	cells	 (ESC)	and	
mouse	embryonic	fibroblasts	(MEF),	respectively.	Still,	the	specific	function	of	H3.3	at	
these	highly	repressed	regions	needs	to	be	further	explored	to	determine	if	it	plays	an	
essential	role	in	cell	division	and	genome	stability	or	if	it	is	linked	to	the	transcriptional	
status.	

	

CENP-A	

CENP-A	 is	 the	H3	variant	highly	enriched	at	centromeres.	CENP-A	has	evolved	
rapidly,	so	its	protein	sequence	differs	amongst	species.	Still,	CENP-A	is	thought	to	be	
essential	 for	 centromere	 structure	 and	 function	 and	 kinetochores	 formation	 in	 all	
eukaryotes.	The	main	structural	differences	with	canonical	H3	are	found	at	two	regions	
of	 the	N-terminal	 tail,	which	 confers	 to	 centromeres	 a	more	 compacted	 and	unique	
chromatin.	 Nucleosomes	 containing	 CENP-A	 allow	 the	 binding	 of	 other	 centromere-
formation	 proteins	 such	 as	 CENP-B.	 In	 human,	 CENP-A	 is	 a	 replication	 dependent	
variant	incorporated	by	a	specific	chaperone	named	HJURP.	

	

H2A.X	

Histone	 H2A.X	 is	 defined	 by	 its	 SQ[E/D]φ	 motif	 (where	 φ	 is	 a	 hydrophobic	
aminoacid)	 in	 the	C-terminal	 region,	which	 is	not	 found	 in	canonical	H2A.	After	DNA	
damage,	 members	 of	 the	 phosphor-inositide	 3-kinase-related	 protein	 kinase	 (PIKK)	
family	phosphorylate	this	C-terminal	tail	at	S139	(referred	as	γH2A.X).	γH2A.X	expands	
several	Mb,	 in	mammals,	 from	double	strand	DNA	breaks	sites	creating	the	so-called	
“γH2A.X	 foci”.	 Upon	 the	 activation	 of	 the	 DNA	 damage	 response,	 the	 creation	 of	
“γH2A.X	 foci”	 is	an	early	event	that	 triggers	structural	chromatin	alterations	at	 those	
sites	to	foster	the	DNA	repair.		

Moreover,	γH2A.X	and	the	DNA	repair	machinery	have	been	found	involved	in	
the	process	of	X	chromosome	inactivation	in	mammals.	
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H2A.Z	

Histone	H2A.Z	is	only	60%	identical	to	canonical	H2A.	It	is	highly	conserved,	as	
the	 identity	 is	 roughly	 80%	 between	 different	 species.	 Three	 isoforms	 have	 been	
described	 in	 humans:	 H2A.Z.1,	 H2A.Z.2	 and	 H2A.Z.2.2.	 Many	 H2A.Z	 biological	 roles	
have	 been	 revealed	 in	 transcription	 regulation,	 DNA	 repair,	 heterochromatin	
formation,	chromosome	segregation	and	mitosis	[17]	

H2A.Z	 has	 been	 found	 enriched	 at	 gene	 promoters	 in	 several	 organisms	
although	 having	 both	 active	 and	 repressive	 roles	 on	 transcription	 [18]	 by	 affecting	
nucleosome	mobility	and	positioning.	 In	addition,	H2A.Z	 is	associated	with	enhancers	
and	insulators	as	well	as	heterochromatin.	

	

MacroH2A	

MacroH2A	is	about	three	times	larger	than	canonical	H2A	as	it	harbours	about	
30	 kDa	 more	 in	 its	 C-terminal	 tail	 extending	 out	 from	 the	 nucleosome	 [19].	 The	
repressive	 role	 of	 macroH2A	 in	 chromosome	 X	 inactivation	 (iX)	 has	 been	 widely	
studied	 setting	 the	 view	 of	 macroH2A	 as	 an	 epigenetic	 repressor.	 However,	 some	
studies	challenge	it	by	reporting	a	positive	role	of	macroH2A,	not	yet	mechanistically	
understood,	in	some	target	genes.		

In	 addition,	 macroH2A	 has	 also	 a	 role	 in	 maintaining	 and	 stabilizing	
differentiated	 epigenomes	 as	 knockdown	 (KD)	 experiments	 in	 frogs	 showed	 an	
inhibition	of	reprogramming	[20].		

	

H2A.Bbd		

H2A.Bbd	 (Barr	 body	 deficient)	 variant	 has	 a	 shorter	 C-terminal	 tail	 than	
canonical	H2A	and	a	part	of	the	docking	domain	is	also	missing.	These	features	confer	
to	 H2A.Bbd-containing	 chromatin	 a	 more	 open	 structure	 and	 a	 less	 tight	 wrapped	
DNA.	So,	nucleosomes	bearing	 this	variant	are	 less	 resistant	 to	MNase	digestion	and	
enriched	 within	 actively	 transcribed	 genes.	 As	 expected,	 analysis	 of	 transcription	
profiles	 from	 cells	 depleted	 for	 H2A.Bbd	 showed	 a	 deregulation	 of	 mRNA	 splicing	
patterns	and	a	widespread	genic	down-regulation	[21].					

H2A.Bbd	 is	not	ubiquitously	expressed,	being	 strongly	expressed	 in	 testis	 and	
less	 in	brain.	Thus,	H2A.Bbd	might	have	a	tissue-specific	 function	as	shown	in	mouse	
spermatogenesis	[22].		
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1.3.	Types	of	chromatins	
Chromatin	has	classically	been	divided	in	two	main	types:	heterochromatin	and	

euchromatin.	Heterochromatin	 is	 characterized	by	densely	packed	nucleosomes	with	
high	levels	of	DNA	methylation,	high	AT	content	and	gene-poor	genomic	regions	with	
low	or	none	transcription.	It	is	more	frequently	localized	at	the	nuclear	periphery	and	
surrounding	 nucleoli	 as	 shown	 by	 its	 darker	 staining	 in	 transmission	 electron	
microscopy	 (Figure	 4).	 A	 major	 function	 of	 heterochromatin	 is	 to	 protect	 the	
underlying	 DNA	 from	 being	 accessed	 by	 dedicated	 machineries	 such	 of	 those	 of	
transcription	 and	 DNA	 repair.	 Heterochromatin	 has	 been	 further	 subdivided	 into	
facultative	and	constitutive	heterochromatin.		

	

	

	
	

An	enrichment	of	 core	histones,	high	 levels	of	H3K9me3	and	H4K20me3,	and	
the	binding	of	HP1	proteins	 characterize	 constitutive	heterochromatin.	 It	 is	 found	at	
pericentromeric,	 telomeric	and	ribosomal	 regions	and	 localized	at	 the	same	genomic	
regions	 in	 every	 cell	 type.	 All	 three	 regions	 contain,	 in	 most	 organisms,	 repetitive	
sequences.	Telomeres	are	constituted	by	a	 short	highly	conserved	DNA	sequence	 (5’	
TTAGGG	3’)	with	specific	binding-proteins.	In	contrast,	pericentromeric	regions	contain	
the	vast	majority	of	constitutive	heterochromatin	and	the	repetitive	sequences	found	
are	 less	 conserved.	 In	 humans,	 centromeres	 consist	 mainly	 of	 alpha	 satellites	 and	
pericentromeric	 regions	 of	 specific	 satellites	 such	 as	 satellites	 I,	 II	 and	 III,	 among	
others.	An	epigenetic	dysregulation	in	the	expression	of	these	repetitive	sequences	in	

Figure	4.	 Transmission	 electron	microscope	 view	of	 a	 typical	 cell	 nucleus	 clearly	
shows	heterochromatin	(HC)	and	a	more	diffuse	staining	of	euchromatin	 (EC).	The	
arrows	 indicate	 the	 nucleolus-associated	 heterochromatin	 around	 the	 nucleolus	
(NU).	 Arrowheads	 indicate	 areas	 where	 the	 perinuclear	 space	 between	 the	 two	
membranes	of	the	nuclear	envelope	is	clearly	seen.	Just	inside	the	nuclear	envelope	
is	 a	 thin	 electron-dense	 region	 containing	 the	 nuclear	 lamina	 and	 more	
heterochromatin.	Figure	from	[23].	
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telomeric,	pericentromeric	and	centromeric	regions	leads	to	abnormal	processes	such	
as	 cancer,	 chromosomal	 rearrangements…	 In	 addition,	 it	 is	 worth	 saying	 that	
constitutive	heterochromatin	is	as	well	found	at	specific	loci	along	different	genomes.		

	

On	 the	 other	 hand,	 facultative	 heterochromatin	 refers	 to	 regions	with	 genes	
that	 need	 to	 be	 silent	 in	 a	 developmental,	 cell-specific	 manner.	 H3K27me3	 and	
H2AK119ub	 are	 repressive	 histone	 marks	 of	 facultative	 heterochromatin.	 Polycomb	
proteins	 play	 an	 important	 role	 in	 linage	 choices	 during	 differentiation	 and	
development	 through	 chromatin	 modification.	 PRC2	 contains	 the	 H3K27	
methyltransferase	 (EZH2)	 and	 PRC1	 the	 E3	 ubiquitin	 ligases	 (RING1B)	 that	mediates	
H2AK116	 ubiquitinilization	 and	 also	 Polycomb	 that	 mediates,	 through	 its	
chromodomain,	the	binding	to	H3K27me3.	It	is	worth	saying	that	Polycomb	complexes	
have	been	also	found	 in	constitutive	H3K9me3-containing	pericentromeric	chromatin	
although,	under	specific	processes	[24].	

In	 contrast	 to	 heterochromatin,	 euchromatin	 is	 associated	 with	 activation	
having	 high	 GC	 content,	 low	 levels	 of	 DNA	 methylation	 and	 containing	 gene-rich	
regions	highly	transcribed.	

	

With	 the	 appearance	 of	 massive	 parallel	 sequencing	 another	 layer	 of	
information	 has	 been	 added	 and	 the	 classical	 heterochromatin/euchromatin	
classification	has	been	reassessed.	Filion	et	al.	identified	five	major	types	of	chromatin	
in	Drosophila	melanogaster	cell	Kc167	[25].	They	used	ChIP-Seq	data	from	53	selected	
chromatin	 components	 including	 a	 variety	 of	 histone-modifying	 enzymes,	 specific	
histone	 PTMs	 binding	 proteins,	 general	 members	 of	 the	 transcriptional	 machinery,	
nucleosomes	remodelers,	insulators,	heterochromatin	proteins,	structural	components	
of	 chromatin	 and	 a	 selections	 of	 DNA	 binding	 factors.	 After	 applying	 a	 Principal	
Component	Analysis	(PCA),	the	first	three	principal	components	were	fitted	onto	a	5-
state	Hidden	Markov	Model	(HMM).	The	identified	states	were	named	in	five	different	
colours	(GREEN,	BLUE,	BLACK,	RED	and	YELLOW)	(Figure	5).		

GREEN	 chromatin	 corresponds	 to	 the	 well-known	 heterochromatin	 having	 a	
high	content	of	heterochromatin	protein	1	(HP1),	a	H3K9	methyltransferase	(Su(Var)3-
9).	As	expected,	a	high	enrichment	of	its	representative	core	histone	PTM,	H3K9me2,	is	
found.	 BLUE	 chromatin	 represents	 Polycomb	 repressed	 chromatin	 as	 shown	 by	 an	
extensive	 binding	 of	 Polycomb	 related	 proteins	 (PC,	 E(Z),	 PCL	 and	 SCE)	 and	 a	 high	
content	of	H3K27me3.		

BLACK	chromatin	is	the	most	abundant	chromatin	covering	a	48%	of	the	probed	
genome	 and	 under	 developmental	 control.	 Interestingly,	 consists	 of	 a	 previously	
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unknown	 combination	 of	 chromatin-binding	 proteins	 contributing	 to	 a	 strongly	
repressive	 environment.	 The	 lack	 of	 Polycomb	 proteins,	 HP1	 and	 Su(Var)3-9,	 active	
histone	PTMs	 (H3K4me3	and	H3K79me2)	and	an	extremely	 low	transcription	 lead	 to	
the	assumption	that	it	is	a	different	type	of	heterochromatin	previously	unknown.		

On	the	other	hand,	transcriptionally	active	euchromatin	was	subdivided	in	RED	
and	 YELLOW.	 In	 contrast	 to	 the	 other	 identified	 types,	 RED	 and	 YELLOW	 chromatin	
have	 high	 levels	 of	 H3K4me3	 and	 H3K79me3	 and	 low	 levels	 of	 H3K9me2	 and	
H3K27me3,	 as	 expected	 for	 actively	 transcribed	 chromatin	 (Figure	 5).	However,	 RED	
and	 YELLOW	 chromatin	 differ	 in	 their	 molecular	 organization;	 regulate	 a	 different	
subset	of	genes	and	 in	their	H3K36me3	content.	Why	active	genes	 in	RED	chromatin	
lack	H3K36me3	remains	to	be	elucidated.	

	

	

	
	

In	 the	 chromatin	 classification	 done	 by	 Filion	 et	 al.	 only	 ChIP-Seq	 data	 of	
chromatin	 components	 was	 analysed.	 In	 other	 words,	 histone	 PTMs,	 nucleosome	

A	 B	

Figure	5.	Five	chromatin	types	identified	by	Filion	et	al.	in	Drosophila	melanogaster.	
Distinct	 combinations	 of	 chromatin	 components	 (A)	 and	 core	 histones	 PTMs	
(H3K9me2,	 H3K27me3,	 H3K4me2,	 and	 H3K79me3)	 and	 Histone	 H3	 (B)	 in	 each	
identified	chromatin	type	(GREEN,	BLUE,	BLACK,	RED	and	YELLOW).	Figure	adapted	
from	[25].	
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accessibility	 and	 other	 datasets	 with	 chromatin	 information	 were	 not	 included	 to	
perform	 the	 classification.	 Histone	 PTMs	 were	 rather	 used	 to	 perform	 enrichment	
analysis	in	the	already	identified	chromatin	types.	

Another	 interesting	 study	 is	 the	 one	 performed	 by	 Ernst	 and	 Kellis,	 which	
applied	a	similar	HMM	method	using	38	different	histone	PTMs	in	human	CD4	T-cells,	
as	well	as	histone	variant	H2A.Z,	RNA	polymerase	2	(RNAPII)	and	CTCF	[26].	They	were	
able	 to	 identify	 up	 to	 51	 different	 chromatin	 states	 representing	 promoter,	
transcription-associated,	active	intergenic,	large-scale	repressed	and	repeat-associated	
regions	 in	 one	 cell	 line.	 The	 number	 of	 identified	 states	 (51)	 shows	 the	 enormous	
complexity	 of	 chromatin	 factors	 and	 core	 histone	 PTMs	 combinations	 found	 in	 only	
one	human	epigenome.	

Additionally,	 Ernst	 et	 al.	 identified	 chromatin	 states	 in	 nine	 human	 cell	 lines	
[27].	They	identified	15	chromatin	states	present	in	all	cells	lines	studied,	see	Figure	6	
for	a	summary	of	each	identified	chromatin	state	and	its	associated	genomic	region.	

	

	

	
	

They	were	 able	 to	 characterize	 cell-line	 specific	 patterns	 of	 chromatin	 states	
suggesting	differences	in	regulatory	elements	(enhancers)	and	functional	interactions.	
Analysing	differences	in	those	chromatin	states	between	cell	lines	new	enhancers	and	
gene	specific	expression	patterns	could	be	discovered.	As	expected,	 some	chromatin	
states	are	at	same	genomic	location	within	all	cell-lines	studied.	Genes	expressed	in	all	

B	A	

Figure	 6.	 Chromatin	 states	 identified	 by	 Ernst	 et	 al.	 in	 nine	 human	 cell	 lines	
(GM12878,	H1-hESC,	K562,	HepG2,	HUVEC,	HMEC,	HSMM,	NHEK	and	NHLF).	Table	
showing	(A)	the	frequency	of	each	chromatin	mark	(core	histones	PTMs	and	CTFC)	
and	(B)	its	candidate	annotation.	Figure	adapted	from	[27].	
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cell	 lines	 (housekeeping	 genes,	 for	 example)	will	 all	 have	 active	 chromatin	 states.	 In	
contrast,	 well-known	 heterochromatic	 regions	 such	 as	 centromeres,	 telomeres,	 and	
repetitive	sequences…	will	be	represented	by	heterochromatic,	repressed	states	in	all	
cell	lines.		

Since	 then,	 several	 groups	 and	 softwares	 (such	 us	 chromHMM	 and	 Segway)	
have	 been	 developed,	 bringing	 some	 light	 in	 the	 complexity	 of	 understanding	
chromatin	types/states	at	a	chromosomal	level	[28,	29].	

	

1.4.	Chromatin	spatial	organization	
Another	 level	 in	 the	 complexity	 of	 chromatin	 organization	 is	 its	 spatial	

organization	 in	 the	 nucleus.	 Heterochromatin	 is	 preferentially	 found	 at	 the	 nuclear	
periphery	and	surrounding	nucleoli	(Figure	4),	indicating	that	specific	chromatin	states	
might	 be	 specifically	 organized	 in	 the	 nucleus.	 In	 addition,	 DNA	 fluorescence	 in	 situ	
hybridization	(FISH)	showed	that	specific	genomic	loci	are	preferentially	located	within	
the	nucleus.	

The	study	of	 this	specific	nuclear	organization	of	heterochromatin	 lead	to	 the	
identification	 of	 two	 chromatin	 domains	 related	 to	 its	 nuclear	 spatial	 organization:	
lamin-associated	domains	(LADs)	and	nucleolus-associated	domains	(NADs)	(Figure	7).		

	

	

	

	

A B NADs 
LADs 
NORs 
Centromeres 

Figure	 7.	 Lamin-associated	 domains	 (LADs)	 and	 nucleolus	 associated	 domains	
(NADs).	(A)	Spatial	nuclear	organization.	ONM,	outer	nuclear	membrane;	INM,	inner	
nuclear	membrane;	NPC,	nuclear	 pore	complex.	 (B)	 Chromosome	 location.	Figures	
from	[30,	264].	
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1.4.1.	Lamina-associated	domains	

Nuclear	lamina	(NL)	is	a	dense	fibrillar	network	of	proteins	composed	of	lamins	
and	 nuclear	 lamin-associated	 membrane	 proteins.	 Lamin	 proteins	 are	 implicated	 in	
many	 nuclear	 processes	 such	 as	 transcription,	 DNA	 replication	 and	 repair,	 and	 cell	
cycle	control.	Guelen	et	al.	identified	chromatin	domains	that	are	in	direct	contact	with	
lamin	B1,	named	 lamina-associated	domains	(LADs)	 in	human	IMR90	fibroblasts	 [31].	
They	 used	 they	 DamID	 technology	 in	 which	 lamin	 B1	 protein	 was	 tagged	 to	 the	
bacterial	DNA	adenine	methyltransferase	 (Dam),	 leading	to	a	methylation	of	adenine	
in	chromatin	domains	close	to	lamin	B1. Those	methylated	adenines	are	then	mapped	
to	the	reference	genome	and	consequently,	DNA-laminB1	contact	sites	are	identified.	

LADs	 cover	 near	 40%	 of	 the	 genome	 and	 as	 expected,	 they	 show	
heterochromatic	 features	such	as	gene-poor	regions,	 low	transcription,	high	 levels	of	
H3K9me2	 and	 H3K9me3,	 and	 replicate	 late	 during	 S-phase.	 They	 are	 large	 domains	
(0.1-10	Mb)	and	the	insulator	protein	CTCF	and	CpG	islands	demarcate	their	borders.	
Interestingly,	 facultative	heterochromatic	marks	such	as	H3K27me3	are	also	found	 in	
LADs’	 borders.	 LADs	are	highly	 abundant	domains;	mouse	and	human	 cells	 have,	on	
average,	1000-1500	LADs.		

As	seen	for	many	chromatin	features,	many	LADs	are	highly	conserved	between	
different	species	but	some	seem	to	be	cell-type	specific.	Thus,	two	types	of	LADs	have	
been	assessed:	constitutive	LADs	(cLADs)	and	facultative	LADs	(fLADs).	 fLADs	account	
for	 those	LADs	changing	 its	genomic	distribution	 in	different	cell	 types.	On	the	other	
hand,	 cLADs	are	 cell-type	 invariant,	A/T	 rich	 regions,	 rich	 in	 LINEs	 (long	 interspersed	
nuclear	 elements)	 and	poor	 in	 SINEs	 (short	 interspersed	nuclear	 elements)	 and	 they	
are	the	LADs	having	the	lowest	gene	content	[32,	33].		

In	 fact,	 long-range	 hypomethylation	 (more	 than	 100bp)	 and	 focal	 DNA	
hypermethylation	at	CpG	islands	coincide	with	LADs	in	colorectal	cancer	[34].	Although	
the	 association	 is	 not	 yet	 well	 understood,	 it	 shows	 the	 importance	 of	 LADs	 in	
maintaining	chromatin	organization	and	regulating	crucial	cellular	processes.	

	

1.4.2.	Nucleolus-associated	domains	

Nucleolus	is	the	largest	structure	in	the	nucleus	of	all	eukaryote	cells	and	where	
ribosomal	DNA	 (rDNA)	 transcription,	 ribosomal	RNA	 (rRNA)	and	 ribosome	biogenesis	
occurs.	 rDNA	 is	 transcribed	by	RNA	polymerase	 I	and	encoded	 in	nucleolus	organizer	
regions	(NORs)	located	on	the	short	arms	of	the	acrocentric	chromosomes	(13,	14,	15,	
21	and	22,	in	humans).	These	regions	are	composed	of	tandem	copies	of	the	45S	single	
transcription	 unit	which	will	 give	 rise	 to	 18S,	 5.8S	 and	 28S	 rRNA,	 flanked	 by	 a	 non-
transcribed	 spacer.	 The	 repetitiveness	 of	 NORs	 allows	 the	 transcription	 of	 multiple	
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copies	 of	 rDNA	 at	 the	 same	 time	 but	 they	 need	 to	 be	 tightly	 regulated	 to	 avoid	
aberrant	recombination	events	or	DNA	damage.		

Highly	 transcribed	 NORs	 are	 looped	 inside	 nucleoli	 in	 contrast	 to	 repressed	
NORs,	 which	 stay	 at	 the	 nucleolar	 periphery	 silenced	 in	 heterochromatic	 regions.	
Therefore,	 as	 seen	 in	 Figure	 4,	 a	 heterochromatin	 dense	 layer	 is	 found	 surrounding	
nucleoli.	 In	2010,	 two	different	studies	 in	HeLa	cervix	carcinoma	cells	and	 in	HT1080	
fibrosarcoma	 cells	 used	 high-throughput	 DNA	 sequencing	 and	 identified	 those	
heterochromatic	 nucleolus-associated	 domains	 (NADs)	 [34,	 30].	 Importantly,	 they	
obtained	similar	results.	

NADs	occupy	4%	of	 the	human	genome	(Figure	7B)	and	contain,	as	expected,	
rDNA	 but	 they	 are	 also	 enriched	 in	 specific	 gene	 families	 and	 repetitive	 DNA	
sequences,	such	as	centromeric	and	pericentromeric	satellites,	poorly	expressed	genes	
and	a	high	amount	of	AT-rich	sequences.	Not	surprisingly,	NADs	are	also	enriched	 in	
repressive	 core	 histone	 PTMs	 H3K9me3,	 H4K20me3	 and	 H3K27me3.	 It	 is	 worth	
mentioning	 that	 perinucleolar	 regions	 are	 not	 exclusively	 transcriptionally	 silent,	 as	
highly	expressed	classes	of	5S	 rRNA	and	transfer	RNA	(tRNA)	are	also	 found	 in	NADs	
[35].		

 

LADs	and	NADs	share	many	heterochromatic	characteristics	such	as	poor	gene-
content,	low	transcription,	presence	of	repetitive	DNA	sequences,	enriched	in	AT-rich	
sequence	 and	 the	 same	 core	 histone	 PTMs	 (mainly	 H3K9me3	 and	 H3K27me3)	 and	
both	 contain	 the	 vast	majority	of	heterochromatic,	 centromeric	 and	pericentromeric	
regions	 (Figure	 7B).	 It	 is	 worth	 saying	 that	 constitutive	 LADs,	 those	 having	 a	 more	
extreme	heterochromatic	state,	are	more	similar	to	NADs	than	facultative	LADs.		

Studies	identifying	NADs	[36,	37]	showed	an	overlap	with	LADs	(Figure	7B)	and	
using	a	single-cell	approach,	Kind	et	al.	showed	that	a	considerable	proportion	of	LADs	
could	be	found	at	NADs	after	mitosis	[38,	33].	Thus,	DNA	can	be	stochastically	found	
either	 in	LADs	or	 in	NADs,	showing	the	potential	 role	of	 those	domains	 in	organizing	
silent	 chromatin,	 although	 it	 is	 not	 known	 if	 a	 domain-specific	 silencing	mechanism	
exist.		

	

Importantly,	 specific	 DNA	 sequences	 preferentially	 contact	 each	 other,	 thus,	
another	 level	 in	 global	 domain	 organization	 has	 been	 assessed.	 Since	 decades,	
experimental	 approaches,	 such	 as	 Giemsa	 staining	 of	 interphase	 nucleus,	
autoradiographs	 of	 a	 diploid	 Chinese	 Cell	 hamster	 and	 immunocytochemical	
identification	 of	 microirradiated	 DNA	 and	 more	 recently,	 in	 situ	 hybridization	
experiments	 evidenced	 a	 territorial	 organization	 of	 interphase	 chromosomes	 [39].	
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Consequently,	within	chromosome	territories,	contacts	happen	more	frequently	than	
expected	by	chance	and	the	appearance	chromatin	conformation	capture	techniques	
allowed	the	identification	of	those	contact	genome-wide.	

	

	

	

Dixon	 et	 al.	 firstly	 identified,	 using	 Hi-C,	 topologically	 associated	 domains	
(TADs)	in	mouse	and	human	ESC	and	human	IMR90	fibroblasts	[38]	(Figure	8A).	TADs	
define	 regions	 that	 contact	 each	 other	 (inter-	 or	 intra-chromosomal)	with	 the	 same	
chromatin	environment,	well	 flanked	by	 insulator	proteins.	Within	active	TADs	active	
tissue-specific	 regions	 are	 found	while	 constitutively	 expressed	 genes	 (housekeeping	
genes)	 are	 more	 frequently	 found	 in	 between	 TADs,	 in	 boundaries	 [25].	 TADs	
boundaries	 are	 well	 defined	 by	 CTFC	 binding	 and	 it	 is	 observed	 an	 enrichment	 in	

A	

B	

Figure	 8.	 Topologically	 associated	 domains	 (TADs).	 (A)	 Normalized	 interacting	
counts	 and	 identified	 TADs	 (B)	 TADs	 boundaries	 characteristics.	 Figure	 adapted	
from	[32,	38].	
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repetitive	 sequences	 (SINEs)	 and	 several	 active	 core	 histone	 PTMs	 (H3K4me3,	
H3K36me3)	 and	 depletion	 of	 repressive	 ones	 (H3K9me3),	 they	 also	 have	 a	 high	
content	of	 transcription	 start	 sites	 (TSS)	and	accumulation	of	new	mRNA	 transcripts,	
assessed	by	global	 run-on	 sequencing	 (GRO-Seq)	 (Figure	8B).	As	expected,	 repressed	
TADs	are	found	in	the	nuclear	periphery,	seen	by	a	high	overlap	with	LADs.	

	

Enhancers	and	their	regulated	promoters	are	more	frequently	found	within	the	
same	TAD	and	a	regulation	of	TADs’	boundaries	allow	the	formation	of	new	enhancer-
promoter	 interactions.	Thus,	 it	 is	not	surprising	that	some	TADs	are	cell	 type	specific	
and	regulated	during	cellular	processes,	such	as	differentiation	or	stress	(reviewed	 in	
[40]),	while	 the	 vast	majority	 are	 invariant	 and	 constitutively	 found	 in	 all	 cell	 types.	
Interestingly,	 constitutive	 TADs	 are	 also	 highly	 conserved	 across	 species,	 as	 seen	
between	human	and	mouse	[38].		

	

In	summary,	3D	chromatin	organization	revealed	several	domains	(LADs,	NADs	
and	TADs)	that	are	conserved	among	species,	cell	types	suggesting	the	importance	of	
chromatin	organization	in	regulating	specific	cellular	processes	such	as	differentiation,	
stress…	The	aberrant	genetic	program	seen	in	cancer	cells	might	be	a	consequence	of	a	
disorganization	 of	 these	 chromatin	 domains	 that	 need	 to	 be	 tightly	 regulated,	
stablished	and	maintained.	

	

1.5.	Chromatin	and	splicing	
As	seen,	chromatin	is	involved	in	regulating	important	cellular	processes	such	a	

differentiation,	 response	 to	 stress,	 DNA	 damage	 and	 repair…	 Another	 important	
process	where	chromatin	has	been	implicated,	and	not	yet	mentioned,	is	splicing.		

It	has	been	found	that	exonic	DNA	presents	a	distinct	chromatin	landscape	than	
intronic	DNA.	Genome-wide	nucleosome	positioning	assessed	by	MNase-Seq	showed	
nucleosomes	are	not	randomly	distributed	along	genes.	 Instead,	exons	have	a	higher	
nucleosome	occupancy	than	introns,	although	only	when	the	GC	content	is	higher	than	
its	 flaking	 introns,	 intron-exon	 junctions	 also	 have	 high	 nucleosome	 occupancy	 and,	
intriguingly,	the	average	size	of	a	mammalian	exons	is	similar	to	the	146	bp	wrapped	
around	the	nucleosome	[41].	Therefore,	this	specific	nucleosome	positioning	may	have	
a	 protective	 role	 in	 exon	 definition	 and	 splicing	 regulation.	 In	 addition,	 several	 core	
histones	 PTMs	 such	 as	 H3K36me3,	 H3K4me3,	 and	 H3K27me2…	 are	 specifically	
enriched	 in	 exons	 and	 some	 like	 H3K9me3	 depleted	 [41,	 42].	 Both,	 specific	 core	
histone	 PTMs	 and	 high	 nucleosome	 occupancy	 at	 exons	 do	 not	 correlate	 with	 the	
transcriptional	status	of	that	gene	suggesting	a	possible	splicing	regulatory	role.	
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As	splicing	occurs	co-transcriptionally,	RNAPII	elongation	rate	has	been	shown	
to	 have	 an	 impact	 on	 splicing.	 Fast	 RNAPII	 elongation	 rate	 leads	 to	 a	 reduction	 of	
splicing	 efficiency	 and	 a	 low	 exon	 inclusion	 in	 alternative	 splicing	 events.	 Treatment	
with	 histone	 deacetylase	 (HDAC)	 inhibitors,	 which	 confers	 to	 chromatin	 a	 less	
compacted	structure,	changed	alternative	splicing	events	[44].		

Therefore,	 chromatin	 is	 also	 implicated	 in	 alternative	 splicing,	 which	 plays	
critical	 roles	 in	 differentiation,	 development	 and	 disease.	 Single	 genes	 can	 code	 for	
multiple	 proteins	 or	 isoforms	 in	 a	 well-regulated	 process.	 Specific	 tissues,	 cellular	
types…	 have	 different	 splicing	 events	 depending	 on	 cellular	 needs	 and	 this	 is	
influenced	by	the	chromatin	landscape	of	that	particular	alternatively	spliced	regions.	
Two	non-exclusive	models	have	been	proposed	 (Figure	9).	One	kinetic	model,	which	
states	 that	 chromatin	 structure	 directly	 influences	 RNAPII	 elongation	 rate,	 the	 final	
responsible	 of	 alternative	 splicing	 outcome.	 Instead,	 chromatin-adaptor	 recruitment	
model	states	that	proteins,	which	read	specifically	located	core	histone	PTMs,	are	the	
responsible	for	the	different	splicing	events	in	a	more	fine-tuned	process	(Table	3).	

	

	
Histone	modification	 Interacting	protein	 Link	to	splicing	
H3K4me3	 Chd1	 Chd1	associates	with	SRp20	(SRSF3)	and	U2	snRNP	(via	

SF3	subunits)	and	increases	efficiency	of	pre-mRNA	
splicing	

H3K4me3	 Sgf29	 Sgf29	interacts	with	SF3B5	(SF3b10)	and	SF3B3	
(SF3b130)	subunits	of	U2	snRNP	

H3K9me3	 PTB,	hnRNP	A1,	
hnRNP	A/B,	hnRNP	
A2/B1,	hnRNP	K,	
hnRNP	L	

PTB	and	most	of	the	hnRNP	proteins	are	direct	regulators	
of	alternative	splicing	but	it	is	not	known	whether	the	
association	of	hnRNP	proteins	with	H3K9me3	affects	
splicing	

H3K9me	 HP1	(HP1a)	 HP1	binds	to	Drosophila	hnRNP	proteins	(PEP,	DDP1,	
HRB87F)	

H3K36me3	 MRG15	 MRG15	recruits	PTB;	tethering	of	PTB	to	chromatin	
changes	alternative	splicing	

H3K79me	 TP53BP1	 TP53BP1	immunoprecipitates	U1	and	U2	snRNA	(but	also	
other	small	RNAs)	

histone	H3	(not	
phosphorylated	at	S10)	

SRp20	(SRFS3),	
SF2/ASF	(SRSF1)	

Both	SR	proteins	participate	in	constitutive	and	alternative	
splicing,	but	the	role	of	interaction	with	histone	H3	in	
splicing	is	not	known	

DNA	methylation	 MeCP2	 MeCP2	regulates	alternative	splicing	

	

Several	 investigations	 have	 shown	 evidences	 supporting	 both	 models.	 For	
instance,	Luco	et	al.	showed	a	strong	correlation	between	several	core	histone	PTMs	
and	 the	 splicing	 factor	 polypyrimidine	 tract	 binding	 protein	 (PTB)	 [46].	 Alternatively,	
spliced	exons	PTB-dependent	were	enriched	in	H3K36me3	and	depleted	in	H3K4me3.	
The	adaptor	protein	MRG15	specifically	binds	H3K36me3	and	recruits	PTB	to	nascent	

Table	3. Interaction	of	chromatin	and	splicing	machinery.	Table	from	[43].	
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mRNA,	provoking	exon	skipping.	The	explained	molecular	mechanism	does	not	change	
RNAPII	elongation	rate	thus,	supporting	a	chromatin-adaptor	recruiting	model.	

However,	H3K36me3	positioning	also	 supports	 the	 kinetic	model.	 It	 has	been	
shown	 that	 H3K36me3	 recruits	 HDAC1,	 a	 histone	 deacetylase,	 leading	 to	 a	 more	
repressive	chromatin	state	and	thus,	slowing	RNAPII	elongation	rate	[76].	Interestingly,	
the	 main	 core	 histone	 PTM	 marking	 heterochromatin,	 H3K9me3,	 is	 also	 shown	
involved	 in	 controlling	 alternative	 splicing	 [48].	 H3K9me3	 reduces	 RNAPII	 elongation	
rate	by	recruiting	heterochromatin	protein	Cbx3	(HP1γ).	In	fact,	HP1γ	is	also	critical	in	
constitutive	splicing	of	transcripts,	whose	genes	are	marked	with	H3K9me3	[49].	

	

	

	

	

As	explained,	 it	 is	clear	 that	chromatin	 influences	splicing	outcomes	however,	
some	evidences	have	 shown	 that	 splicing	 components	 are	 also	 regulating	 chromatin	
structure	by	establishing	or	maintaining	epigenetics	marks	such	as	H3K36me3	[50,	51].	
Genome-wide	 analyses	 have	 shown	 that	 splicing	 enhances	H3K36	methyltransferase	
HYPB/Setd2	 recruitment	 to	 the	 elongating	 RNAPII	 and	 to	 H3K36me3-associated	
proteins	[50].	In	addition,	inhibition	of	expression	of	the	splicing	factor	SAP130	leads	to	
a	reduction	of	H3K36me3	levels	and	less	recruitment	of	HYPB/Setd2.	

	

B A 
Kinetic	model Chromatin-adaptor	recruiting	model 

Figure	9.	Two	non-exclusive	models	for	chromatin	role	in	alternative	splicing.	(A)	
A	kinetic	model	where	RNAPII	 elongation	rate	 is	 crucial	 for	 splicing	 decisions	 and	
some	chromatin	landscapes	such	as	nucleosome	occupancy	directly	influence	in	this	
process.	 (B)	 A	 chromatin-adaptor	 recruiting	 model	 where	 chromatin	 binding-
proteins	are	essential	for	splicing	decisions.	Figure	taken	from	[45].	
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1.6.	Heterochromatin	and	repetitive	elements	
The	 last	 human	 genome	 estimation	 showed	 that	 60-70%	 of	 the	 genome	 is	

repetitive	and	only	a	1,5%	is	protein-encoding.	Repetitive	elements	are	from	different	
types	(Table	4),	being	the	simplest	microsatellites,	dinucleotides.	Instead,	transposons	
are	the	more	complex	class,	remnants	of	integrated	RNA	and	DNA	viruses,	which	have	
the	ability	to	copy	and	paste	themselves	in	a	different	location;	in	addition,	to	encode	
for	non-functional	viral	proteins	or	 intermediates.	Some	of	 them	also	have	a	specific	
chromosome	location	such	as	tandem	repeats	in	centromeres	or	telomeres	but,	all	of	
them,	coincide	with	heterochromatic	regions	(Figure	10,	11A)	[52].		

	

	

Tandem	
repeats	

Satellite	DNA	

Centromeric	and	pericentromeric		
			(200	bp)	
Minisatellites	
			(20-35	bp,	with	a	conserved	core	sequence	of	10-15	bp)	
Microsatellites	
			(2-5	bp)	

	
Telomeres	
			(6	bp)	

	 		 	 	 	

Transposons	

Class	I	
	Retrotransposons	

Non-LTR	
retrotransposons			
			(RNA	intermediate)	

Long	Interspersed	Nuclear	Elements		
			(LINEs)	
Short	Interspersed	Nuclear	Elements		
			(SINEs)	
			As	an	example:	Alu	
Composite	SINEs	
			As	an	example:	SINE-VNTR-Alu	(SVA),	
human	specific,	fusion	SINE-R	and	Alu	
separated	by	variable	number	of	tandem	
repeats	(VNTR)	

	 	

LTR-retrotransposons	
			(contain	envelope	
proteins)	

Endogenous	Retroviruses	(ERVs)		
Ty1	copia	
Ty3	gypsy	
…	

	
Class	II		
			DNA	transposons	
	

	

	

	

	

	

	

	

Table	 4.	 Classification	 of	 human	 repetitive	 elements.	 	 In	 humans,	 LTR-
retrotransposons	are	called	human	ERVs	(HERVs).	Adapted	from	[58,	61].		
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1.6.1.	Tandem	repeats	

Tandem	 repeats	 have	 a	 structural	 role	 in	 centromeres	 and	 telomeres	 and	 a	

proper	 control	 of	 those	 elements	 is	 crucial	 to	 avoid	 interchromosomal	

rearrangements.	In	addition,	tandem	repeats	are	highly	repetitive,	meaning	that	many	

copies	are	found	one	next	to	the	other.	In	contrast,	transposable	elements	account	for	

the	vast	majority	of	 intrachromosomal	rearrangements	and	are	 less	frequently	found	

adjacent	[53,	54].	

	

In	 most	 metazoans,	 telomeres	 are	 constituted	 by	 a	 short	 DNA	 repeat	 (5’-

TTAGGG-3’),	which	 is	highly	conserved	and	chromatin	at	 those	 regions	 is	enriched	 in	

H3K9me3.	Telomeres	are	bound	by	highly	conserved	protein	complexes,	which	protect	

chromosomal	 ends	 from	 being	 recognized	 by	 dsDNA	 breaks	 repair	machineries.	 The	

high	conservation	across	evolution	of	the	DNA	motif	and	bound-proteins,	suggests	that	

chromatin	might	play	a	mild	role	in	this	context	[52].		

	

In	 contrast	 to	 telomeres,	 centromeres	 also	 contain	 repetitive	 elements,	

although	 less	 conserved.	 In	 humans,	 repetitive	 alpha	 satellite	 DNA	 defines	 the	

centromeres	 regions	 and	 they	 appear	 to	 be	 neither	 necessary	 nor	 sufficient	 for	

centromere	 function.	 Although	 surprisingly,	 centromeric	 satellites	 have	 a	 monomer	

length	of	170	or	340	bp,	pointing	to	the	wrap	of	one	or	two	nucleosomes,	respectively	

[57].	 Besides,	 a	 specific	 centromeric	 H3	 variants	 (CENP-A)	 has	 been	 identified	 with	

important	structural	and	 functional	centromeric	 roles,	 showing	 that	centromeres	are	

epigenetically	 regulated.	 In	 addition,	 CENP-A	 containing-nucleosomes	 are	 found	

interspersed	with	 canonical	 nucleosomes	with	 active	 PTMs	 in	 contrast	 to	 chromatin	

Figure	 10.	 Human	 repetitive	 elements	 chromosome	 distribution,	 which	 greatly	
coincides	 with	 heterochromatin.	 CT,	 Centromere;	 PCT,	 pericentromere.	 Figure	
adapted	from	[52].	
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surrounding	 centromeres	 (pericentromere),	 which	 contains	 high	 levels	 of	 repressive	

core	histone	PTMs	and	DNA	methylation	(Figure	11B)	[55,	56].	

Pericentromeric	 heterochromatic	 regions,	 contains	 also	 a	 high	 number	 of	

repetitive	elements,	such	satellites	I,	II	and	III	in	human	(Figure	11A).	Those	repetitive	

sequences	 are	 the	 less	 poorly	 conserved,	 even	 between	 chromosomes	 of	 the	 same	

species.	This	suggests	an	epigenetic	regulation	that	do	not	rely	in	protein	machineries	

specifically	 recognizing	 a	 sequence	 motif.	 Interestingly,	 maybe	 because	 of	 technical	

issues	 when	 working	 with	 so	 compacted	 DNA,	 the	 importance	 of	 pericentromeric	

regions	is	unclear	in	metazoans	and	their	presence	may	not	confer	any	advantage	[52].	

Nevertheless,	 pericentromeric	 heterochromatin	 needs	 to	 be	 established	 and	

maintained,	as	a	dysregulation	 leads	 to	genomic	 instability,	 seen	 in	various	diseases,	

such	as	cancer.	

	

	

	
	

Interestingly,	 97-98%	 of	 the	 human	 genome	 is	 transcriptionally	 active	 and	

produces	stable	RNA.	The	majority	of	those	RNAs	are	non-coding	RNA	(ncRNA),	which	

have	been	shown	 to	have	a	 function	 in	heterochromatin	and	centromere	 formation,	

among	 other	 process	 such	 as	 gene	 expression	 regulation.	 Centromeric	 and	

pericentromeric	regions	have	been	found	transcriptionally	active	in	several	organisms,	

including	human	[58].	It	was	recently	assessed	that	those	transcripts	play	a	critical	role	

A 

B 

Figure	11.	Centromeres	and	pericentromere	regions	(A)	Satellite	distribution.	(B)	
Chromatin	 features	 such	 as	 core	 histone	 PTMs,	 histone	 variants	 and	 DNA	
methylation.	Figure	adapted	from	[52,	56].	
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in	the	establishment	and	function	of	those	regions.	 Indeed,	defective	transcription	of	

those	 repetitive	 sequences	 leads	 to	 aberrant	 chromosome	 segregation	 during	 cell	

divisions	in	yeast,	HeLa	cells	and	human	artificial	chromosomes	[58].	

Maida	et	al.	described	a	non-telomeric	function	for	human	telomerase	reverse	

transcriptase	(hTERT)	at	mitosis.	hTERT	forms	a	complex	together	with	Brahma-related	

gene	1	(BRG1)	and	nucleostemin	(NS)	(TBN	complex),	which	produces	double-stranded	

RNAs	 homologous	 to	 centromeric	 alpha	 satellites	 and	 transposons	 that,	 when	

processed	 with	 the	 interference	 RNA	 (iRNA)	 machinery,	 are	 targeted	 to	 those	 sites	

(Figure12A).	 Binding	 of	 the	 TBN	 complex	 promotes	 heterochromatin	 assembly	 at	

particular	 sites	 and	 allows	 a	 proper	mitotic	 progression,	 by	 exerting	 its	 functions	 in	

centromeres.	In	fact,	a	rather	similar	mechanism	is	also	found	in	yeast	[59].	

	

	

	

In	 addition	 to	 heterochromatin	 formation,	 the	 active	 transcription	 found	 at	

centromeres	 has	 also	 been	 related	 to	 the	 CENP-A	 loading.	 In	 fact,	 in	 humans,	 a	

centromeric	 1.3kb	 lncRNA	 has	 been	 found	 to	 directly	 interact	 with	 CENP-A	 and	 its	

HP1 

HMTs 

TERRAs 

A 

B 

ncRNA 

siRNA 

Figure	 12.	 Repetitive	 element	 transcription	 and	 heterochromatin	 formation.	 (A)	
(Peri)centromeric	 repetitive	 regions	 and	 transposons	 are	 being	 transcribed,	 by	 a	
non-telomeric	function	of	human	telomerase	reverse	transcriptase	(hTERT)	to	non-
coding	 RNA,	 prompting	 H3K9	 methylation	 in	 a	 AGO1-dependent	 manner.	 BRG1:	
Brahma-related	gene	1;	NS:	nucleostemin.	(B)	Telomere	heterochromatin	formation	
through	 telomeric	 repeat-containing	 RNA	 (TERRAs)	 transcription.	 HMTs:	 histone	
methyltransferases;	siRNA:	small	interfering	RNA.	Figure	adapted	from	[58].	
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chaperone	 and	 is	 required	 for	 its	 targeting	 to	 centromere	 [60].	 Other	 transcripts	
encoded	in	centromeric	regions	have	been	found	to	mediate	mitotic	Aurora	B	activity	
and	the	localization	of	kinetochore	proteins,	such	as	CENP-C	[58].		

	

At	telomeres,	repetitive	elements	transcription	is	also	observed	in	vivo	and	has	
also	 a	 link	 in	 heterochromatin	 formation	 at	 those	 regions,	 similar	 to	 the	 ncRNA	
originated	 at	 centromere.	 Specifically,	 lncRNAs	 named	 telomeric	 repeat-containing	
RNA	 (TERRA),	 transcribed	 by	 RNA	 polymerase	 II,	 are	 an	 integral	 component	 of	
telomeric	heterochromatin.	TERRAs	are	mainly	composed	of	 subtelomeric	 sequences	
and	C-rich	telomeric	repeats	and	their	length	can	vary	from	100bp	up	to	9kb.	They	are	
conserved	across	evolution,	found	from	yeast	to	human.		Their	expression	is	cell-cycle	
dependent,	showing	at	G1-phase	the	highest	level	and	at	late	S/G2	the	lowest.	TERRAs	
act	as	a	scaffold	in	recruiting	HP1	and	other	chromatin	remodelling	factors,	leading	to	
high	levels	of	H3K9me3	and	heterochromatin	formation	(Figure12B).	TERRAs	provoke	
its	 own	 repression,	 preventing	 heterochromatin	 hyperformation	 and	 telomere	
expansion	[58].	

	

1.6.2.	Transposable	elements	

Transposable	 elements	 (TEs)	 are	 ubiquitous	 in	 eukaryotic	 genomes	 and	differ	
from	tandem	DNA,	having	a	more	dispersed	genomic	distribution	and	their	copies	are	
less	 frequently	 found	 adjacent.	 Instead,	 all	 repetitive	 elements	 share	 a	 common	
heterochromatic	silencing	(Figure	10).		

Transposable	 elements	 have	 the	 ability	 to	 replicate	 and	 change	 its	 genomic	
position,	 independently	 of	 the	 host	 chromosomes	 replication	 but	 relying	 in	 host	
machinery.	Some	of	 this	TEs	are	able	 to	produce	viral	proteins	or	viral	 intermediates	
but	 none	 produce	 fully	 viable	 virions.	 Besides,	 TEs	 can	 lead	 to	 deleterious	 effect	 if	
integrated	 in	 a	 host	 protein-coding	 genes.	 Moreover,	 their	 integration	 leads	 to	
chromatin	 changes	 in	 cis	 and	 trans	 that	 can	 induce	 or	 repress	 gene	 transcription	 of	
neighbouring	genes	(Figure	13A).	Indeed,	it	is	known	that	an	uncontrolled	transcription	
of	TEs	can	lead	to	high	rate	of	mutations	and	chromosomal	rearrangements	provoking	
disruptive	and	deleterious	effects.	

There	are	two	major	classes	of	TEs:	retrotransposons	which	generally	function	
via	 reverse	 transcriptase	 (RT)	 and	 DNA	 transposons	 which	 encode	 for	 protein	
transposase	 (TPase).	 TEs	 harbour	 regulatory	 sequences	 such	 as	 RNAPII	 and	 III	
promoters	 and	 polyadenylation	 signals	 (PASs)	 and	 those	 regulatory	 elements	 and	
protein-coding	regions	differ	between	TEs	classes	(Figure	13B).		

	



INTRODUCTION	
Chromatin	

56	
 

	

	

	
	

Multiple	 mechanisms	 keep	 those	 repetitive	 elements	 silent,	 being	 H3K9me3	
the	 first	 line	 of	 defence,	 in	 both	 somatic	 and	 germline.	 TEs	 families	with	 potentially	
high	 transcription	 rates,	 contain	 a	 higher	 H3K9me3	 content	 and	 increased	 DNA	
methylation.	 In	 addition,	 others	 contain	 H3K27me3;	 although,	 usually	 found	 with	
H3K9me3.	 In	 fact,	 depletion	 of	 H3K9me3	 methyltransferase	 (SETDB1)	 in	 mammals,	
allows	the	transcriptions	of	repetitive	elements	in	germline	and	triggers	transposition	
[54].	 DNA	 methylation	 is	 extensively	 modulated	 during	 gametogenesis	 and	
embryogenesis	 and	 most	 TEs	 become	 hypomethylated.	 Walter	 et	 al.	 showed	 that	
H3K9me3	and,	most	importantly	H3K27me3	chromatin	can	ensure	the	control	of	TEs	in	
periods	of	intense	changes	of	DNA	methylation	levels	[63].	

TEs	 expression	 needs	 to	 be	 tightly	 regulated	 at	 chromatin	 level	 to	 avoid	
transposition	activity,	pathogenic	TE-encoded	RNA	or	proteins	and	nucleic	acid	toxicity	

A 

B 

Figure	 13.	 Transposable	 elements.	 (A)	 Different	 types	 of	 regulatory	 activities	
exerted	 by	 TEs.	 (B)	 Schematic	 of	 major	 TEs	 classes	 and	 their	 typical	 genetic	
organization	Figure	adapted	from	[62].	
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due	to	high	rate	of	transcriptions	which	prompts	an	 innate	 immune	response	(See	3.	
Interferon	response	and	chromatin).	

	

Despite	 huge	 efforts	 in	 silencing	 TEs	 by	 DNA	 methylation	 and/or	
heterochromatin	 establishment	 and	 deleterious	 effect	 observed	 when	 not	 properly	
controlled,	 several	 evidences	are	pointing	 to	a	 regulatory	 role	of	 TEs	 [61].	 There	are	
cases	where	TEs	function	as	a	tissue-specific	promoter	modulation	transcription	of	key	
genes	defining	that	tissue.	In	humans,	erythroid	and	IFN-inducible	enhancers	are	ERV9	
and	 MER41	 TEs,	 respectively	 and	 MER39	 promoter	 is	 controlling	 prolactin	 levels	 in	
endometrium	 [254,	 64,	 65].	 Similar	 promoter	 and	 enhancer	 function	 have	 been	
attributed	to	TEs	 in	other	organisms	and	even	an	 insulator	function	for	mice	B2	SINE	
retrotransposon	has	been	described	(Introduction,	Figure	8)	[62].	 It	 is	thus	nowadays	
hypothesised	a	dynamic	evolution	of	TEs	regulatory	activities.		

Interestingly,	 a	 role	 for	 ERVs	 in	 regulating	 early	 mammalian	 development	 is	
gaining	 strength.	 In	 two-cell	mice	 embryos,	 ERVs	 are	 from	 the	 first	 sequences	 to	 be	
transcribed	 during	 zygotic	 genome	 activation	 [66].	 In	 humans,	 expression	 of	 distinct	
families	of	primate-specific	ERVs	fluctuate	through	development	until	cell	completely	
differentiate	 and	 they	 contain	OCT4	 and	NANOG	binding	 sites	 at	 their	 long	 terminal	
repeat	(LTR)	promoter	[62].		

The	 activity	 of	 primate-specific	 HERV-H	 is	 highly	 correlated	 with	 pluripotent	
ESCs	 and	 depletion	 of	 lncRNA	 derived	 from	 HERV-H	 enhances	 a	 rapid	 cellular	
differentiation	 [67,	 68,	 271].	 Additionally,	 heterochromatin	 is	 very	 distinct	 in	 ESCs	
where	a	high	expression	of	repetitive	elements	is	observed	without	deleterious	effects	
[69].	 ESCs	 chromatin	 is	 widely	more	 accessible	 and	 a	 distinct	morphology	 has	 been	
observed,	 characterized	 by	 fewer	 but	 larger	 heterochromatic	 domains	 [69,	 70].	 In	
pluripotent	ESCs	key	structural	chromatin	components	such	as	HP1,	linker	histone	H1	
and	core	histones	display	a	more	hyperdynamic	binding,	which	is	not	seen	in	lineage-
committed	 but	 undifferentiated	 cells.	 ESCs	 have	 unique	 core	 histone	 PTMs	 patterns	
known	as	divalent	domains,	extensive	genome	regions	containing	together	H3K27me3	
and	 H3K4me3.	 This	 distinct	 epigenetic	 landscape	 and	 high	 expression	 of	 repetitive	
elements	 without	 deleterious	 effects	 in	 ESCs	 is	 not	 well	 understood;	 indeed,	
reprogramming	to	pluripotency	leads	to	a	loss	of	transcriptional	control	of	ERVs	[71].	

	

In	 summary,	 repetitive	 elements	 trigger	 a	 challenge	 at	 cellular	 level,	 as	 they	
need	to	be	tightly	controlled	because	an	aberrant	expression	can	be	easily	prompted,	
due	 to	 its	 repetitive	 nature.	 Thus,	 repetitive	 elements	 are	 frequently	 found	 at	
heterochromatin,	where	the	heaviest	packaged	and	repressed	DNA	is	located.	Indeed,	
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a	proper	epigenetic	control	of	repetitive	elements	 is	crucial	to	avoid	severe	diseases,	
such	 as	 cancer	 or	 immunodeficiencies	 where	 high	 mutations	 and	 chromosome	
rearrangements	rates	are	seen,	maybe	due	to	its	uncontrolled	expression.		

However,	 active	 transcription	 of	 repetitive	 elements	 has	 been	 observed	 in	
normal	 conditions,	 which	 trigger	 heterochromatin	 establishment	 and	 maintenance,	
forming	a	 functional	and	regulated	 loop	mechanism.	For	 instance,	 its	expression	and	
presence	 also	 have	 structural	 roles	 in	 specific	 genomic	 regions	 like	 centromeres	 or	
telomeres.	 Besides,	 transposable	 elements	 have	 specific-regulatory	 roles,	 define	
pluripotent	 ESC	 state	 and	 are	 regulated	 through	 development	 and	 differentiation.	
Therefore,	 a	 proper	 epigenetic	 control	 of	 repetitive	 elements,	 mainly	 through	
heterochromatin	 and	 DNA	 methylation	 is	 crucial	 to	 avoid	 centromere/telomere	
disorganization	and	uncontrolled	activity	of	transposable	elements	both	indispensable	
for	a	right	cell	functioning.	

	

	 	

	

	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	

	



INTRODUCTION	
Linker	histone	H1	

59	
 

	
2.	LINKER	HISTONE	H1	

	
As	 mentioned,	 linker	 histone	 H1	 binds	 to	 the	 entry/exit	 site	 of	 DNA	 on	 the	

surface	 of	 nucleosome	 allowing	 the	 folding	 and	 stabilization	 of	 nucleosomes,	
conferring	 to	 chromatin	 a	 more	 compacted	 state.	 Unlike	 core	 histones,	 studying	
histone	 H1	 has	 been	 challenging	 mainly	 due	 to	 the	 lack	 of	 specific	 antibodies	
recognizing	each	family	member.	However,	in	the	last	years,	the	classical	view	of	linker	
histone	 H1	 as	 a	 merely	 structural	 component	 of	 chromatin	 has	 changed	 and	 linker	
histone	H1	has	emerged	as	an	 important	 regulator	of	 specific	processes,	as	happens	
with	core	histones.		

	

2.1.	Linker	histone	H1	family	and	structure	
Unlike	core	histones,	which	are	highly	conserved	in	evolution,	linker	histone	H1	

is	 more	 divergent	 between	 species	 and,	 due	 to	 gene	 duplication	 events,	 several	
variants	or	subtypes	exists,	eleven	in	humans	or	mice	(Table	5).			

	

	
Somatic	variants	 Germ-line	variants	

Name	 Gene	 Expression	 	 Name	 Gene	 Expression	

Replication-dependent	
	 	

H1oo	(H1oo)	 H1FOO	 Oocytes	
H1.1	(H1a)	 HIST1H1A	 Tissue-specific	 	 H1t	(H1t)	 HIST1H1T	

Testis	H1.2	(H1c)	 HIST1H1C	

Ubiquitous	

	 H1T2	(H1t2)	 H1FNT	

H1.3	(H1d)	 HIST1H1D	 	 HIL12	(TISP64)	 HILS1	

H1.4	(H1e)	 HIST1H1E	 	
	 	 	H1.5	(H1b)	 HIST1H1B	 	
	 	 	Replication-independent	 	 	
	 	 	H1.0	(H1(0))	 H1F0	 Differentiated	cells	 	

	 	H1X	(H1X)	 H1FX	
	 	 	 	 		

In	humans,	somatic	H1	variants	are	H1.1	to	H1.5,	H1.0	and	H1X,	being	H1.0	and	
H1X	 expressed	 in	 a	 replication-independent	manner.	 Replication-dependent	 variants	
(H1.1	 to	 H1.5)	 have	 paired	 expression	 with	 DNA	 replication	 and	 core	 histone	
expression,	thus	at	S-phase	of	the	cell	cycle.	Interestingly,	H1.1	is	restricted	to	certain	
tissues	 and	 H1.0	 accumulates	 in	 terminally	 differentiated	 cells	 while	 the	 rest	 are	
ubiquitously	 expressed.	Germ-line	 specific	 variants	 are	H1t,	H1T2	and	HILS1	 in	 testis	
and	H1oo	in	oocytes	(Table	5)	[79-81].		

	

Table	 5.	 Linker	 histone	 H1	 variants	 in	 human,	 gene	 and	 expression.	 Mouse	 H1	
variants	names	are	shown	in	brackets	
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In	addition	 to	being	expressed	 in	a	 replication-independent	manner,	H1X	and	

H1.0	 differ	 from	 the	 other	 variants	 in	 its	 gene	 location	 and	 mRNA.	 H1.1	 to	 H1.5-

encoding	 genes	 are	 clustered	 in	 chromosome	 6	 (6p21-p22),	 named	 cluster	 HIST1,	
together	with	core	histone	genes.	Their	mRNAs	tails	are	not	polyadenylated	but	they	

are	 still	 rapidly	 translated	due	 to	 a	 3’	 stem-loop	 sequence.	 Instead,	 single	 intronless	

genes	located	in	chromosome	3	and	22	encode	H1X	and	H1.0,	respectively.	In	contrast	

to	somatic	replication-dependent	H1	variants,	their	mRNAs	are	polyadenylated.	

It	is	well	established	that	H1	variants	expression	pattern	differs	in	cell-types	and	

under	specific	processes	such	as	differentiation	and	development.	In	diseases	such	as	

cancer,	 an	 abnormal	 expression	 of	 H1	 variants	 is	 observed	 thus,	 a	 proper	 H1	

stoichiometry	is	crucial.	Interestingly,	although	H1	levels	are	tightly	controlled,	cells	try	

to	 compensate	 the	 lack	 of	 one	 or	 several	 variants	 by	 up-regulating	 others	 (mainly	

H1.0),	indicating	that	H1	variants	also	have	redundant	functions.	All	this	indicates	that	

the	HIST1	gene	cluster	is	tightly	regulated	but	how	H1	genes	are	specifically	expressed	
and	regulated	is	not	yet	well	understood.		

	

All	 linker	histone	H1	variants	have	a	shared	common	structure	composed	of	a	

well-conserved	 central	 globular	 domain,	 a	 long	 C-terminal	 tail	 of	 approximately	 100	

aminoacids	and	a	short	N-terminal	tail.		

	

	

	

	

The	 globular	 domain	 consists	 of	 a	 3-helix	 “winged	 helix”	 fold	with	 a	 classical	

helix-turn-helix	motif;	it	is	responsible	of	DNA	binding	and	highly	conserved.	The	exact	

A	 B	

Figure	14.	Nucleosome	core	particle	bound	to	linker	histone	H1	(A)	Cryo-electron	
microscopy	images	of	nucleosomes	unbound	or	bound	with	linker	histone	H1.0	(B)	
Structure	of	linker	histone	H1	bound	to	nucleosome.	Figure	adapted	from	[48,	50].	
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location	 of	 the	 binding	 site	 is	 unknown	 however,	 it	 is	 generally	 accepted	 that	 it	
contacts	at	least	2	strands	of	DNA	near	the	nucleosome	dyad,	stabilizing	DNA	wrapping	
and	giving	a	more	compact	structure	(Figure	14)	[50].  

Both	C-	 and	N-terminal	 tails	 are	enriched	 in	basic	 aminoacids	 (mainly	 lysines)	
conferring	 to	 H1	 a	 high	 density	 of	 positively	 charged	 residues,	 which	 allows	 the	
stabilization	of	the	negatively	charged	DNA.	Both	domains	are	intrinsically	disordered,	
meaning	 they	 lack	 a	 fixed	 or	 ordered	 structure	 until	 they	 are	 bound	 and	 then,	
stabilized	[51].		

It	 is	 in	 the	 C-terminal	 domain	 where	 a	 high	 variability	 in	 sequence	 between	
variants	 (Figure	 15)	 and	 species	 is	 seen	 [51,	 52].	 It	 is	 then,	 not	 surprising	 that	 it	
modulates	 H1	 affinity	 to	 chromatin	 and	 confers	 to	 H1	 variants	 different	 chromatin	
affinities	(See	2.4.3.	Chromatin	binding	affinity	of	histone	H1	variants).	The	C-terminal	
domain	protrudes	without	an	ordered	structure	until	 it	binds	DNA	or	other	proteins,	
which	maintains	and	stabilizes	the	DNA	interaction	much	more	than	the	N-terminal	tail	
(Figure	14)	[53-56]	and	it	might	be	responsible	for	the	specificities	of	H1	variants.		

	

	

	
	

2.2.	Linker	histone	H1	function	
Classically,	linker	histone	H1	has	been	seen	as	a	mere	structural	component	of	

chromatin	 by	 stabilizing	 nucleosomes	 and	 condensing	 higher-order	 structures.	 Early	
work	 comes	 from	 in	 vitro	 systems	 comparing	 H1-containing	 and	 H1-delpeted	

Figure	 15.	 Aminoacid	 sequence	 alignment	 of	 human	 linker	 histone	 H1	 variants.	
The	 conserved	 globular	 domain	 is	 shown	 in	 black	 shadow.	 Alignment	 was	
performed	using	M-coffee	software	with	default	parameters	[49].	
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chromatin,	 knowing	 that	 the	 dissociation	 of	 H1	 from	 chromatin	 at	 a	 lower	 ionic	

strength	 is	 lower	 than	 that	 of	 core	 histones.	 Loss	 of	 H1	 leads	 to	 chromatin	

decondensation	prompting	a	more	“beads	on	a	string”	chromatin	structure	[72]	and	it	

also	 influences	 nucleosome	 repeat	 length	 (NRL)	 [73].	 In	 agreement,	 recent	 studies	

combining	super-resolution	nanoscopy	with	computer	simulations	allowed	visualizing	

and	counting	of	nucleosomes	along	chromatin	 in	a	 single	nucleus	 [70].	They	 showed	

that	nucleosomes	are	assembled	in	heterogeneous	groups	of	varying	sizes	(‘clutches’)	

and	as	expected,	transcriptionally	active	chromatin	associated	with	RNAPII	is	found	in	

small	 ‘clutches’.	 Largest	 ‘clutches’	 are	 enriched	 in	 linker	 histone	 H1	 and	

heterochromatin.	 As	 expected,	 knowing	 that	 H1	 is	 a	 condenser	 and	 stabilizer	 of	

chromatin,	H1	was	also	found	to	be	a	repressor	of	transcription	[74,	75],	an	inhibitor	of	

nucleosome	sliding	[76]	and	a	modulator	of	the	remodelling	chromatin	factor	SWI/SNF	

[77-79].	Further	experiments	showed	that	transcriptionally	active	chromatin	is	typically	

depleted	 in	 H1	 and	 the	 presence	 of	 H1	 in	 promoter	 regions	 impairs	 genic	

transcriptional	activity	[80-86].			
However,	 it	 is	 known	 that	 histone	 H1	 is	 highly	 dynamic	 and	 mobile,	 as	

fluorescence	 recovery	 after	 photobleaching	 (FRAP)	 studies	 with	 H1	 fused	 to	 green	

fluorescent	protein	(GFP)	revealed	residency	times	of	3-4min,	while	core	histones	stay	

hours	[87,	88].	And,	some	positive	roles	in	transcription	have	also	been	observed	[89],	

as	 depleting	 H1	 leads	 to	 an	 up-	 but	 also	 to	 a	 down-regulation	 of	 genes	 in	 several	

organisms	having	a	single	H1	variant	like	Tetrahymena	thermophila	and	yeast	[90,	91]	
but	also	in	humans,	which	have	eleven	H1	variants	[92].		

In	 addition	 to	 have	 a	 direct	 role	 in	 compacting	 chromatin	 structure	 by	

modulating	 nucleosome	 particle	 structure,	 linker	 histone	H1	 influences	 transcription	

and	 chromatin	 structure	 by	 competing	 or	 directly	 interacting	 with	 other	 chromatin	

regulators	 or	 transcription	 factors	 (Figure	 16).	 High-mobility	 group	 (HMG)	 proteins	

were	 shown	 to	 compete	 with	 H1	 for	 chromatin	 binding	 sites	 changing	 chromatin	

condensation	and	access	of	 regulatory	 factors	 [93].	 Pioneer	 transcription	 factors	 like	

FoxA,	 crucial	 in	 cell	 differentiation,	 change	 the	 epigenetic	 landscape	 by	 displacing	

linker	histone	H1	 from	enhancers	 [94].	 Similar	 competition	mechanisms	with	H1	 are	

described	for	other	transcription	factors	and	enzymes	like	poly	ADP-ribose	polymerase	

1	 (PARP1)	 or	methyl-CpG-binding	 protein	 (MeCP2)	 [2,	 95]	 and	 even	with	 other	 core	

histone	variants	like	H3.3	[96].	
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In	 contrast,	other	proteins	directly	 interact	with	 linker	histone	H1	 to	 regulate	
target	 gene	 transcription	 or	 chromatin	 compaction.	 That	 is	 the	 case	 of	 the	 tumour	
suppressor	enzyme,	phosphatase	and	tensin	homolog	(PTEN),	which	displace	H1	from	
target	 genes	 activating	 transcription	 [97].	 The	 opposite	 happens	 with	 template	
activating	 factor-I	 (TAF-I,	 also	 known	 as	 SET),	 which	 represses	 interferon-stimulated	
genes	(ISGs),	by	recruiting	H1	to	their	promoters	[98].		

In	 Drosophila	 melanogaster,	 H1	 physically	 interacts	 and	 recruits	 the	 H3K9	
methyltransferase	Su(var)3-9	and	the	SNF2-like	ATPase	(SUUR)	 leading	 in	this	case	to	
chromatin	condensation	 in	 larva	polythene	chromosomes	[99,	100].	 In	this	organism,	
histone	 H1	 also	 serves	 as	 a	 reservoir	 for	 STAT	 (signal	 transducer	 and	 activator	
transcription)	 by	 directly	 interacting	 with	 it.	 As	 a	 result,	 a	 new	 regulatory	 role	 for	
Drosophila	histone	H1	in	the	JAK-STAT	signalling	has	been	proposed	[101].		

	

Other	interactions	have	been	found	to	be	H1	variant-specific	such	as	H1.5	with	
the	 myogenesis	 transcription	 repressor	 MSX1	 or	 mice	 H1	 variants	 with	 DNA	
methyltransferases	 DNMT1	 and	 DNMT3B	 or	 even	 more	 complex,	 different	 variant-
specific	PTMs	like	H1.4K26me	with	HP1	or	H1.2	not	phosphorylated	at	T146	with	p53,	
among	other	(See	2.4.	Specificities	of	histone	H1	variants).	

Another	 important	 proposed	 role	 for	 H1	 in	 chromatin	 is	 modulation	 of	 the	
three-dimensional	 genome	 architecture.	 Geeven	 et	 al.	 performed	 high-throughput	
chromatin	 conformation	 capture	 (Hi-C)	 analysis	 in	 H1	 triple-knockout	 (H1c,	 H1d	 and	
H1e;	H1.2,	H1.3	and	H1.4	in	human,	respectively)	mouse	ESCs	[102].	They	found	that	
depletion	 of	 H1	 changes	 the	 epigenetic	 signature	 genome-wide	 but	mainly	 at	 gene-

Figure	 16:	 Alternative	 mechanisms	 used	 by	 linker	 histone	 H1	 to	 modulate	 the	
activity	of	chromatin.	Figure	from	[2].		
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dense	 topological-associated	 domains	 (TADs).	 New	 DNase	 hypersensitive	 sites	 are	

established	 and	 increased	 levels	 of	 H3K4me1	 and	 H3K4me3	 (a	 mark	 of	 potential	

enhancers	and	active	promoters,	 respectively)	are	observed	upon	 loss	of	histone	H1.	

Interestingly,	 no	 changes	 were	 found	 in	 the	 “repressive”	 core	 histone	 PTMs	

specifically,	 H3K9me3	 and	 H3K27me3.	 In	 addition,	 gene-dense	 TADs	 lose	 DNA	

methylation	 at	 enhancer	 regions	 and	 only	 few	 methylation	 gains	 are	 observed	

genome-wide.	 Instead,	 CpG-rich	 promoter	 maintain	 their	 methylation	 status	 in	 H1	

TKO.	

Surprisingly,	they	showed	that	reduced	amounts	of	H1	does	not	have	a	major	

effect	in	overall	genome	organization.	However,	the	frequency	of	long-range	inter-TAD	

interaction	 increase,	 specifically	 in	 those	 TADs	 more	 extensively	 epigenetically	

modified	upon	H1	depletion.	

	

Although	the	vast	proportion	of	linker	histone	H1	is	located	inside	the	nucleus,	

certain	 H1	 variants	 have	 been	 recently	 identified	 in	 the	 cytoplasm	 and	 on	 cell	

membranes,	pointing	to	extranuclear	and	extracellular	functions	[103,	104]	(Figure	17).		

Interestingly,	H1.2	variant	has	been	associated	with	 the	process	of	apoptosis.	

Upon	 DNA	 double-stranded	 breaks	 (DSBs),	 in	 a	 p53-dependent	 manner,	 H1.2	 is	

released	 to	 the	 cytoplasm	 prompting	 the	 secretion	 of	 cytochrome	 c	 from	

mitochondria,	which	eventually	triggers	apoptosis	[105].	This	study	suggests	a	new	role	

for	linker	histone	H1.2	in	apoptotic	signalling	from	the	nucleus	to	the	cytoplasm.	

Other	 reports	 showed	 a	 linker	 histone	 H1	 role	 in	 innate	 immune	 response.	

Granules	 of	 macrophages,	 named	 murine	 microbicidal	 protein	 (MUMP)	 have	 been	

shown	to	contain	linker	histone	H1	[106]	and	acts	as	a	pattern	recognition	receptor	in	

non-specific	cytotoxic	cells	of	catfish	[107]	(Figure	17).	

Macrophages	in	the	liver,	named	Kupffer	cells	express	linker	histone	on	the	cell	

membrane,	which	binds	to	thyroglobulin	mediating	its	clearance	[108].	Epithelial	cells	

of	intestinal	villus	also	express	linker	histone	in	the	tip,	interacting	with	Escherichia	coli	
and	specifically	with	a	type	of	virus,	Norovirus	[109-111].			

Strikingly,	 linker	 histone	 H1	 is	 also	 released	 extracellularly.	 Upon	 infection,	

neutrophils	 establish	 the	 so-called	 neutrophil	 extracellular	 traps	 (NETs),	 networks	 of	

extracellular	fibers,	mainly	composed	of	DNA	and	antimicrobial	agents,	including	linker	

histone	H1,	core	histones	and	elastase.	Indeed,	the	major	component	in	NETs	is	linker	

histone	H1.	The	main	function	of	NETs	is	to	trap	pathogens	and	to	protect	surrounding	

cells	 from	 proteins	 released	 by	 neutrophils.	 Interestingly,	 fragments	 of	 histone	 H1	

interact	 bacterial	 membranes,	 disrupting	 and	 increasing	 its	 permeability,	 achieving	

easily	pathogen	death	[106,	112,	113].	Linker	histone	H1	also	directly	interacts	with	C	
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reaction	 protein	 (CBP)	 extracellularly,	 suggesting	 a	 role	 in	 CBP-dependent	 microbe	
clearance	[114].	

	

	

	
	

What	still	 is	a	matter	of	debate	 in	the	field	 is	the	specificity	of	H1	variants,	as	
knockout	 (KO)	 of	 single	 or	 double	 H1	 variants	 in	 mice	 [115]	 has	 no	 apparent	
phenotype.	Triple	KO	mice	of	H1	variants	 (H1c,	H1d	and	H1e;	human	H1.2,	H1.3	and	
H1.4,	 respectively)	 are	 embryonically	 lethal,	 suggesting	 that	 the	 total	 H1	 content	 is	
crucial	 and	 H1	 variants	 may	 have	 redundant	 roles.	 Despite	 this	 observation,	 new	
evidences	 have	 pointed	 to	 a	 specific	 function	 and	 distribution	 of	 linker	 histone	 H1	
variants	(See	2.4.	Specificities	of	histone	H1	variants).	

	

2.3.	Histone	H1	post-translational	modifications	
As	 mentioned,	 histone	 H1	 is	 also	 post-translational	 modified	 (Table	 6).	 As	

happens	with	core	histones	PTMs,	H1	PTMs	are	thought	to	regulate	chromatin	states	
by	modulating	its	structure	and	interacting	proteins.		

	

	

Figure	 17.	 Extranuclear	 and	 extracellular	 functions	 of	 linker	 histone	 H1.	 Upon	
DSBs,	H1.2	 is	 secreted	 to	 the	cytoplasm	 triggering	 apoptosis.	Macrophages	contain	
linker	 histones	 granules	 that	 show	 antimicrobial	 activity.	 Extracellular	 H1	 forms	
neutrophil	extracellular	traps	or	binds	with	c-reaction	protein	to	kill	pathogens.	On	
the	cell	membrane	of	Kupffer	cells,	binds	to	tyroglobulins,	internalizing	and	clearing	
them.	Figure	adapted	from	[104].	
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H1	variant	 Phosphorylation	 Acetylation	 Methylation	 Ubiquitination	 Formylation	
H1.2	 S2,	T4,	T31,	S36,	

T146,	T154,	T165,	
S173	

S2a,	K17,	
K34,	K46,	
K52,	K63,	
K64,	K85,	
K90,	K97,	
K169,	K192	

K34,	K52,	
K64,	K97,	
K106,	K119,	
K168,	K187	

K46,	K64,	K75,	
K85,	K90,	K97,	
K106	

K17,	K34,	K46,	K63,	
K64,	K75,	K85,	K90,	
K97,	K160	

	 	 	 	 	 	
H1.3	 T4,	T18,	S37,	T147,	

T155,	T180,	S189	
S2a,	K17,	
K34,	K46,	
K52,	K63,	
K64,	K85,	
K90,	K97,	
K169	

K52,	K64,	
K97,	K106,	
K169	

K47,	K65,	K76,	
K86,	K91,	K98,	
K107	

K34,	K46,	K63,	K64,	
K75,	K85,	K90,	K97,	
K141,	K160	

	 	 	 	 	 	
H1.4	 S2,	T4,	T18,	S27,	

S36,	S41,	T142,	
T146,	T154,	S172,	
S187	

S2a,	K17,	
K26,	K34,	
K46,	K52,	
K63,	K64,	
K85,	K90,	
K97,	K169	

K26,	K52,	
K64,	K97,	
K106,	K119,	
K148,	K169	

K17,	K21,	K34,	
K46,	K64,	K75,	
K85,	K90,	K97,	
K106	

K17,	K34,	K46,	K63,	
K64,	K75,	K85,	K90,	
K97,	K110,	K140,	
K160	

	 	 	 	 	 	
H1.5	 S2,	T4,	T11,	S18,	

T39,	S44,	S107,	
T138,	T155,	S173,	
T187,	S189	

S2a,	K17,	
K49,	K88,	
K93,	K109,	
K168,	K209	

K27,	K168,	
K169	

	 K67,	K85,	K88	

	

By	 far,	 H1	 phosphorylation	 is	 the	 most	 well	 characterized	 H1	 PTM,	 firstly	
described	 in	 1972	 [129].	Histone	H1	 tails,	 especially	 the	 C-terminal,	 contains	 several	
(S/T)-P-X-(K/R)	 motifs,	 which	 are	 recognized	 by	 cyclin-dependent	 kinases	 (CDK)	 and	
then,	 phosphorylated	 at	 serine	 and	 threonine	 residues	 [130,	 131].	 Phosphorylation	
levels	are	lowest	during	G1	phase	of	the	cell	cycle,	increase	during	S	phase	and	reach	a	
maximum	at	late	G2	and	mitosis,	which	sharply	decrease	in	telophase.	

In	mitosis,	CDK1/CycB	is	the	main	responsible	of	H1	phosphorylation,	although	
other	 kinases	 have	 been	 found	 implicated.	 For	 instance,	 H1.2S27,	 H1.4S35	 and	
H1.5T10	are	phosphorylated	by	Aurora	B	kinase,	protein	kinase	A	(PKA)	and	glycogen	
synthase	 kinase-3,	 respectively.	 H1	 phosphorylation	 during	 G2/M	 phases	 of	 the	 cell	
cycle	 promotes	 mitotic	 chromosome	 condensation	 [132-134].	 In	 contrast,	 H1	
phosphorylation	 during	 S-phase	 favours	 chromatin	 decondensation	 needed	 for	 the	
progression	 of	 the	 replication	 fork	 [135].	 H1	 phosphorylation	 has	 seen	 increased	 in	
bladder	cancer,	not	surprising	in	cells	that	lack	a	proper	proliferation	control	[136].			

As	 mentioned,	 H1	 phosphorylation	 favours	 DNA	 decondensation	 and	
consequently,	several	publications	confirmed	the	link	with	active	transcription.	Vincent	

Table	 6.	 List	 of	 post-translational	 modifications	 on	 the	 most	 common	 histone	 H1	
variants,	 as	 identified	 by	 mass	 spectrometry.	 Phosphorylation	 sites	 in	 bold	 are	
consensus	CDK	sites	((S/T)-P-X-(K/R),	where	X	is	any	aminoacid).	
a	Denotes	N-α-acetylation	of	the	N-terminal	residue	after	methionine	removal.	
Table	adapted	from	[128].	
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et	 al.	 showed	 that	 the	 induction	 of	 the	 mouse	 mammary	 tumour	 virus	 (MMTV)	
promoter	 after	 progesterone	 treatment	 needs	 the	 removal	 of	 H1	 [137-139].	 This	 is	
ultimately	controlled	by	the	CDK2/CycA	kinase,	which	phosphorylates	H1	leading	to	its	
removal	and	thus,	facilitating	the	access	of	the	transcription	machinery	to	the	MMTV	
promoter.	 Another	 link	 with	 active	 transcription	 was	 found	 at	 rRNA	 promoters,	
pointing	 to	a	 role	of	H1	also	 in	RNA	polymerase	 I	 (RNAPI)	 transcription.	 Zheng	et	al.	
[140]	 identified	H1.2S173,	H1.3S172	 and	H1.4S187	phosphorylation	 sites	 enriched	 in	
nucleoli	 in	 HeLa	 S3	 cells	 and	 confirmed	 by	 ChIP	 experiments	 that	 H1.4S187p	 is	
associated	with	active	rRNA	promoters	and	is	induced	at	hormone	response	elements.	
In	 addition,	 H1.4S27	 phosphorylation	 inhibits	 the	 binding	 to	methylated	 H1.4K26	 of	
HP1	thus;	inhibiting	heterochromatin	formation	[149].		

Interestingly,	 phosphorylation	 of	 H1.2	 on	 T146	 leads	 to	 dissociation	 of	 H1.2	
from	p53,	activating	p53	target	genes,	inducing	DNA	damage	response	and	eventually,	
apoptosis	 [133].	 It	 is	 worth	 saying,	 that	 this	 study	 provides	 a	 molecular	 function	
beyond	chromatin	regulation	for	 linker	histone	H1	as	H1.2	directly	 interacts	with	p53	
in	the	cytoplasm.  

	

It	seems	contradictory	that	H1	phosphorylation	can	condense	chromatin	during	
G2/M	 phases	 and	 promote	 transcription	 and	 chromatin	 decondensation	 during	 S	
phase.	A	model	to	solve	this	issue	comes	from	Roque	et	al.	who	analysed	H1	secondary	
structure	bound	to	DNA	with	partial	or	full	phosphorylation	of	the	C-terminal	domain	
[142].	They	showed	that	different	phosphorylation	levels	lead	to	different	proportions	
of	 α-helix,	 β-structures	 and	 unstructured	 regions	 and	 that	 partial	 phosphorylation	
impaired	the	capacity	to	compact	chromatin.	Different	site-specific	H1	phosphorylation	
may	 lead	 to	 specific	 structural	 changes	 [142,	 145]	 and	 thus,	 affecting	 chromatin	
condensation	or	decondensation	in	different	unknown	ways.	

	

Another	 important	 PTM	 is	H1	 methylation	 (Table	 6),	 which	 is	 mostly	 found	
within	the	N-terminal	tail.	Within,	K26	methylation	of	H1.4	is	the	most	abundant	and	
interestingly,	 probably	 conserved	 in	 D.	 melanogaster	 (H1K27me2)	 [144],	 which	
suggests	 also	 a	 conserved	 function.	 H1K26	 methylation	 is	 catalysed	 by	 the	
methyltransferase	G9a	but	also	by	 the	Ezh2	 in	 the	PRC2	complex.	 Instead,	 the	 lysine	
demethylase	JMJD2/KDM4	removes	this	modification	[145-147].	Methylated	H1.4K26	
recruits	 HP1	 and	 L3MBTL,	 which	 form	 heterochromatin	 and	 thus,	 gene	 silencing.	
Interestingly,	 HP1	 binding	 to	methylated	 H1.4K26	 is	 inhibited	 if	 the	 adjacent	 serine	
(S27)	 is	 phosphorylated	 [149]	 (Figure	 18).	 In	 D.	 melanogaster,	 H1K27me2	 is	 found	
accumulated	 in	 pericentromeric	 heterochromatin	 in	 metaphase	 [144],	 although	 not	
proven,	it	might	contribute	also	to	heterochromatin	formation	and/or	maintenance. In	
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addition,	 an	 unknown	 protein	 can	 also	 acetylate	 human	 H1.4K26	 and	 upon	
deacetylation	 by	 SIRT1,	 H1.4K26	 can	 be	 methylated	 and	 subsequently,	 facultative	
heterochromatin	 is	 formed	 [150].	 T47D	 cells	 only	 expressing	 a	 H1.4K26A	 mutant	
display	defects	 in	 cell-cycle	progression	and	misregulation	of	 specific	genes,	 showing	
the	crucial	role	of	methylated	H1.4K26	[153].	

	

H1	acetylation	occurs	both	in	tails	and	globular	domains.	Within	the	globular	
domain,	acetylation	is	at	those	residues	directly	involved	in	DNA	binding	[151]	and,	as	
happens	with	core	histone	acetylation,	it	is	thought	to	decompress	chromatin	and	
thus,	activate	transcription.		

In	 agreement,	 at	 the	 N-terminal	 tail,	 the	 acetyltransferase	 GCN5	 acetylates	
H1.4K34	 and	 activates	 transcription	 by	 firstly,	 recruiting	 TAFI,	 a	 subunit	 of	 the	
transcription	factor	TFIID	and	secondly,	by	directly	reducing	H1	chromatin	affinity	[152]	
(Figure	 18).	 And,	 as	 mentioned	 before,	 H1.4K26	 acetylation	 is	 related	 to	 active	
transcription	[150].	

	

	

	
	

Christophorou	 et	 al.	 described	H1	 citrullination	 in	 mice	 ESCs	 [154].	 Arginine	
residues	 are	 converted	 to	 the	 non-coded	 amino	 acid	 citrulline	 by	 peptidylarginine	
deiminases	 (PADIs),	which	 leads	 to	 the	 loss	 of	 a	 positive	 charge.	 PADI4	 is	 expressed	
during	pluripotency	and	reprogramming,	it	binds	regulatory	elements	of	key	stem	cells	
genes	and	activates	their	transcription.	PADI4	citrullinates	H1	at	R54,	evicting	H1	from	
chromatin,	 resulting	 in	 global	 chromatin	 decondensation	 and	 active	 transcription	 of	
pluripotency	cell	genes	(Figure	18).	

	

	

Figure	18.	H1.4	modifications	with	a	known	cellular	function.	Figure	from	[148]	
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H1	ubiquitylation	has	been	found	to	have	a	role	in	the	DNA	damage	response	
[155].	 Upon	 double-strand	 DNA	 breaks,	 their	 adjacent	 chromatin	 regions	 are	
ubiquitylated	 to	 generate	 binding	 sites	 for	 the	 DNA	 repair	 machinery.	 E3	 ubiquitin	
ligase	 RNF8	 ubiquitylates	 linker	 histone	 H1	 that	 recruits	 RNF168	 triggering	 the	
amplification	 of	 K63-linked	 ubiquitin	 chains	 by	 the	 E2	 ubiquitin-conjugating	 enzyme	
UBC13.	 Linker	 histone	 H1	 ubiquitylation	 plays	 an	 important	 role	 in	 initiation	 and	
amplification	of	K63-linked	ubiquitin	chains	upon	DSBs.	

	 	

H1	 ADP-ribosylation	 by	 poly	 ADP-ribose	 polymerase	 1	 (PARP1)	 mediates	 H1	
displacement	 from	 promoters	 leading	 to	 transcription	 activation	 and	 chromatin	
remodelling.	In	fact,	H1	and	PARP-1	exhibit	a	reciprocal	binding	pattern	at	promoters	
and	depletion	of	PARP-1	 leads	 to	an	 increase	 in	H1	binding	 [156,	157].	Furthermore,	
CDK2	 contributes	 to	 H1	 displacement	 from	 progesterone	 responsive	 promoters	 by	
activating	PARP1	[158].	

PARP1	 physically	 associates	with	 the	 transcription	 factor	 GATA3,	 regulator	 of	
mammary	 gland	 development	 and	 a	 marker	 of	 luminal	 breast	 cancer.	 CCND1	 gene	
activation	 by	 GATA3	 is	mainly	 regulated	 by	 PARP1,	 which	 triggers	 linker	 histone	 H1	
displacement	at	its	promoter	[159].	

Additionally,	H3	ADP-ribosylation	done	by	ARTD1	leads	to	the	 inhibition	of	H3	
methylation	 by	 SET7/9	 [160].	 SET7/9	 methylates	 H1.4	 while	 H3	 is	 being	 ADP-
ribosylated,	showing	how	different	affinities	of	H1	and	H3	for	modifying	enzymes	are	
also	crucial	and	play	a	role	in	the	crosstalk	between	different	chromatin	components.	

	

In	 addition,	 linker	 histone	 H1	 is	 carbonylated,	 formylated,	 denitrated,	
crotonylated	 and	 lysine	 2-hydroxyisobutyrylated	 although,	 their	 function	 is	 still	
unknown	[161].	

	

2.4.	Specificities	of	histone	H1	variants	
As	mentioned,	all	linker	histone	H1	variants	have	a	common	structural	function	

in	 chromatin	 and	 they	 can	 play	 redundant	 roles,	 Fan	 et	 al.	 performed	 the	 main	
experiments	 supporting	 this	 idea	 [115].	 Single	or	double	KO	mice	are	 viable	with	no	
apparent	 phenotype;	 instead,	 triple	 KO	mice	 are	 embryonically	 lethal	 indicating	 that	
the	 total	H1	content	and	not	 the	 lack	of	any	particular	H1	variant	 is	crucial	 (See	2.2.	
Linker	 histone	 H1	 function).	 Even	 though,	 new	 evidences	 are	 pointing	 to	 a	 more	
complex	 and	 dynamic	 role	 of	 H1	 variants	 in	 chromatin	 but	 also,	 in	 specific	 cellular	
processes	such	as	DNA	damage	response,	pluripotency,	development	or	cancer.	
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2.4.1.	Sequence	conservation	

Linker	 histone	 H1	 variants	 were	 originated	 due	 to	 gene	 duplication	 events,	
meaning	 they	are	paralog	genes;	H1	variants	genes	 in	other	 species	are	ortholog.	As	
expected	for	paralog	and	ortholog	genes,	H1	variants	between	species	have	a	higher	
degree	of	 identity	 than	between	H1	variants	 in	 the	 same	specie	 [162,	163].	 The	 less	
conserved	 terminal	 domains	 of	 H1	 variants	 show	 significantly	 higher	 similarity	
between	species	than	within	species	in	contrast	to	the	globular	domain,	which	is	much	
conserved	across	species	and	between	variants	(Figure	15)	[162].		These	observations	
suggest	a	positive	selection	of	H1	variants	across	species	through	evolution,	meaning	
that	 H1	 variants	 might	 have	 specific	 and	 differential	 functions	 that	 need	 to	 be	
conserved.	

	

2.4.2.	Expression	patterns	of	histone	H1	variants	

Another	 evidence	 supporting	 H1	 variants	 functional	 specificity	 is	 their	
differential	 expression	 pattern	 in	 different	 cell	 types	 and	 cellular	 processes	 such	 as	
development,	pluripotency,	differentiation	or	cancer.	

	

	

	
	

H1.1	 was	 only	 found	 in	 some	 tissues	 such	 as	 thymus,	 testis,	 spleen	 and	
lymphocytic	and	neuronal	 cells	 [164,	165].	Similarly,	 some	H1	variants	are	expressed	
only	 in	germ	line	cells,	being	H1oo	 restricted	to	oocytes	and	H1t,	H1T2	and	HILS1	 to	
testis.	Germ-line	specific	H1	variants	expression	varies	along	gametogenesis	in	a	highly	
regulated	 process	 (Figure	 19).	 During	 spermatogenesis	 in	 mice,	 somatic	 H1	 were	
detected	 in	 spermatogonia	 (predominantly	 H1a	 and	 H1c)	 whose	 levels	 decrease	 in	
meiotic	 spermatocytes	 until	 complete	 disappearance	 in	 spermatids	 [166,	 167].	

Figure	19.	 The	 expression	patterns	 of	 histone	H1	 variants	 during	 gametogenesis	
(H1a,	H1b,	H1c,	H1d	H1e	and	H10	in	mice;	H1.1,	H1.5,	H1.2,	H1.3,	H1.4	and	H1.0	in	
humans,	respectively).	Figure	from	[175].	
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Expression	 of	 the	 other	 testis-specific	 H1	 variants	 (H1T2	 and	HILS1)	 is	 only	 found	 in	
spermatids	 [168-171].	 Instead,	 in	 oogenesis,	 somatic	 H1	 variants,	 except	 H10,	 are	
gradually	replaced	with	H1oo	variant	[172-174].		

	

Replication-independent	 H1.0	 was	 instead,	 only	 found	 in	 terminally	
differentiated	 cells	 [176,	 177].	 Interestingly,	 Terme	et	 al.	 showed	 that	 KD	of	H1.0	 in	
human	 ESCs	 did	 not	 affect	 proliferation	 but	 impaired	 differentiation	 [178].	 For	
instance,	an	80%	of	H1	transcripts	in	differentiated	cells	are	from	H1.0.	In	agreement,	
pluripotent	 cells	 have	 a	 decreased	 level	 of	H1.0	 but	 also	 an	 increased	 level	 of	H1.1,	
H1.3	 and	 H1.5,	 showing	 that	 other	 histone	 H1	 variants,	 apart	 from	 H1.0,	 are	 also	
differentially	 incorporated	during	differentiation	and	reprogramming	to	pluripotency.	
Interestingly,	a	recent	study	performed	by	Morales	et	al.	showed	that	H1.0	abundance	
determine	which	cells	within	a	tumour	can	sustain	the	long-term	cancer	growth	[179].	
H1.0	 levels	 can	 explain	 intratumour	 heterogeneity	 between	 differentiated	 and	 self-
renewing	 cancer	 stem	 cells.	 Cells	within	 a	 tumour	 containing	 low	 levels	 of	 H1.0	 are	
cancer	stem	cells,	which	have	activation	of	self-renewal	genes.	 In	contrast,	cells	with	
high	 levels	 of	 H1.0	 account	 for	 differentiated	 tumour	 cells	 with	 self-renewal	 genes	
repressed	by	H1.0	in	AT-rich	domains.	They	proposed	H1.0	as	a	cancer	biomarker	with	
a	 prognostic	 value	 and	 a	 potential	 therapeutic	 target.	 Importantly,	 although	 authors	
showed	an	increase	of	H3K27me3	and	CpG	methylation	levels	in	the	promoter	region	
of	 H1.0	 gene,	 the	 precise	 regulation	 of	 H1.0	 expression	 is	 still	 not	 solved.	 Other	
evidences	support	a	dysregulation	of	H1	variant	levels	in	cancer	(Figure	20)	[180].	For	
example,	 breast	 invasive	 carcinoma	 has	 an	 overall	 increase	 in	 H1	 transcription	 in	
contrast	to	colorectal	cancer,	which	has	major	changes	in	individual	H1	mRNA	levels.		

	

Furthermore,	 H1.5	 protein	 levels	 positively	 correlate	 with	 high-grade	
pulmonary	neuroendocrine	and	prostate	tumours,	which	both	showed	a	stronger	and	
more	 homogenous	 immunofluorescence	 staining	 [181,	 182].	 H1.5	 is	 a	 replication-
dependent	 H1	 variant	 whose	 expression	 decreases	 in	 differentiated	 and	 quiescent	
cells;	thus,	 in	cancer	cells	with	high	degree	of	proliferation	is	expected	an	increase	in	
H1	 replication-dependent	 variants.	 Subsequently,	 H1.5	 can	 serve	 as	 a	 cancer	
biomarker. Similarly,	 in	 malignant	 adenocarcinomas	 an	 increase	 of	 H1.3	 and	 a	
decrease	 of	 H1.0,	 H1.1,	 H1.4	 and	 H1X	 levels	 are	 observed	 [183].	 Strikingly,	 H1	
expression	patterns	discriminate	adenocarcinomas	vs.	adenomas	with	high	accuracy.	
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Altogether	 point	 to	 a	 specific	 function	 of	 H1	 variants	 or	maybe	 to	 a	 specific	
combination	of	H1	variants	in	different	tissues	that	when	not	controlled	could	trigger	
the	epigenetic	changes	seen	in	cancer	cells.	Nevertheless,	care	should	be	taken,	as	it	is	
still	not	known	 if	H1	alterations	 in	cancer	are	a	cause	or	a	consequence.	 In	addition,	
there	 is	 also	a	high	variability	between	cancer	 samples	with	 some	 individuals	having	
opposite	H1	expression	patterns.		

	

As	said,	different	combinations	of	H1	variants	exist	depending	on	cellular	type	
or	process.	Although	being	replication-dependent,	H1.2	and	H1.4	 transcription	 is	not	
restricted	 to	 S-phase	 and	 their	 levels	 are	 constant	 as	 cells	 become	 quiescent,	
differentiated	or	both	 [188,	189]	and	only	 these	 two	variants	have	been	 found	 in	all	

Figure	 20.	 Transcriptional	 alternation	 of	 8	 histone	 H1	 variants	 genes	 in	 cancer.	
Heatmap	 representing	 relative	 expression	 levels	 of	 H1	 genes	 in	 the	 indicated	
cancers	(black	samples)	and	corresponding	normal	tissues	(grey	sample).	Each	row	
is	an	individual.	Figure	adapted	from	[180].	
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investigated	cells	[184-187].	It	seems	that	both	subtypes	(H1.2	and	H1.4)	are	crucial	for	
cell	 functioning;	 indeed,	 H1.2	 KD	 in	 breast	 cancer	 cells	 drastically	 reduced	 cell	
proliferation,	 arresting	 cells	 at	G1-phase	 [92].	 In	 contrast,	H1.1,	 H1.3	 and	H1.5	 drop	
sharply	 their	 expression	 when	 cell	 become	 quiescent,	 as	 expected	 for	 replication-
dependent	variants.	

As	a	 replication-independent	H1	variant,	H1X	 levels	 remain	nearly	unchanged	
during	S-phase.	Although,	Happel	et	al.	showed	that	H1X	accumulates	in	the	nucleoli	in	
G1-phase	 [190],	 indicating	 a	 possible	 control	 of	 H1X	 activity	 by	 changing	 nuclear	
subcompartment	 localization.	 In	 addition,	 H1X	 is	 highly	 expressed	 in	 human	
neuroendocrine	cells	and	tumours	[191]	and	has	been	proposed	as	a	biomarker	with	
prognostic	value	in	astrocytic	gliomas	[192].	

Interestingly,	 similarly	 to	 the	 other	 replication-independent	 (H1.0),	 H1X	
expression	levels	significantly	increased	upon	induction	of	differentiation	with	retinoic	
acid	in	the	embryonic	carcinoma	cell	line	NT2	[193].	They	also	showed	incorporation	of	
H1X	 to	 the	 promoter	 region	 of	 NANOG,	 a	 key	 stem	 cell	 transcription	 factor,	 highly	
repressed	in	differentiated	cells.		

	

In	summary,	linker	histone	H1	variant	expression	and	composition	is	dependent	
on	 cellular	 types	 and	 tissues	 and	 is	 highly	 dynamic	 in	 cellular	 processes	 such	 as	
differentiation,	pluripotency	or	development.	H1	variants	appear	to	have	specific	roles;	
thus,	a	tight	regulation	of	H1	variant	expression	is	necessary.	In	agreement,	it	has	also	
been	 described	 that	 complex	 diseases	 such	 as	 cancer,	 have	 an	 altered	 H1	 variant	
expression.		

	

2.4.3.	Chromatin	binding	affinity	of	histone	H1	variants	

Another	 important	 point	 pointing	 to	 an	 H1	 variant	 specialization	 is	 their	
different	binding	affinities	 to	chromatin.	As	mentioned	before,	FRAP	studies	with	H1	
fused	 to	 GFP	 showed	 that	 linker	 histone	 H1	 is	 more	 mobile	 than	 core	 histones,	
although	 less	 than	high	mobility	 group	 (HMG)	proteins	 [93].	 In	addition,	H1	 variants	
present	different	nucleosomal	binding	and	affinity	determined	by	differences	 in	both	
C-	and	N-terminal	tails	[194].	

Further	 FRAP	 experiments	 performed	 by	 Th’ng	 et	 al.	 showed	 that	 H1.1	 and	
H1.2	presented	the	highest	mobility	followed	by	H1.0	and	H1.3	and	the	less	mobile	H1	
variants	 are	 H1.4	 and	 H1.5	 [214].	 Partially	 in	 agreement,	 H1	 variants	 differ	 in	 their	
ability	to	reconstitute	nucleosomal	arrays	in	vitro.	H1.4	and	H1.5	are	the	variants	with	
higher	 ability	 followed	by	 (H1.3,	H1.2	and	H1.0)	 >	H1.1	>	H1X	 [195].	 Further	 in	 vitro	
competitive	 assays	 using	H1	 variants	 and	 two	DNA	 types:	 long	 chromatin	 fragments	
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and	scaffold-associated	regions	(SARs)	showed	that,	although	the	absolute	affinities	of	
H1	 variants	 for	 different	 DNA	 sequences	 vary	 widely,	 the	 relative	 affinities	 are	
conserved.	 Indeed,	 H1.1	 was	 found	 to	 have	 the	 lowest	 affinity,	 H1.2	 and	 H1.5	
intermediate	and	H1.3,	H1.4	and	H1.0	the	highest	[196].		

Interestingly,	mutations	 in	H1	residues,	which	are	post-translational	modified,	
also	altered	FRAP	recovery	kinetics	[197,	198].	And,	as	explained,	somatic	histones	are	
reversibly	 phosphorylated	 in	 interphase	 and	 mitosis,	 some	 in	 a	 subtype-specific	
manner,	 changing	H1	affinity	 for	nucleosomes	 [199,	200].	These	studies	suggest	 that	
H1	variant	affinity	can	be	modified	by	specific	H1	post-translational	modifications	and	
thus,	regulate	H1	functions.	

	

2.4.4.	Histone	H1	variants	interacting	partners	

As	explained	above,	H1	can	be	post-translational	modified	and	these	H1	variant	
specific	 PTMs	 have	 different	 interacting	 proteins	 and	 are	 catalysed	 by	 different	
enzymes	(Figure	18).	For	example,	when	G9a	or	EZH2	enzymes	methylate	H1.4	at	K26,	
HP1	 is	 recruited,	 triggering	 the	 formation	 of	 heterochromatin	 and	 interestingly,	 the	
whole	 process	 is	 inhibited	 if	 H1.4S27	 is	 phosphorylated	 [149].	 Instead,	 acetylated	
H1.4K34	 activates	 transcription	 by	 binding	 to	 the	 transcription	 factor	 subunit	 TAFI	
[198].	Also,	when	DNA-PK	phosphorylates	H1.2	at	T146,	it	leads	to	the	disruption	of	a	
complex	containing	H1.2	and	p53,	triggering	the	activation	of	p53	target	genes,	some	
of	them	inducing	apoptosis	[129].		

	

In	 addition	 to	 specific	 H1	 PTMs	 interacting	 with	 specific	 partners,	 several	
studies	 assessed	 H1	 variant-specific	 partners	 without	 studying	 their	 specific	 PTMs.	
Indeed,	 variant	 H1b	 in	 mice	 (H1.5	 in	 humans)	 has	 been	 found	 to	 interact	 with	 the	
transcription	 repressor	 MSX1	 impairing	 MyoD	 transcription	 and	 myogenesis	 [202].	
H1.5	 also	 interacts	 with	 the	 forkhead	 box	 transcription	 factor	 FoxP3,	 altering	 its	
binding	 to	 target	 genes,	 which	 modulate	 expression	 and	 program	 CD4+CD25+	
regulatory	T	cell	function	[203].		

Recently,	 proteomic	 analysis	 (LC-MS/MS)	 revealed	 that	H1.0	 interacts	 (mainly	
via	its	C-terminal	tail)	with	an	extensive	network	of	nucleolar	proteins	related	to	rRNA	
biogenesis,	pre-mRNA	splicing,	and	ribosomal	proteins	[204,	205].	This	study	prompts	
to	 a	 new	 paradigm	 for	 linker	 histone	 H1.0	 in	 RNA	metabolism;	 however,	 proteomic	
analyses	of	other	H1	variants	are	needed	to	know	if	it	is	a	specific	H1.0	function.	Using	
HeLa	cells	expressing	flag-	and	HA-tagged	H1.2	and	co-purifying	interacting	complexes,	
Kim	et	al.	also	 found	H1.2	 interacting	with	 four	 ribosomal	proteins	 in	addition	to	co-
repressors	proteins	and	additional	factors	such	as	hnRNPK,	nucleolin,	DNA-PK…	[206].		
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Furthermore,	 H1.2	 occupancy	 is	 strongly	 and	 specifically	 stimulated	 when	
H3K27	 is	 methylated	 by	 EZH2	 [207].	 The	 C-terminal	 tail	 of	 H1.2	 is	 critical	 for	 the	
binding	to	H3K27me3	nucleosomes	and	inactivation	of	target	genes.	Besides,	H1.2	was	
also	 found	 to	 stably	 interact	with	 the	E3	ubiquitin	 ligase	cullin	4A	 (CUL4A)	and	PAF1	
elongation	complexes,	which	triggers	target	gene	transcription	via	induction	of	H4K31	
ubiquitylation,	H3K4	trimethylation	and	H3K79	dimethylation	[208].	Interestingly,	both	
studies	from	the	same	group	show	that	H1.2	can	act	as	an	activator	or	a	repressor	of	
transcription,	depending	on	the	interacting	partners.				

Recently,	 another	 report	 showed	 H1.2	 also	 forms	 a	 complex	 with	
retinoblastoma	 tumour	 suppressor	 protein	 (pRb),	 a	 master	 regulator	 of	 cell	
proliferation	 through	 the	 interaction	 and	 regulation	 of	 the	 transcription	 factor	 E2F	
[201].	 pRb-H1.2	 complex	was	enriched	on	 chromatin	of	 E2F	 target	 genes,	 enhancing	
transcriptional	 repression	 and	 cell	 cycle	 arrest.	 When	 pRb	 gets	 phosphorylated	 by	
cyclin/CDKs,	 pRb-H1.2	 complex	 gets	 disrupted	 and	 transcription	 activated.	 In	
agreement,	 Sancho	 et	 al.	 showed	 that	 H1.2	 depletion	 leads	 to	 cell	 cycle	 G1-phase	
arrest	[92].	Further,	as	mentioned	before,	H1.2	is	released	to	the	cytoplasm	in	a	p53-
dependent	 manner	 upon	 DNA	 double-stranded	 breaks,	 triggering	 apoptosis	 by	
prompting	the	release	of	cytochrome	c	from	the	mitochondria	[105].	

Moreover,	 linker	 histone	H1	 subtypes	 in	mice	 differentially	 recruit	 DNMTs	 at	
H19	and	Gtl2	loci,	repressing	its	transcription	by	DNA	methylation.	H1c	and	H1(0)	(H1.2	
and	H1.0	 in	humans,	 respectively)	bound	 to	DNMT1	and	DNMT3B	much	weakly	 that	
the	other	tested	H1	variants	(H1a,	H1b,	H1d	and	H1e)	[210,	211].	This	report	shows	an	
interesting	 cross-talking	 between	 two	 epigenetic	 mechanisms	 to	 regulate	 gene	
expression,	that	seems	specific	for	both	DNMTs	and	H1	variants. 

	

2.4.5.	Gene	expression	regulation	

Another	important	aspect	of	H1	variants	function	is	gene	expression	regulation.	
Classically,	linker	histone	H1	has	been	considered	a	transcriptional	repressor	due	to	its	
structural	 function	 in	 compacting	 chromatin.	 Nevertheless,	 global	 gene	 expression	
analyses	upon	histone	H1	KD	in	several	cell	lines	revealed	that	apart	from	up-regulated	
genes,	 a	 vast	 subset	 of	 genes	 are	 down-regulated	 pointing	 to	 a	 role	 of	 H1	 as	 a	
transcriptional	 activator.	 In	 addition,	 H1	 variant-specific	 regulation	 of	 gene	
transcription	is	observed.		

In	 mice,	 overexpression	 of	 H1c	 and	 H1(0)	 (H1.2	 and	 H1.0	 in	 humans,	
respectively)	 in	 cell	 cycle	 synchronized	 cells	 and	 early	 time	 point	 assays,	 using	
expression	 microarrays,	 showed	 that	 H1c	 and	 H1(0)	 act	 primarily	 as	 specific	 rather	
than	 global	 regulators	 of	 gene	 expression	 [209].	 Many	 of	 the	 genes	 were	 uniquely	
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affected	by	H1c	or	H1(0)	although	some	were	also	affected	by	both	variants	suggesting	
specific	but	also	common	functions	for	H1	variants.	In	addition,	it	was	found	that	H1(0)	
down-regulated	a	major	number	of	genes	than	H1c,	showing	that	H1(0)	 is	a	stronger	
repressor	of	transcription.	

Importantly,	as	explained	before,	KO	of	single	or	double	H1	variants	in	mice	has	
no	apparent	phenotype	 in	contrast	 to	 triple	KO	 (TKO)	mice,	which	are	embryonically	
lethal	 [115].	Mice	ESCs	derived	from	the	TKO	showed	a	50%	reduction	 in	H1	content	
and	 only	 a	 0.56%	 of	 4500	 genes	 tested	 changed	 its	 expression.	 Those	 differentially	
expressed	 genes	 are	 enriched	 in	 imprinted	 and	 sex-chromosomes	 genes,	 which	 are	
normally	 regulated	 by	 promoter	 methylation	 at	 their	 CpG,	 pointing	 to	 a	 cross-talk	
between	H1	 and	DNA	methylation.	 In	 agreement	with	 Yang	 et	 al.	who	 also	 showed	
some,	but	not	all,	H1	variants	interacting	with	DNMT1	and	DNMT3B	in	mice	[210,	211].	
Moreover,	 TKO	mice	 ESC	 showed	 decreased	 levels	 of	 H4K12	 acetylation	 and	 H3K27	
methylation	in	addition	to	a	reduction	in	nucleosomal	repeat	length	(NRL).	

Another	 study	 in	 human	 breast	 cancer	 cells,	 using	 inducible	 shRNA-mediated	
knockdown	 systems	 for	 single	 H1	 somatic	 variants,	 also	 observed	 variant-specific	
regulation	 of	 transcription,	 as	 the	 subset	 of	 differentially	 expressed	 genes	 varies	
between	variants	[92].	Some	genes	differentially	expressed	upon	single	H1	variant	KD	
are	dysregulated	by	several	H1	variants,	pointing	also	to	redundant	roles;	nevertheless,	
most	of	the	genes	are	only	affected	by	one	specific	H1	variant	and	the	ratio	of	down-	
versus	up-regulated	genes	differs	between	variants,	being	1	for	H1.5	and	2.5	for	H1.2.	
Interestingly,	 H1.2	 depletion	 caused	 decreased	 global	 nucleosome	 spacing	 and	 cell	
cycle	 G1-phase	 arrest	 by	 repressing	 the	 expression	 of	 cell	 cycle-related	 genes.	
Concomitantly,	 H1.4	 depletion	 caused	 cell	 death.	 Thus,	 depletion	 of	 individual	 H1	
variant	 in	 T47D	 cell	 line	 has	 specific	 effects	 on	 gene	 expression	 and	 consequently,	
different	variant-specific	phenotypes	are	observed.		

Regarding	variant-specific	gene	expression	regulation	it	would	be	interesting	to	
solve	the	exact	mechanism	by	which	a	locus	is	either	activated	or	inhibited	in	a	specific	
cell	type	via	a	specific	H1	variant	or	variant-specific	post-translational	modification.		

	

2.4.6.	Nuclear	localization	and	genomic	distribution	

Another	 important	 point	 indicating	 that	 linker	 histone	 H1	 variants	may	 have	
specific	 functions	 is	 its	 nuclear	 and	 genomic	 distribution,	 as	 several	 reports	 show	 a	
differential	distribution	of	H1	variants	in	distinct	cell	types.	

		

Firstly,	 immunofluorescence	 studies	 using	 polyclonal	 antibodies	 against	 H1.5	
variant	 showed	 enrichment	 at	 the	 nuclear	 periphery	 where,	 as	 explained,	 a	 more	
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compacted	 chromatin	 is	 found	 [212].	 In	 addition,	 they	 found	 that	 H1.2	 distribution	
positively	correlated	with	DNA	concentration	and	H1.3	and	H1.4	had	a	more	punctuate	
pattern	staining	[213].	Another	report	also	showed	a	differential	nuclear	distribution	of	
H1X	 variant	 at	 nucleoli	 in	 G1-phase	 of	 the	 cell	 cycle	 [190].	 By	 chromatin	
immunoprecipitation	 (ChIP)	 coupled	 to	 polymerase	 chain	 reaction	 (PCR)	 in	 selected	
genes	 it	was	also	shown	that	H1	 is	globally	depleted	 from	active	chromatin	and	that	
this	depletion	is	variant-specific	[116].	All	H1	variants	where	found	in	heterochromatin	
and	 inactive	 genes	 while	 in	 active	 chromatin,	 variants	 H1.3	 and	 H1.4	 showed	 the	
higher	 depletion.	 Th’ng	 et	 al.	 also	 showed	 differences	 in	 H1	 composition	 between	
pericentromeric	 and	 nucleolar	 heterochromatin	 and	 euchromatin,	 using	 green	
fluorescence	protein	 (GFP)	 fusion	proteins	of	H1	 variants	 [214].	 Specifically,	 the	GFP	
patterns	indicated	that	H1.1-H1.3	are	more	commonly	found	in	euchromatin,	whereas	
H1.4	and	H1.5	in	heterochromatin.		

Strikingly,	 H1	 variant	 composition	 correlation	 with	 chromatin	 status	 varies	
broadly	between	 these	studies,	which	used	different	cell	 lines,	 suggesting	a	cell-type	
specific	 function	 for	 H1	 variants.	 Although,	 what	 is	 clear	 is	 that	 H1	 variants	 have	 a	
different	nuclear	localization.	

	

The	appearance	of	high-throughput	sequencing,	providing	high-resolution	data,	
allowed	the	study	of	H1	variant	localization	genome-wide	and	as	expected,	differences	
were	found.		

In	IMR90	fibroblast,	H1.5	distribution,	assessed	by	ChIP-Seq,	showed	that	H1.5	
forms	 block	 of	 enrichment	 in	 differentiated	 cells	 but	 not	 in	 human	 ESCs,	 associates	
with	 gene	 repression	 and	 is	 required	 for	 sirtuin-1	 (SIRT1)	 binding	 and	 H3K9me2	
enrichment	[215].	Remarkably,	37%	of	H1.5	target	genes	in	differentiated	cells	belong	
to	gene	family	clusters,	revealing	a	possible	variant-specific	regulation	in	differentiated	
cells.	H1.5	distribution	was	reported	to	be	variant-specific	as	it	was	compared	to	H1.3,	
however	the	specificity	of	the	H1.3	antibody	is	missing.	

In	contrast,	Cao	et	al.	used	a	knock-in	system	with	tagged	H1c,	H1d	and	H1(0)	
(H1.2,	 H1.3	 and	 H1.0	 in	 humans,	 respectively)	 variants	 in	mice	 ESCs	 to	 assess	 their	
differential	distribution	genome-wide	[216].	Both	variants	H1c	and	H1d	were	depleted	
from	 GC-	 and	 gene-rich	 regions	 and	 in	 active	 promoter	 (H3K4me3).	 Around	 TSS,	 a	
typical	 H1	 distribution	 (the	 aforementioned	 “H1	 valley”)	 is	 seen,	 with	 dips	 much	
deeper	 at	 highly	 active	 than	 at	 silent	 genes.	 Instead,	 they	 were	 enriched	 at	 high	
H3K9me3	 heterochromatic	 regions	 but	 not	 at	 H3K27me3.	 Moreover,	 H1c	 and	 H1d	
were	also	enriched	in	major	satellites,	which	had	higher	nucleosome	spacing	than	bulk	
chromatin.	Indeed,	the	distribution	of	H1d	and	H1c	were	highly	correlated	through	the	
genome	 (R=0.7866)	 but	 comparing	 specific	 peaks	 for	 each	 variant	 showed	 some	
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differences.	 Specifically,	 H1d	 unique	 peaks	 were	 relatively	 enriched	 at	 GC-rich	

sequences	and	LINEs,	whereas	H1c	unique	peaks	at	AT-rich	sequences,	Giemsa	positive	

regions	and	satellite	DNA.	

Overexpressed	H1(0)	variant	in	mice	ESCs	was	also	found	depleted	from	active	

promoters	and	enriched	at	major	satellites	like	H1c	and	H1d.	Other	repetitive	elements	

such	as	minor	 satellites	and	 long	 interspersed	nuclear	elements	 L1	 (LINEs)	 showed	a	

specific	 H1(0)	 enrichment.	 Although,	 as	 H1(0)	 is	 low	 represented	 in	 ESCs,	 its	

overexpression	might	 not	 represent	 true	 binding	 sites	 in	 differentiated	 cells,	 where	

H1(0)	expression	is	highly	induced.	

Another	 interesting	 study	 showing	 a	 differential	 genomic	 distribution	 in	

replication-dependent	 somatic	variants	 (H1.1	 to	H1.5)	was	performed	 in	human	 lung	

IMR90	 fibroblasts,	using	an	 integrative	DNA	adenine	methyltransferase	 identification	

(DamID)	 analysis	 [217].	 In	 agreement	with	 Cao	 et	 al.	 [216],	 H1.2	 to	H1.5	 had	 highly	

correlated	DamID	binding	profiles,	 forming	 the	expression-dependent	 “H1	valley”.	 In	

addition,	they	were	found	depleted	from	CpG-dense	regions,	active	promoters	and	cis-
regulatory	 regions	 such	 as	 enhancer	 and	 CTCF-bound	 insulators.	 As	 expected,	 H1	

subtypes	were	depleted	at	active	core	histone	PTMs	 (H3K4me3	and	H3K9ac)	 regions	

and	enriched	at	repressive	(H3K9me3	and	H3K27me3)	ones.	Interestingly,	H1.2	to	H1.5	

were	found	enriched	at	 lamina-associated	domains	(LADs)	pointing	to	a	role	of	H1	 in	

establishing	 and/or	 maintaining	 3D	 chromatin	 organization	 [ref	 LADs].	 Importantly,	

H1.1	showed	a	very	distinct	DamID	profile	compared	to	the	other	H1	variants,	showing	

no	enrichment	in	LADs	and	a	higher	enrichment	than	H1.2	to	H1.5	in	promoters,	CpG	

and	 regulatory	 regions.	 Interestingly,	 chromatin	 states	 characterized	 by	 a	 high	

abundance	of	H1.1	are	polycomb-type	domains,	assessed	by	H3K27me3	presence.					

Instead,	using	breast	cancer	cell	line	T47D,	Millán-Ariño	et	al.	showed	a	distinct	

distribution	for	H1.2	compared	to	other	somatic	H1	variants	(Appendix	I)	[218].	ChIP-
chip	and	ChIP-Seq	experiments	were	performed	using	available	specific	antibodies	for	

H1.2	 and	 H1X	 and	 antibody	 against	 hemagglutinin	 (HA)	 for	 H1.2	 to	 H1.5	 and	 H1.0	

tagged	to	HA.	H1.2	was	the	H1	variant	that	best	correlated	with	gene	repression,	low	

GC	content,	gene-poor	regions	and	it	was	the	most	enriched	H1	variant	in	LADs.	In	fact,	

H1	 distribution	 around	 the	 TSS	 indicated	 a	 transcriptional	 dependence	 for	 all	 H1	

variants	although	H1.2	dip	was	much	deeper	and	wider	and	even	present	at	10%	most	

repressed	 genes.	 Comparing	 somatic	 H1	 variants	 distribution	 with	 core	 histone	 H3	

distribution,	 it	 can	 be	 seen	 that	 “H1	 valley”	 is	 wider	 than	 the	 TSS	 nucleosome	 free	

region,	extended	up	to	3Kb	at	promoter	regions.	Thus,	it	seems	that	regulatory	factors	

and	transcriptional	machinery	to	perform	their	function,	need	a	deeper	and	wider	H1	

displacement.	



INTRODUCTION	
Linker	histone	H1	

79	
 

Interestingly,	 apart	 from	 showing	 uncovered	 features	 from	H1.2	 in	 T47D	 cell	
line,	the	two	endogenous	variants	studied	(H1.2	and	H1X)	were	compared	in	different	
cancer	cell	lines	and	the	ratio	between	H1.2	and	H1X	at	distal	promoter	regions	varies	
between	 them.	 Consistently,	 although	 not	 genome-wide,	 ChIP-qPCR	 experiments	 in	
three	different	chicken	cell	lines	also	showed	a	differential	binding	of	H1	variants	and	
H5	variant	in	selected	genes	[219].	

Furthermore,	 when	 they	 compared	 endogenous	 H1.2	 and	 HA-tagged	 H1.2	
genome-wide	 few	 differences	 were	 observed.	 Although	 not	 shown,	 it	 is	 stated	 that	
tagged	H1	levels	at	the	protein	level	are	close	to	or	below	endogenous	levels	despite	of	
higher	mRNA	levels,	suggesting	a	tight	post-transcriptional	regulation	of	H1	abundance	
and	relative	ratio	of	H1	variants,	differing	between	cellular	types.	In	agreement,	Cao	et	
al.	 knock-in	 system	 with	 tagged	 H1	 in	 mice	 ESC	 showed	 that	 they	 are	 functionally	
equivalent	 to	 endogenous	 H1	 [216].	 Thus,	 until	 better	 endogenous	 antibodies	
specifically	 recognizing	 H1	 variants	 appear,	 tagged	H1	 variants	 systems	 are	 the	 best	
approaches.	

	

In	 summary,	 linker	 histone	 H1	 variants	 distributions	 are	 broadly	 highly	
correlated	 in	 agreement	 to	 a	 general	 structural	 function	of	 histone	H1	 in	 stabilizing,	
regulating	and/or	maintaining	chromatin	states.	However,	when	looking	deeply,	some	
differences	 between	 H1	 variant	 distributions	 can	 be	 found,	 showing	 variant-specific	
features.	Although	when	comparing	different	cell	lines,	the	relative	ratio	of	H1	variants	
varies	widely	and	similar	specific	features	have	been	found	for	different	H1	variants	in	
different	cell	 lines	(for	example	H1.2	 in	breast	cancer	cells	T47D	with	H1.2	to	H1.5	 in	
IMR90	fibroblasts).	Thus,	it	will	be	interesting	to	analyse	in	parallel	the	distribution	of	
histone	 H1	 variants	 in	 several	 cell	 lines	 taking	 into	 account	 the	 relative	 ratio	 of	 H1	
variants,	which	varies	between	differentiated,	cancerous	and	stem	cells	(See	Appendix	
II	for	a	review	of	the	genomic	distribution	specificities	of	linker	histone	H1	variants).	
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3.	INTERFERON	RESPONSE	AND	CHROMATIN	

	
The	immune	system	responds	to	the	presence	of	pathogens	by	an	innate,	non-

specific	 response	 and	 by	 an	 adaptive,	 pathogen-specific	 response.	 Innate	 immune	
system	 provides	 immediate	 and	 generalized	 defence	 and	 activates	 the	 long-lasting	
adaptive	 immunity.	 One	 of	 the	 bacterial	 features	 which	 activate	 an	 innate	 immune	
response	are	nucleic	acids,	sensed	as	exogenous.	
 

The	induction	of	type	I	interferon	(IFN)	is	a	hallmark	of	nucleic	acids	sensing	by	
the	 innate	 immune	system	[220].	DNA	 located	outside	from	the	nucleus	 is	sensed	as	
exogenous	 DNA	 by	 several	 sensors	 that	 recognize	 double-stranded	 DNA	 (dsDNA),	
including	proteins	from	the	AIM2	family,	the	DDX	family,	RNA	polymerase	III	and	cyclic	
GMP-AMP	 synthase	 (cGAS)	 (Figure	 21A)	 [221].	 Upon	 sensor	 activation,	 STING-
dependent	signalling	pathways	are	induced,	activating	the	transcription	factors	NF-kB	
and	IRF3,	which	promote	IFNb	and	cytokine	production	(Figure	21A)	[221].		

Another	 nucleic	 acid	 sensed	 by	 the	 innate	 immune	 system	 as	 exogenous	 is	
double-stranded	 RNA	 (dsRNA),	 which	 are	 replication	 intermediates	 for	 RNA	 viruses	
(Figure	 21B)	 [222].	 Specific	 sensors	 such	 as	 MDA5	 (melanoma-differentiation-
associated	 gene	 5,	 also	 known	 as	 IFIH1)	 and	 RIG-I	 (retinoic	 acid	 inducible	 protein	 1,	
also	 known	 as	 DDX58)	 are	 activated	 upon	 dsRNA	 presence	 in	 the	 cytoplasm	 also	
triggering	an	 IFNb	production.	Notably,	RIG-I	preferentially	binds	to	short	dsRNA	and	
specifically	binds	to	single-stranded	RNA	containing	5’-triphosphate,	such	as	viral	RNA.	
Instead,	MDA5	recognizes	preferentially	long	dsRNA	(>1000bp)	with	no	end	specificity.	
Despite	 differences	 in	 dsRNA	 species,	 both	 activated	 sensors	 are	 finally	 recruited	 by	
the	 adaptor	 protein	 MAVS	 (also	 known	 as	 IPS-1,	 CARDIF	 or	 VISA)	 to	 the	 outer	
mitochondrial	membrane,	leading	to	IRF3,	IRF7	and	NF-kB	activation,	prompting	a	type	
I	interferon	response	[223-225].	

Upon	IFNB	gene	transcription	activation	due	to	exogenous	intracellular	nucleic	
acid	 sensing,	 IFNb	 is	 secreted	 from	 the	 cell,	 activating	 IFN	 receptors	 in	 near	 cells,	
leading	 to	 a	 JAK/STAT	 signalling	 cascade	 inducing	 interferon-stimulated	 genes	 (ISGs)	
transcription.	 All	 ISGs	 contain	 a	 sequence	 motif,	 named	 interferon-stimulated	
response	 element	 (ISRE),	 which	 is	 specifically	 recognized	 by	 the	 transcription	 factor	
ISGF3	complex	that	consists	of	STAT1,	STAT2	and	IRF9.	In	contrast	to	type	I	interferons	
(mainly	 IFNa	 and	 IFNb),	 genes	 specifically	 induced	 upon	 type	 II	 interferon	 (IFNg)	
contain	a	different	sequence	motif,	a	gamma	interferon	activation	site	(GAS),	which	is	
also	specifically	recognized.	
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Figure	21.	Intracellular	receptors	sensing	nucleic	acids	involved	in	the	induction	of	
interferon	b  (IFNb).	(A)	dsDNA	sensors.	Multiple	DNA	sensors	have	been	proposed	
to	 activate	 a	 STING-dependent	 signalling	 pathway	 culminating	 in	 the	 activation	 of	
the	 transcription	 factors	 IRF3	 and	 NF-kB.	 (B)	 dsRNA	 sensors.	 MDA5	 and	 RIG-I	
recognize	 different	dsRNA	 leading	 both	an	 IFN	production	via	 the	adaptor	protein	
MAVS.	Figures	from	[221,	222].	



INTRODUCTION	
Interferon	response	and	chromatin	

83	
 

It	is	estimated	that	around	an	8%	of	the	human	genome	comprises	endogenous	
retroviruses	(ERVs),	the	vast	majority	defective	due	to	deleterious	mutations	[218].	No	
single	human	ERV	locus	has	been	found	that	can	produce	infectious	virions	however,	
some	of	them	are	transcribed	and	translated	producing	nucleic	acids	and	proteins	with	
viral	 signatures,	 which	 can	 trigger	 an	 innate	 immune	 response	 [227,	 228].	 In	 fact,	
several	 autoimmune	 diseases	 have	 been	 related	 to	 a	 dysregulation	 in	 ERVs	
transcription	 [229,	 230].	 Thus,	 ERVs	 transcriptional	 silencing	 is	 crucial	 to	 evade	 an	
innate	 immune	 response,	 which	 leads,	 when	 not	 properly	 controlled,	 to	 cell	 death.	
ERVs	 silencing	 is	 mainly	mediated	 through	 robust	 and	 inaccessible	 heterochromatin	
establishment	and	DNA	methylation	[231,	232].	

In	 addition	 to	 repress	 ERVs,	 chromatin	 proteins	 have	 been	 shown	 to	 directly	
play	a	role	in	the	innate	immune	system.	The	high	mobility	group	box	(HMGB)	proteins	
are	abundant	proteins	that,	when	released	extracellularly,	synergises	with	cytokines	to	
promote	 inflammation	 [233,	 234].	 And,	 as	 explained,	 a	 similar	 extracellular	 role	 in	
innate	 immune	 response	 has	 been	 observed	 for	 linker	 histone	 H1,	 in	 both	 cases	
helping	 to	 promote	 and	 induce	 pathogen	 death	 (Figure	 17).	 Intracellularly,	 HMGB	
proteins	bind	with	high	affinity	to	nucleic	acids	and	promote	activation	of	TLRs,	RIG-I	
and	intracellular	DNA	sensors,	acting	as	sentinels	[235].	
	

In	 addition	 to	 endogenous	 retroviruses	 repression	 and	 a	 direct	 role	 in	 innate	
immune	 response	 system,	 a	 proper	 establishment	 and	maintenance	 of	 chromatin	 is	
crucial	to	avoid	R-loop	accumulation.	R-loops	are	nucleic	acid	structures	consisting	of	
an	 RNA-DNA	 hybrid	 and	 displaced	 ssDNA,	 which	 are	 ubiquitous	 in	 organisms	 from	
bacteria	 to	mammals	upon	transcription.	However,	a	high	R-loop	accumulation	 leads	
to	genome	instability,	a	driver	mechanism	of	cancer	[237,	238].	

RNA-DNA	 hybrids	 are	 also	 specifically	 recognized	 by	 DNA	 sensors	
independently	of	MAVS,	the	main	protein	in	the	RNA	sensing	cascade	(Figure	21).	RNA-
DNA	hybrids	bind	to	cGAS,	which	results	in	the	synthesis	of	cyclic	GMP-AMP	(cGAMP),	
triggering	 the	 activation	 of	 STING	 in	 the	 endoplasmic	 reticulum	 (Figure	 21A)	 [236].	
STING	activation	 leads	to	 IFNb	production	and	thus,	activation	of	the	 innate	 immune	
response.	Retroviruses	could	provide	another	source	of	intracellular	RNA-DNA	hybrids,	
generated	upon	reverse	transcription.		

Interestingly,	RNA-DNA	hybrids	are	also	found	in	R-loops	that	when	aberrantly	
accumulated	 leads	 to	 DNA	 breaks,	 triggering	 genome	 instability	 and	 eventually,	 cell	
death.	In	vivo,	R-loops	are	prevented	and	removed	by	ribonucleases	of	class	H	(RNAse	
H),	 among	 other	 proteins.	 Mutations	 in	 genes	 encoding	 for	 RNAse	 H	 (RNASEH2A,	
RNASEH2B	and	RNASEH2C)	have	been	observed	in	chronic	inflammatory	diseases,	such	
as	Aicardi-Goutières	 syndrome.	 Thus,	 it	was	 hypothesized	 that	 those	mutations	may	
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result	 in	 a	 less	 efficient	 removal	 of	 R-loops,	 thereby	 culminating	 in	 RNA-DNA	hybrid	
accumulation,	 leading	 to	a	 constant	 immune	 response	due	 to	 cGAS-STING	activation	
[236].	In	fact,	it	has	been	shown	a	genome-wide	hypomethylation	in	Aicardi-Goutières	
syndrome	and	an	accumulation	of	RNA-DNA	hybrids,	preferentially	found	in	repetitive	
elements	 and	 intergenic	 regions	 [239].	 Again,	 regions	 tightly	 controlled	 by	
heterochromatin	processes	(See	1.6.	Heterochromatin	and	repetitive	elements).	

 
Another	 epigenetic	 mechanism	 has	 been	 involved	 in	 the	 activation	 of	 the	

interferon	 response,	 DNA	 methylation.	 Firstly,	 Leonova	 et	 al.	 showed	 that	 DNA	
hypomethylation	 in	 the	 absence	 of	 p53	 leads	 to	 a	 transcriptional	 activation	 of	
repetitive	 elements,	 such	 as	 pericentromeric	 repeats	 and	 ERVs,	 prompting	 an	
interferon	type	I	response,	which	was	named	TRAIN	(transcription	of	repeats	activates	
Interferon)	[243].	 Importantly,	high	doses	of	DNA-demethylating	agents	for	 long	time	
periods	were	used,	pointing	to	indirect	effects	in	the	p53	involvement.		Concomitantly,	
recently,	 two	 reports	 showed	 that	 TRAIN	 is	 induced	 upon	 treatment	 with	 DNA-
demethylating	 agents	 in	 a	p53-independent	manner	 [241,	 242].	And,	 even	 the	 same	
group	showed	that	curaxin,	a	small	molecule,	which	disrupts	histone/DNA	interaction,	
can	induce	TRAIN	independently	of	the	p53	status	of	the	cell	[243].	Thus,	p53	does	not	
seem	to	play	a	direct	role	in	the	interferon	response	seen	upon	DNA	hypomethylation.	
Interestingly,	 it	 seems	 that	 the	observed	 IFN	 response	 is	due	 to	 the	accumulation	of	
dsRNA,	which	activate	MDA5-MAVS	pathway	(Figure	21B)	[241-243].		

Other	 chromatin	 decondensing	 drugs	 such	 as	 trichostatin	 A	 (TSA),	 a	 histone	
deacetylase	inhibitor	(HDACi),	 leads	to	an	IFN	response	in	mice	embryonic	fibroblasts	
(MEFs)	and	not	a	so	robust	response	in	HeLa-TI	cells	[243].	Thus,	different	chromatin	
opening	agents	can	induce	an	interferon	response,	depending	its	magnitude	on	the	cell	
type.	 In	 the	 same	 study,	 it	 is	 hypothesised	 that	 nucleosome	 opening	 by	 different	
epigenetics	mechanisms	is	sufficient	to	allow	transcription	of	repetitive	elements	and	
thus,	induce	TRAIN.		

	
In	addition	to	maintain	a	proper	control	of	repetitive	elements,	chromatin	also	

modulates	 the	 DNA	 damage	 response	 (DDR).	 There	 are	 two	 types	 of	 DNA	 damage:	
DNA	 breaks	 (single-	 or	 double-stranded)	 and	 mismatched	 bases,	 sensed	 by	 several	
specific	proteins	 (Figure	22).	 The	activation	of	 the	 immune	 response	 is	prompted	by	
different	 sensors,	 transducer	 kinases	 and	 effector	 of	 DNA	 damage	 response.	 In	
addition	to	directly	interacting	with	activating	immune	system	proteins,	DNA	damage	
releases	dsDNA,	which	activate	 IFN	 responses	by	STING-dependent	pathways	 (Figure	
22)	[244].		
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Replication	 and	 transcription,	 processes	 greatly	modulated	 by	 chromatin,	 are	
great	sources	of	DNA	damage.	Interestingly,	a	cross-talk	between	chromatin	and	DNA	
damage	 responses	 has	 been	 widely	 observed.	 Chromatin	 has	 been	 implicated	 as	 a	
mediator	of	 the	DDR	mainly	as	an	 important	mark	 to	 recruit	DDR	machinery	 to	DNA	
sites	 that	 were	 damaged.	 As	 an	 example,	 core	 histones	 and	 linker	 histone	 H1	 have	
been	 implicated	 in	 marking	 dsDNA	 breaks	 sites,	 phosphorylation	 of	 H2A.X	 variant	
(named	γH2A)	is	increased	and,	as	mentioned,	linker	histone	H1	poly-ubiquitylation	is	
an	important	signalling	intermediate.	Finally,	both	γH2A	and	polyUb-H1,	mediate	DDR	
machinery	 recruitment	 to	 specific	 DNA	 sites	 [245,	 155].	 Apart	 from	 signalling,	
chromatin	structure	is	also	properly	remodelled	at	those	sites	where	DDR	machinery	is	
operating	to	increase	its	accessibility	and	thus,	its	efficiency	[246].	 
	

			

	
	

In	summary,	a	proper	control	of	repetitive	elements	and	DNA	damage,	which	is	
influenced	 by	 epigenetic	 mechanisms	 (chromatin-related	 proteins	 and	 DNA	
methylation)	 is	 crucial	 to	 avoid	 innate	 immune	 responses,	 which	 can	 eventually	
prompt	cell	death	(Figure	23).	These	links	between	chromatin	and	nucleic	acid	sensing	
by	innate	immune	mechanism	are	of	great	interest.	 Indeed,	complex	human	diseases	
such	as	cancer	or	aging,	whose	epigenetic	landscape	is	completely	changed,	increased	
DNA	damage	and	aberrant	transcription	of	repetitive	elements	has	been	observed.	In	
addition,	 the	 IFN	 response	 is	 activated	 in	 many	 types	 of	 tumors	 [247-250].	 It	 is	
tempting	 to	 speculate	 that	 those	 epigenetic	 changes	 leaded	 to	 the	 aforementioned	

Figure	22.	DNA	damage	response	and	innate	immune	system	nucleic	acid	sensing.	
Diverse	 nuclear	 sensors	 recognize	 DNA	 damage	 including	 the	 protein	 complexes	
such	as	replication	protein	A	(RPA)	and	MRE11-RAD50-NBS1	(MRN)	and	also	MutS	
proteins.	 Many	 DDR	 proteins	 directly	 interact	 and	 activate	 a	 IFN	 response	 in	 a	
STING-dependent	manner.	Figure	adapted	from	[243].	
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processes	 and	 are,	 among	 others,	 responsible	 for	 the	 IFN	 response	 seen	 in	 some	
cancers	(Figure	20).	
	

	

	
	

Surprisingly,	 transcription	 of	 repetitive	 elements	 has	 been	 shown	 to	 be	
modulated	 naturally	 in	 development,	 without	 compromising	 cell	 viability	 (See	 1.6.	
Heterochromatin	 and	 repetitive	 elements).	 RNA	 sequencing	 throughout	 early	mouse	
embryogenesis	 revealed	 a	 dynamic	 and	 stage-specific	 transcription	 of	 repetitive	
elements,	which	most	of	them	become	repressed	before	implantation.	This	repression	
comes	 mainly	 by	 loss	 of	 activating	 PTMs	 (H3K4me3)	 rather	 than	 acquisition	 of	
repressing	 ones	 (H3K9me3)	 [251].	 In	 this	 regard,	 pluripotent	 embryonic	 stem	 cells,	
which	 have,	 as	 explained	 before,	 a	 unique	 chromatin	 landscape	 characterized	 by	 a	
global	 chromatin	 opening,	 have	 elevated	 intergenic	 and	 intronic	 transcription	 with	
high	 transcription	 of	 retrotransposons	 [69,	 70,	 252].	 How	 ESCs	 bypass	 this	 huge	
transcription	 is	 still	 not	 known,	 as	 wide-spread	 chromatin	 accessibility	 at	 repetitive	
elements	 linked	stem	cells	and	human	cancer,	 leading	to	complete	distinct	outcomes	
[245].		

Recently,	 an	 even	 more	 surprising,	 it	 has	 been	 observed	 that	 ERVs	 shaped	
evolution	 of	 a	 transcriptional	 network,	 underlying	 IFN	 response	 [254].	 Chuong	 et	 al.	
assessed	 that	 ERVs	 constitute	 a	 dynamic	 reservoir	 of	 IFN-inducible	 enhancers.	 By	
analysing	ChIP-Seq	data	of	IRF1	and	STAT1,	they	found	peaks	at	ERVs	near	interferon-
stimulated	genes	 (ISGs)	and	described	a	 functional	 role	 for	ERVs	 in	regulating,	 rather	
than	triggering,	the	innate	immune	response.		

Figure	23.	 Nucleic	 acids	 sensed	 by	 the	 innate	 immune	 response	 triggered	 by	 an	
aberrant	epigenetic	regulation.	
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OBJECTIVES	
	

The	 presented	 doctoral	 thesis	 had	 two	 main	 objectives,	 addressed	 by	
experimental	and	computational	methods.	

	

1. Study	 the	 specific	 genome-wide	 distribution	 of	 linker	 histone	 H1	 variants	
(ChIP-Seq)	in	breast	cancer	cells	

a. Analyse	regions	not	 included	 in	the	human	reference	genome	such	
as	repetitive	elements	and	ribosomal	DNA	

b. Deeply	analyse	coding	regions,	specifically	exons	and	introns	
c. Assess	H1	distribution	at	CpG	 islands	and	regions	with	an	aberrant	

DNA	methylation	in	T47D	cell	line	

	

2. Analyse	transcriptomic	and	genomic	changes	in	breast	cancer	cells	depleted	
of	several	H1	variants	

a. Analyse	 differentially	 expressed	 genes	 (RNA-Seq)	 upon	 multiH1	
variant	knockdown	

b. Assess	 chromatin	 accessibility	 (ATAC-Seq)	 and	 changes	 in	 core	
histone	post-translational	modifications	upon	multiH1	knockdown.	

c. Analyse	expression	of	repetitive	elements	by	experimental	methods	
such	as	immunofluorescence	or	RT-qPCR.		
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REPORT	OF	THE	THESIS	SUPERVISOR		
	
The	 publications	 included	 in	 the	 doctoral	 thesis	 of	 Andrea	 Izquierdo	

Bouldstridge	 are	 two	 and	 both	 have	 been	 published	 in	 international	 journals	 ISI	
(International	Scientific	Indexing).	Both	publications	have	been	done	in	our	laboratory	
at	 the	 Institute	 of	 Molecular	 Biology	 of	 Barcelona,	 CSIC	 and	 Andrea	 Izquierdo-
Bouldstridge	signs	as	 first	co-authors	 in	both.	 Included	 in	appendix	sections,	she	also	
was	involved	in	another	article	as	third	author	and	in	a	review	as	second	author.	

	

The	papers	in	order	of	appearance	in	the	thesis’	chapters	are	the	followings:	

	

CHAPTER	I	

Mayor	 R*,	 Izquierdo-Bouldstridge	 A*,	Millán-Ariño	 L,	 Bustillos	 A,	 Sampaio	 C,	
Luque	 N	 and	 Jordan	 A.	 Genome	 distribution	 of	 replication-independent	 histone	 H1	
variants	shows	H1.0	associated	with	nucleolar	domains	and	H1X	associated	with	RNA	
polymerase	 II-enriched	 regions.	 J	 Biol	 Chem.	 2015	 Mar	 20;	 290(12):7474-91.	 doi:	
10.1074/jbc.M114.617324	PMID:	25645921	

*	Both	authors	contributed	equally	to	this	work	

Impact	Factor:	4.125	

	

In	 this	 paper,	 the	 genomic	 distribution	 of	 replication-independent	 linker	
histone	 H1	 variants	 was	 assessed	 by	 combining	 computational	 methods	 and	
experimental	 procedures.	 In	 short,	 specific	 features	 for	 H1.0	 related	 to	 the	 nucleoli	
and	H1X	with	active	chromatin	regions	were	observed.		

Andrea	Izquierdo	was	the	only	bioinformatician	involved	in	this	project	and	she	
performed	all	 computational	 analysis	with	 already	produced	and	published	ChIP-Seq	
data	of	our	laboratory	combined	with	published	data	of	other	laboratories.	Apart	from	
standard	 bioinformatic	 procedures	 such	 as	 average	 signal	 profile	 around	 specific	
locations	 or	 peaks	 overlapping	 genomic	 features,	 she	 performed	 not	 standard	
bioinformatic	analysis.	Specifically,	RNA-Seq	data	was	analysed	to	retrieve	alternative	
splicing	events	in	our	cell	 line	or	ChIP-Seq	data	was	realigned	to	a	costume	reference	
genome	 containing	 ribosomal	 DNA	 in	 addition	 to	 look	 for	 enrichment	 in	 repetitive	
sequences.	Specifically,	she	produced	the	results	published	in	Figures	1,	2,	4,	5,	6,	8C	
and	8D.	
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The	 experimental	 methods	 performed	 in	 this	 paper	 were	 mainly	 done	 by	
Regina	 Mayor	 (first	 co-author	 with	 Andrea	 Izquierdo).	 Although	 stated	 as	 data	 not	
shown,	Andrea	Izquierdo	performed	ChIP-qPCR	on	selected	genes	looking	for	changes	
in	 core	 histone	 post-translational	 modificiations	 upon	 inhibition	 of	 H1X	 variant.	
Besides,	 Andrea	 Izquierdo	 actively	 contributed	 to	 experimental	 design,	 analysis	 and	
results	discussion.		

	

None	of	the	published	results	in	this	paper	have	been	used	in	another	doctoral	
thesis.	

	

CHAPTER	II	

Izquierdo-Bouldstridge	 A*,	 Bustillos	 A*,	 Bonet-Costa	 C,	 Aribau-Miralbés	 P,	
García-Gomis	 D,	 Dabad	M,	 Esteve-Codina	 A,	 Pascual-Reguant	 L,	 Peiró	 S,	 Esteller	M,	
Murtha	M,	Millán-Ariño	 L	 and	 Jordan	A.	Histone	H1	depletion	 triggers	 an	 interferon	
response	 in	 cancer	 cells	 via	activation	of	heterochromatic	 repeats.	Nucleic	Acid	Res.	
2017	Nov	16;	45(20):	11622-42.	doi:	10.1093/nar/gkx746	PMID:	28977426	

*	Both	authors	contributed	equally	to	this	work 

Impact	Factor:	10.162	

	

In	this	paper,	the	effect	of	multiple	H1	variants	depletion	was	assessed	at	the	
genomic	 and	 transcriptomic	 level	 again	 combining	 computational	 and	 experimental	
procedures.	 Shortly,	 upon	 multiH1	 inhibition,	 a	 huge	 interferon	 (IFN)	 response	 is	
observed	 due	 to	 transcription	 of	 heterochromatic	 repeats	 that	 are	 sensed	 by	 the	
innate	immune	system	as	foreign.	

Andrea	Izquierdo,	as	happens	for	the	other	article,	performed	all	bioinformatic	
analysis	 although,	 for	 the	 RNA-Seq	 data,	 with	 some	 help	 of	 other	 co-authors	 (Marc	
Dabad	 and	 Anna	 Esteve-Codina)	 due	 to	 the	 limited	 bioinformatic	 structure	 in	 our	
institute	which	has	a	poor	computational	power.	Specifically,	she	analysed	ATAC-Seq,	
RNA-Seq	and	ChIP-Seq	data	in	the	context	of	multiH1	variant	depletion	in	addition	to	
microarray	 data	 from	 pancreatic	 normal	 and	 cancerous	 tissue	 deposited	 in	 public	
repositories.	

In	 addition	 to	 all	 bioinformatic	methods,	 Andrea	 Izquierdo	 also	 designed	 and	
produced	 all	 experiments	 related	 to	 the	 expression	 of	 repetitive	 sequences	 in	
heterochromatic	 regions	 (RT-qPCR,	 immunofluorescence	 against	 double-strand	 RNA,	
ChIP-qPCR	 and	 Western	 Blot	 of	 core	 histone	 post-translational	 modifications).	 The	
contribution	 of	 Andrea	 Izquierdo	 was	 a	 key	 point	 in	 this	 article,	 as	 she	 actively	
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contributed	to	think,	designed,	analyse	and	discuss	all	experiments	performed	by	her	

and	other	members	of	the	laboratory	included	in	this	article.	

In	summary	and	more	specifically,	Andrea	produced	the	results	published	and	

shown	in	Figures	2,	5,	6,	7	and	8	(and	Supplementary	Figures	7	and	8	and	Table	2).	

	

None	 of	 the	 bioinformatic	 results	 were	 used	 in	 another	 doctoral	 thesis.	

However,	 some	of	 the	experimental	 results	were	used	 for	 the	doctoral	 thesis	of	 the	

other	 first	 co-author,	 Alberto	 Bustillos.	 Specifically,	 Figures	 3,	 4	 (and	 Supplementary	

Figures	1C,	1D,	3,	4,	5C	and	6)	which	demonstrated	firstly	the	critical	role	of	H1.2	and	

H1.4	in	triggering	the	interferon	response.	Secondly,	that	IFN	is	secreted	in	the	media	

and	thirdly	that	depletion	of	several	sensors	and	adaptor	of	the	IFN	pathway	by	shRNA	

or	chemical	inhibitors	impaired	the	triggered	IFN	response.	

	

	

Andrea’s	 contribution	 in	 the	 following	 papers,	 included	 in	 the	 appendix	

sections,	 was	 minor	 compared	 to	 those	 included	 in	 Chapter	 I	 and	 II.	 In	 order	 of	

appearance	are	the	following:	

	

APPENDIX	I	

Millán-Ariño	L,	Islam	AB,	Izquierdo-Bouldstridge	A,	Mayor	R,	Terme	JM,	Luque	

N,	 Sancho	M,	 López-Bigas	N	and	 Jordan	A.	Mapping	of	 six	 somatic	 linker	histone	H1	

variants	 in	human	breast	cancer	cells	uncover	specific	 features	of	H1.2.	Nucleic	Acid	
Res.	2014	Apr;	42(7):	4474-93.	doi:	10.1093/nar/gku079	PMID:	24476918	

Impact	Factor:	10.162	

	

Within	 this	 paper,	 specific	 features	 of	 genomic	 distribution	 of	 linker	 histone	

H1.2	variant	in	breast	cancer	cell	line	were	observed.	Shortly,	H1.2	was	the	H1	variant	

more	related	to	gene	repression,	gene-poor	regions	and	to	lamin-associated	domains	

(LADs).	

Andrea	Izquierdo	contributed	in	the	bioinformatic	analysis	shown	in	Figures	4C,	

4D,	5B,	5C	and	6,	with	already	mapped	ChIP-Seq	data	produced	and	analysed	by	Lluis	

Millán-Ariño	and	Abul	Islam,	respectively.	Although	she	participated	in	this	paper	and	

it	 is	 related	to	her	 thesis	 results,	 she	 includes	 it	 in	an	appendix	because	Lluis	Millán-

Ariño	used	all	the	results	in	his	doctoral	thesis.	
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APPENDIX	II	

Millán-Ariño	 L,	 Izquierdo-Bouldstridge	 A	 and	 Jordan	 A.	 Specificities	 and	
genomic	 distribution	 of	 somatic	 mammalian	 histone	 H1	 subtypes.	 Biochim	 Biophys	
Acta.	2016	Mar;	1859(3):	510-9.	doi:	10.1016/j.bbagrm.2015.10.013	PMID:	26477490	
Review	

Impact	Factor:	4.702	

	

Within	 this	 review	 of	 the	 specificities	 and	 genomic	 distribution	 of	 somatic	
mammalian	 histone	 H1	 variants,	 mainly	 done	 by	 the	 first	 author	 Lluis	Millán-Ariño,	
Andrea	Izquierdo	contributed	in	the	writing	of	her	already	published	results	shown	in	
Chapter	I,	where,	as	said,	H1.0	was	related	to	nucleoli	and	H1X	to	actively	transcribed	
regions.	

	

	

	

	

	

	

	

	

	

	

	

Albert	Jordan	Vallès	

Thesis	supervisor	
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DISCUSSION	
	

Using	 variant-specific	 antibodies	 to	 H1	 and	 hemagglutinin	 (HA)-tagged	
recombinant	H1	variants	in	T47D	breast	cancer	cells,	the	distribution	of	six	somatic	H1	
variants	was	previously	investigated	by	ChIP-chip	and	ChIP-Seq	methods	(Appendix	I).	
Specifically,	 ChIP-Seq	 data	 from	 two	 replication-dependent	 (H1.2	 and	 H1.4)	 and	
replication-independent	H1	variants	(H1.0	and	H1X)	together	with	core	histone	H3	was	
produced.	 Shortly,	 H1.2	 was	 found	 less	 abundant	 than	 other	 H1	 variants	 at	
transcription	start	sites	(TSS)	of	inactive	genes	and	promoters	enriched	in	H1.2	tend	to	
be	more	repressed.	Additionally,	H1.2	was	found	enriched	at	GC-poor,	gene-poor	and	
intergenic	 chromosomal	 domains	 in	 addition	 to	 lamin-associated	 domains	 (LADs),	
compared	to	the	other	three	studied	H1	variants.	

We	 further	 investigated	 their	 distribution	 in	 regions	 not	 included	 in	 the	
reference	 genome	 such	 as	 repetitive	 sequences	 and	 ribosomal	 DNA	 (rDNA)	 or	
chromatin	domains	such	as	nucleolus-associated	domains	(NADs)	in	addition	to	deeply	
analyse	 genic	 regions,	 introns	 and	 exons.	 Strikingly,	 we	 found	 that	 distribution	 of	
replication-independent	H1	variants	(H1.0	and	H1X)	is	distinct.	

	

H1.0	is	enriched	at	nucleolar	chromatin	

We	found	that	H1.0	is	enriched	in	nucleolus-related	features	compared	to	the	
other	studied	H1	variants	(H1.2,	H1.4	and	H1X).	The	nucleolus	is	the	largest	structure	
within	 the	 nucleus	 where	 ribosome	 biogenesis	 is	 performed.	 Nucleolus	 is	 formed	
around	specific	genetic	loci	called	nucleolus	organizer	regions	(NORs),	which	are	found	
at	short	arms	of	acrocentric	chromosomes	(in	human,	chromosomes	13,	14,	15,	21	and	
22)	organized	in	tandem	repeats.	NORs	contain	rDNA,	the	45S	single	transcription	unit,	
lately	processed	to	18S,	5.8S	and	28S	rRNA,	flanked	by	non-transcribed	spacers,	where	
regulatory	 elements	 are	 located.	 Some	 copies	 of	 rDNA	 are	 highly	 transcribed	 and	
frequently	found	inside	nucleoli.	Instead,	repressed	ones	are	at	the	periphery,	where	a	
shell	 of	 highly	 compacted	 heterochromatic	 DNA	 is	 found	 surrounding	 nucleoli.	 In	
addition	 to	 contain	 NORs,	 nucleolar	 heterochromatin	 also	 contains	 other	 specific	
sequences	 which	 have	 been	 recently	 identified	 and	 named	 nucleolus-associated	
domains	 (NADs)	 [35,	 36].	 NADs	 are	 gene-poor	 regions,	 AT-rich	 and	 contain	 a	 high	
proportion	of	silent	genes,	features	that	are	also	found	at	LADs.	Indeed,	a	high	overlap	
of	 NADs	 and	 LADs	 has	 been	 described	 and	 at	 single-cell	 level,	 DNA	 can	 be	
stochastically	found	in	one	domain	after	mitosis	[35-37,	33].	Although	sharing	common	
characteristics,	 we	 found	 that	 their	 content	 in	 H1	 variants	 is	 different,	 being	 H1.2	
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enriched	at	 LADs	and	H1.0	 at	NADs,	 suggesting	 a	possible	H1	 variant-specific	 role	 in	
maintaining,	 stablishing	 or	 organizing	 those	 heterochromatic	 domains	 (Chapter	 I,	
Figures	1	and	3).		

In	addition	to	NADs,	we	found	an	H1.0	enrichment	at	rDNA,	specifically	at	non-
transcribed	 spacers,	 in	 addition	 to	 the	 5S	 rDNA,	which	 is	 found	 encoded	 in	 tandem	
arrays,	 the	 largest	 one	 on	 chromosome	 1.	Other	 specific	 heterochromatic	 repetitive	
elements	 such	 as	 SINE-VNTR-SVA	 (SVA)	 retrotransposons,	 telomeric	 and	 acromeric	
satellites	 are	 also	 enriched	 with	 H1.0	 (Chapter	 I,	 Figure	 2).	 Thus,	 H1.0	 seems	 to	 be	
related	 to	 the	 nucleolus	 structure	 and/or	 function.	 Consistently,	 using	 optical	 and	
electron	 microscopy,	 it	 was	 observed	 that	 H1.0	 is	 present	 at	 highly	 compacted	
chromatin	 and	 perinucleolar	 regions	 in	 certain	 differentiated	 tissues	 [255].	 In	
agreement	 with	 the	 presence	 of	 H1.0	 at	 nucleolar	 chromatin,	 Kalashnikova	 et	 al.	
showed	by	 LC-MS/MS	 that	H1.0	 is	 interacting	with	an	extensive	network	of	proteins	
found	 in	 the	 nucleolus	 such	 as	 core	 splicing	 factors,	 proteins	 related	 to	 rRNA	
biogenesis,	ribosomal	proteins	and	proteins	involved	in	cellular	transport	[204].		

Recently,	an	interesting	study	showed	that	within	a	tumour,	cancer	stem	cells	
(CSCs)	have	a	reduced	content	of	H1.0,	which	correlates	with	patient	survival	[179].	Its	
low	 abundance	 at	 CSCs,	 its	 nucleolar	 distribution	 and	 its	 enrichment	 in	 specific	
repetitive	 sequences	 may	 show	 that	 H1.0	 is	 critical	 for	 the	 proper	 control	 of	
heterochromatic	 regions	 near	 nucleoli	 that	 when	 uncontrolled	 may	 lead	 to	 the	
activation	of	an	oncogenic	program.	Nevertheless,	what	is	the	specific	function	of	H1.0	
in	the	nucleolus	is	still	not	known	and	other	H1	variants	or	PTMs	have	been	related	to	
nucleoli	 as	well.	 Proteomic	 analysis	 of	 the	 T-cell	 nucleolus	 showed	 that	 other	 linker	
histone	 H1	 variants	 are	 also	 present,	 specifically	 H1.1,	 H1.2,	 H1.5	 and	 H1X	 [256].	
Moreover,	 interphase	 phosphorylated	 H1.4	 is	 enriched	 at	 active	 45S	 rDNA	 gene	
promoter	and	 is	 rapidly	 induced	by	steroid	hormone	treatment	 [257].	H1.2	and	H1.4	
phosphorylation	 is	 associated	 to	 RNA	 polymerase	 I	 activity	 and	 rRNA	 biogenesis.	
Besides,	 H1	 testis-specific	 variant	 H1T	 has	 been	 shown	 to	 be	 expressed	 in	 mESCs,	
cancer	and	some	somatic	normal	cells	and	 it	was	found	to	accumulate	at	nucleoli	by	
immunofluorescence	and	predominantly	targeted	rDNA	repeats	by	ChIP-Seq	[269].	

It	has	been	previously	reported	that	H1X	is	accumulated	at	nucleoli	at	the	cell	
cycle	G1-phase.	It	was	stated	that	the	differential	localization,	cell	cycle-dependent,	of	
H1X	 may	 provide	 a	 mechanism	 for	 controlling	 H1X	 activity	 by	 changing	 its	 nuclear	
subcompartment	localization	rather	than	a	controlled	turnover	of	protein	levels	[258,	
259].	Although	our	cells	are	not	cell	 cycle	synchronized,	by	 immunofluorescence	and	
cellular	 fractionation	 we	 also	 see	 an	 enrichment	 of	 H1X	 at	 nucleoli	 and	 nucleolar	
fraction,	 respectively.	 This	 H1X	 enrichment	 is	 smaller	 than	 H1.0	 by	 cellular	
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fractionation	and	at	rDNA	their	distribution	is	distinct,	being	H1X	mainly	found	at	the	

transcribed	45S	rDNA	and	H1.0	at	the	non-transcribed	spacer.		

How	replication-independent	H1	variants	are	recruited	to	nucleoli	and	which	is	

their	role	in	this	compartment	it	 is	still	not	known.	In	addition,	H1.0	and	H1X	are	not	

exclusively	 found	 at	 nucleolus	 and	 they	 are	 also	 frequently	 localized	 with	 other	

somatic	replication-dependent	H1	variants	genome-wide.	Further,	as	the	abundance	of	

linker	histone	H1	variants	greatly	varies	between	cell	types	and	through	development	

and	H1.0	is	restricted	to	differentiated	cells	it	is	tempting	to	speculate	that	replication-

independent	variants	may	have	distinct	functions	depending	on	cellular	context.	Thus,	

study	their	nucleolar	distribution	and	function	in	differentiated	cells	would	be	of	great	

interest.		

	

H1X	is	associated	with	actively	transcribed	chromatin	

Linker	 histone	 H1	 has	 classically	 been	 regarded	 as	 a	 mere	 structural	

component,	stabilising	and/or	maintaining	chromatin,	related	to	gene-repression	and	

intergenic	regions	where	a	more	compacted	DNA	is	found.	However,	as	explained,	new	

evidences	 are	 showing	 that	 histone	 H1	 variants	 have	 a	 more	 dynamic	 and	 gene-

specific	role	(See	Introduction,	2.2.	Linker	histone	H1	function).	
Intriguingly,	 we	 found	 a	 specific	 enrichment	 of	 H1X	 variant	 at	 actively	

transcribed	chromatin	in	T47D	breast	cancer	cells.	Specifically,	we	observed	that	H1X	is	

enriched	at	RNAPII	peaks,	accumulates	at	coding	regions,	mainly	at	exons	of	expressed	

genes	 (Chapter	 I,	 Figures	 4	 and	 5).	 Nevertheless,	 this	 enrichment	 is	 not	 seen	 at	

promoter	regions	where	the	typical	“H1	valley”	at	TSS	is	observed	for	all	H1	variants.	In	

this	regard,	H1X	colocalization	with	RNAPII	might	be	related	to	the	elongation	process,	

suggested	by	 it	 enrichment	 towards	 the	3’	end.	Or,	 secondly,	 to	 splicing	as	 it	occurs	

cotranscriptionally	and	we	do	see	that	H1X	is	enriched	at	exons,	especially	at	included	

alternatively	spliced	exons	(ASEs)	and	retained	introns.	

H1X	 was	 firstly	 discovered	 as	 an	 interacting	 partner	 of	 the	 WD40	 repeat	 of	

TFIID,	a	critical	transcription	factor	for	the	establishment	of	the	pre-initiation	complex	

of	RNAPII	 [259].	Unluckily,	 their	association	was	not	explored	 functionally	and	might	

be	 related	 to	 our	 findings.	 Indeed,	 other	 linker	 histone	 H1	 variants	 have	 been	

associated	 to	 the	 transcription	 elongation	 process	 [208].	 In	 HeLa	 cell	 line,	 H1.2	was	

found	to	stably	interact	with	Cul4A	E3	ubiquitin	ligase,	PAF1	elongation	complexes	and	

serine	2	phosphorylated	RNAPII,	potentiating	transcription	elongation	via	induction	of	

H4K31ubiquitylation,	 H3K4me3	 and	 H3K79me3.	 Interestingly,	 this	 H1.2	 association	

with	elongation	cannot	be	specifically	attributed	to	H1.2	as	WDR5,	another	substrate	

adaptor	of	 the	Cul4	E3	 ligase,	was	co-purified	with	six	 linker	histone	H1	variants	and	
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H1X	was	not	included	in	the	analyses.	Thus,	we	cannot	exclude	a	similar	H1X	function	
in	 T47D	 cell	 line	 similar	 to	 the	 aforementioned	 H1.2	 association	 in	 HeLa	 cell	 line,	
regulating	transcriptional	elongation.		

In	 addition	 to	 elongation,	 H1X	 may	 be	 related	 to	 the	 splicing	 process.	 H1X	
pattern	 along	 the	 coding	 regions	 resembles	H3K36me3	distribution,	which	 has	 been	
involved	 in	 defining	 exons	 and	 in	 regulating	 alternatively	 splicing	 events.	 Exons	 are	
enriched	 in	 nucleosomes	 in	 general	 and	 they	 contain	 certain	 core	 histone	
modifications,	 including	 H3K79,	 H4K20	 and	 especially	 H3K36me3	 [260].	 Apart	 from	
defining	 exons,	 H3K36me3	 have	 been	 shown	 to	 directly	 control	 alternative	 splicing	
events,	as	an	overexpression	of	its	methyltransferase	(SET2)	leads	to	different	splicing	
outcomes	 [46].	 Similar	 to	 H3K36me3,	 we	 observed	 an	 H1X	 enrichment	 in	 exons	
compared	to	introns	and	even	higher	at	included	ASE	and	retained	introns	(Chapter	I,	
Figure	5).	Further	experiments	are	needed	to	determine	how	H1X	 influences	splicing	
events,	 directly	 interacting	 with	 splicing	 machinery	 or	 H3K36me3.	 In	 addition,	 H1X	
might	modulate	RNAPII	 kinetics	 along	 the	 coding	 regions,	which	has	been	proved	 to	
influence	splicing	outcomes	(See	Introduction,	1.5.	Chromatin	and	splicing).		

In	 IMR90	 human	 lung	 fibroblasts,	 the	 genomic	 distribution	 of	 replication-
dependent	 somatic	 H1	 variants	 (H1.1	 to	 H1.5)	 showed	 no	 differences	 at	 exons	
compared	 to	 introns,	 although	 a	 more	 variable	 binding	 at	 exons	 is	 observed	 [217].	
Unfortunately,	 replication-independent	variants	 (H1.0	and	H1X)	were	not	 included	 in	
this	study	and	they	might	have	a	distinct	distribution,	especially	H1X	at	coding	regions	
similar	to	our	results	in	T47D	breast	cancer	cells.		

	

Regarding	 CpG	 islands,	 we	 have	 shown	 that	 H1	 variants	 distribution	 is	
heterogeneous,	 being	 replication-independent	 variants	 (H1.0	 and	 H1X)	 clearly	
overrepresented	in	contrast	to	other	studied	H1	variants,	which	are	underrepresented	
(Chapter	 I,	 Figures	 6A	 and	 6B).	 It	 could	 be	 hypothesised	 that	 as	 replication-
independent	 variants	 are	 replacing	 other	 H1	 variants	 in	 a	 cell-specific	 manner,	 this	
enrichment	 at	 CpG	 might	 be	 showing	 their	 specific	 regulatory	 roles.	 Further,	 CpG	
islands	 overlapping	 H1-depleted	 islands	 are	 hypomethylated,	 in	 agreement	 with	 a	
general	 H1	 function	 in	 repressive	 chromatin.	 However,	 when	 assessing	 those	 CpG	
islands	overlapping	H1-enriched	islands,	H1X	peaks	coincide	with	hypomethylated	CpG	
islands,	 again	 relating	 H1X	 to	 active	 transcription	 at	 these	 regulatory	 elements.	 In	
agreement,	as	we	have	previously	reported	H1.2	 is	 the	variant	 that	better	correlates	
with	 gene	 repression	 (Appendix	 I),	 H1.2-enriched	 islands	 overlapping	 CpG	 coincide	
with	a	more	hypermethylated	status	and	thus,	repressive	chromatin	states.	
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It	 is	 known	 that	 in	 cancer,	 a	 global	 genome-wide	 DNA	 hypomethylation	 is	

observed	 at	 intergenic	 regions	 and	 particular	 promoter	 regions	 are	 locally	

hypermethylated,	 some	 of	 them	 leading	 to	 the	 repression	 of	 tumour	 suppressor	

genes.	Ruike	et	al.	analysed	those	hyper-	and	hypomethylated	regions	in	T47D	cancer	

cells	 compared	 to	 normal	mammary	 epithelial	 cells	 [261]	 and	we	have	 analysed	 the	

distribution	 of	H1	 variants	 at	 those	 defined	 regions	 (Chapter	 I,	 Figure	 6C).	H1.2	was	
found	 enriched	 at	 hypomethylated	 regions	 in	 agreement	 with	 an	 intergenic	 H1.2	

enrichment	 (Appendix	 I)	 and,	 as	 said,	 a	 genome-wide	 hypomethylation	 in	 cancer.	

Instead,	 replication-independent	 variants	 (H1.0	 and	 H1X)	 were	 found	 enriched	 at	

hypermethylated	regions	and	depleted	 from	hypomethylated	ones	 in	contrast	 to	 the	

other	studied	H1	variants	(H1.2	and	H1.4).	However,	our	results	in	breast	cancer	cells	

need	to	be	further	explored	to	determine	if	co-localization	of	histone	H1	variants	with	

DNA	methylation	changes	during	cancer	are	due	to	a	shared	chromatin	environment	

or	 to	 a	 direct	 cross-talk	 between	 two	 epigenetic	mechanisms	 both	 highly	 altered	 in	

cancer	 [179,	 180].	 Indeed,	 in	 mice	 ESCs,	 Yang	 et	 al.	 demonstrated	 that	 DNA	

methyltransferases	DNMT1	and	DNMT3B	specifically	 interact	with	 some	H1	variants,	

which	promote	methylation	of	imprinted	genes	[210].		
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A	summary	of	all	genomic	 features	with	a	particular	 linker	histone	H1	variant	
distribution	in	T47D	breast	cancer	cell	line	is	shown	in	Table	7.	Furthermore,	a	review	
of	 the	 specificities	 and	 genomics	 distribution	 of	 somatic	 mammalian	 histone	 H1	
variants	is	included	in	Appendix	II.	

	

	
FEATURE	 H1.2	 H1.4,	H1.0,	H1X	
	 	 	 	

Presence	at	promoter/TSS	 Active	Genes	 no	 no	

	
Inactive	Genes	 no	 yes	

Coincidence	with	Nuc+1	 no	 yes	
Depletion	at	TTS	 no	 yes	
Presence	at	enhancers	and	insulators	 no	 no	
Coincidence	with	repressive	core	histone	PTMs	 yes	 no	
Negative	correlation	with	gene	expression	 yes	 medium	
Coincidence	with	high	GC	content	 no	 yes	
Coincidence	with	CpG	 no	 yes	
Coincidence	with	LADs	 yes	 no	
Enriched	regions	 intergenic	 genes	and	promoters	
Abundance	at	gene-rich	chromosomes	 no	 yes	
Abundance	at	gene-poor	chromosomes	 yes	 no	
	 	 	

FEATURE	 H1X	 H1.2,	H1.4,	H1.0	
	 	 	

Coincidence	with	RNAPII	binding	sites	 yes	 no	
Methylation	state	of	H1-enriched	CpG	islands	 medium	 highest	
Enrichment	at	active	coding	regions	(towards	3'	
end)	 yes	 no	

Enriched	at	included	exons	and	retained	introns	 yes	 no	
Enriched	at	short	(exon-rich)	genes	 yes	 no	
	 	 	 	

FEATURE	 H1.0	 H1.2,	H1.4,	H1X																						
	 	 	

Enrichment	at	NADs	 yes	 no	
Abundance	at	NAD-rich	chromosomes	 yes	 no	
Abundance	at	rDNA	and	specific	repetitive	elements	 yes	 no	
Enrichment	at	nucleoli	 yes	 no	

	

	

	

	

	

	

	

	

	

Table	7.	Genomic	features	found	specifically	enriched	in	a	particular	linker	histone	H1	
variant	in	T47D	breast	cancer	cell	line.		
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Histone	H1	depletion	alters	gene	expression	through	an	unknown	mechanism	

Linker	 histone	H1	has	 classically	 been	 regarded	 as	 a	 structural	 component	 of	
chromatin	but	we	have	previously	reported	that	a	small	subset	 (1-2%	transcriptome)	
of	genes	is	differentially	expressed	(DE)	upon	single	H1	variant	KD	[92].	The	subset	of	
DE	genes	was	variant-specific	with	no	special	differences	in	the	proportion	of	up-	and	
down-regulated	genes	(Chapter	 II,	Supplementary	Table	2).	 In	addition,	when	several	
H1	variants	were	depleted	simultaneously,	a	bigger	number	of	genes	are	deregulated	
(10%	transcriptome).	 In	multiple	H1	variants	depleted	cells	(H1.2	and	H1.4),	the	total	
H1	content	 is	 reduced	roughly	70%,	despite	an	H1.0	up-regulation	(Chapter	 II,	Figure	
1).	Although	higher	numbers	of	DE	genes	(1595)	are	observed	in	multiple	H1	depleted	
cells	 compared	 to	 single	H1	 KD,	we	 discard	 a	 global	 chromatin	 dysregulation	where	
massive	 transcription	 is	expected.	Thus,	our	 results	 in	 single	and	multiple	H1	variant	
depleted	cells	suggest	a	variant-specific	role	in	transcription.		

	

Considering	 the	 specific	 distribution	 of	 H1X	 at	 actively	 transcribed	 chromatin	
(See	Discussion,	H1X	 is	 associated	with	actively	 transcribed	 chromatin)	and	 that	H1X	
was	missing	 in	 our	 previous	 analysis	 [92],	we	 set	 to	 analyse	 transcriptional	 changes	
upon	 H1X	 single	 KD.	 The	 proportion	 of	 up-	 and	 down-regulated	 genes	 (149	 and	 45	
genes,	respectively)	upon	H1X	did	not	reflect	its	abundance	at	active	chromatin.	Next,	
we	analysed	H1	variants	abundance	at	promoters	and	gene	bodies	of	DE	genes	upon	
H1X	 KD.	 DE	 genes	 did	 not	 show	 a	 specific	 H1X	 enrichment	 at	 promoter	 (Chapter	 I,	
Figure	 8C).	 Indeed,	 other	 studied	 H1	 variants	 were	 present	 at	 similar	 levels	 with	 a	
rather	global	H1	depletion.		

Moreover,	 regarding	 H1X	 enrichment	 at	 coding	 regions,	 we	 analysed	 gene	
bodies	of	DE	genes	upon	H1X	KD.	The	observed	H1X	content	at	exons	and	introns	did	
not	show	a	specific	H1X	enrichment	(Chapter	I,	Figure	8D).	Further,	at	gene	bodies	of	
up-regulated	 genes	 in	 single	 H1X	 KD	 cells,	 a	 general	 low	 H1	 content	 was	 observed	
(Figure	24).	And,	we	were	not	able	to	see	a	specific	H1X	enrichment	or	depletion	at	up-	
nor	down-regulated	genes,	compared	to	other	H1	variants	(Figure	24B).	
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Figure	24.	Abundance	 of	H1X	enriched	 or	depleted	 islands	within	DE	 genes	 (up-	
and	down-regulated)	in	single	H1X	KD	cells.	(A)	Frequency	of	the	abundance	of	H1X	
enriched	or	depleted	islands	within	the	transcriptome	(1000	permutations,	samples	
containing	 the	same	number	of	genes).	The	p-value	indicated	was	computed	as	the	
fraction	of	times	 the	difference	between	the	mean	and	 the	random	sample	is	equal	
or	more	extreme	 than	 the	observed	difference	between	the	mean	and	 the	group	of	
differentially	expressed	genes.	(B)	p-values	computed	as	in	(A)	for	the	abundance	of	
all	H1	enriched	or	depleted	islands	in	H1X	KD	up-	and	down-regulated	genes.		
p-values	<	0.01	are	marked	with	red	asterisks.	
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Furthermore,	stated	as	data	not	shown	in	the	publication	and	showed	here	in	

Figure	25,	genes	up-regulated	with	higher	 fold-changes,	upon	H1X	depletion,	did	not	

gain	 the	 canonical	 activation	 core	 histone	 PTM	 (H3K4me3).	 Besides,	 up-regulated	

genes	did	not	change	H1.2	abundance	at	promoter	regions,	suggesting	that	although	

present,	other	histone	H1	do	not	form	the	“H1	valley”	seen	in	active	genes,	upon	H1X	

depletion	(Chapter	I,	Figure	8).	

	

	

	

	

How	those	genes	get	up-regulated	upon	single	H1X	KD	 independently	of	core	

histone	PTMs	remains	unsolved.	One	possibility	could	be	that	H1X	is	influencing	other	

aspects	 of	 gene	 expression	 such	 as	 elongation	 or	 splicing.	 There	 is	 no	 doubt	 that	

further	 experiments	 are	 needed	 to	 explore	 this	 unknown	 mechanism	 of	 gene	

activation	 when	 depleting	 H1X	 protein	 levels	 that	 in	 our	 hands	 seems	 to	 be	

independent	of	core	histone	PTMs.		

	

As	 mentioned,	 in	 multiple	 H1	 depleted	 cells,	 the	 number	 of	 up-	 and	 down-	

regulated	 genes	 (732	 and	 863,	 respectively)	 does	 not	 reflect	 a	 massive	 increase	 in	

transcription	(Chapter	II,	Figure	2B).	Interestingly,	upon	reducing	the	H1	content	a	70%	
in	multiH1	depleted	cells,	core	histone	levels	and	binding	remained	clearly	unchanged.	

ChIP-qPCR	experiments	in	genic	and	intergenic	regions	showed	that	core	histones	H3	

Control	genes Up-regulated	genes 
H1X	KD 

Figure	25.	 H1X	 and	 H3K4me3	 abundance	 at	 up-regulated	 gene	 promoters	 upon	
H1X	 KD.	 ChIP-qPCR	 on	 up-regulated	 genes	 and	 control	 genes	 that	 did	 not	 change	
their	expression	(silent:	OCT4	and	NANOG,	and	active:	MYC	and	PSMB4)	upon	H1X	
KD.		
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and	H4	are	clearly	present.	Further,	multiH1	depleted	chromatin	extracts	(normalized	

by	DNA	content)	showed	no	changes	in	core	histone	binding	levels	(Chapter	II,	Figure	
6C).	 Furthermore,	 global	 H3	 acetylation	 marking	 active	 transcription	 and	 repressive	

PTMs	 (H3K9me3,	 H3K27me2)	 remain	 globally	 unchanged.	 Moreover,	 repetitive	

elements,	with	an	increased	transcription	upon	multiH1	KD,	neither	showed	changes	in	

core	histone	PTMs	(Chapter	II,	Figure	6A).	

However,	 assay	 for	 transposase-accessible	 chromatin	 coupled	 to	 high	

throughput	 sequencing	 (ATAC-Seq)	 in	 multiH1	 KD	 cells	 showed	 a	 genome-wide	

chromatin	 opening.	 But,	 we	 were	 not	 able	 to	 see	 specific	 changes	 in	 nucleosome	

accessibility	 at	 up-	 and	 down-regulated	 genes	 compared	 to	 unaltered	 genes	 with	

similar	basal	expression	(Chapter	II,	Figures	7A	and	7B).		

	

Hence,	 our	 results	 in	 breast	 cancer	 cells	 show	 a	 similar	 mechanism	 of	 gene	

induction	independent	of	core	histone	PTMs,	in	single	H1X	and	multiH1	depleted	cells	

(Figure	25	and	Chapter	II,	Figure	6A).	Additionally,	up-regulated	genes	upon	single	H1X	
and	 multiH1	 (H1.2	 and	 H1.4)	 depletion	 do	 not	 show	 a	 specific	 H1X	 and	 H1.2	

enrichment,	 respectively	 (Figures	 24	 and	 Chapter	 II,	 Supplementary	 Figure	 7E).	

Intriguingly,	 despite	 a	 global	 increase	 in	 chromatin	 accessibility	 in	multiH1	 depleted	

cells,	we	were	not	 able	 to	 see	 specific	 nucleosome	 changes	 at	DE	 genes	 (Chapter	 II,	
Figure	7B).		

Similar	results	were	obtained	in	in	vitro	transformed	fibroblasts,	depleted	from	

H1.0	 [179].	 Assessed	 by	 FAIRE-Seq	 an	 altered	 nucleosome	 occupancy	 is	 induced	 by	

H1.0	 loss	and	mapping	of	H3K27ac	and	H3K27me3	by	ChIP-Seq	 indicated	 that	 it	was	

uncoupled	from	changes	in	core	histone	PTMs.	However,	other	studies	have	reported	

a	direct	cross-talk	between	core	histone	PTMs	and	linker	histone	H1	in	different	cells.	

Specifically,	 in	 other	 breast	 cancer	 cells	 (MCF7)	 it	 was	 observed	 that	 H1.2	 gets	

recruited	 to	 distinct	 chromatin	 regions	 in	 a	 manner	 dependent	 on	 EZH2-mediated	

H3K27me3,	 and	 inhibits	 transcription	 of	 multiple	 growth	 suppressive	 genes	 [207].	

However,	in	293T	cell	line,	the	same	group	showed	H1.2	acting	as	a	gene	activator	by	

directly	 interacting	 with	 elongation	 complexes	 and	 serine	 2	 phosphorylated	 RNAPII,	

inducing	 H3K4me3	 among	 others	 core	 histone	 PTMs	 [208].	 Certainly,	 the	 cross-talk	

between	 core	 histone	 PTMs	 and	 linker	 histone	 H1	 variants	 needs	 to	 be	 deeply	

explored	 to	analyse	direct	or	 indirect	consequences	of	 linker	histone	H1	presence	at	

promoter	regions	in	different	cells.		
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Disruption	 of	 specific	 transcription	 factors	 binding,	 that	 might	 be	 variant-
specific	or	depending	on	H1	PTMs	might	be	sufficient	to	alter	gene	expression	in	a	core	
histone	PTMs-independent	manner.		

Another	 explanation	 of	 this	 activation	 mechanism	 seen	 upon	 histone	 H1	
depletion	could	be	changes	in	chromatin	structure	that	creates	an	environment	which	
facilitates	 machinery	 recruitment,	 independently	 of	 specific	 H1	 interactions.	
Intriguingly,	 BLACK	 chromatin,	 which	 covers	 a	 48%	 of	 Drosophila	 melanogaster	
genome,	assessed	by	Filion	et	al.	shows	a	lack	of	classical	heterochromatic	marks,	no	
active	 core	 histone	 PTMs	 (H3K4me3	 and	 H3K79me2)	 and	 an	 extremely	 low	
transcription	 [25].	 Linker	histone	H1	was	 instead	clearly	present	 together	with	 lamin	
among	 other	 proteins.	 And,	 we	 observed	 an	 H1.2	 variant	 enrichment	 in	 lamin-
associated	 domains	 (LADs)	 in	 breast	 cancer	 cells.	 So,	 we	 cannot	 discard	 that	 a	
disorganized	 LADs	 structure,	 due	 to	 histone	 H1	 depletion,	 is	 responsible	 of	 this	
unknown	mechanism	of	gene	activation	in	multiH1	KD	cells.		

Topologically	 associated-domains	 (TADs)	 have	 been	 shown	 to	 modulate	
transcriptional	 environment	 by	 long-	 and	 short-range	 DNA	 interactions	 (See	
Introduction,	1.4.	Chromatin	spatial	organization).	As	explained,	TADs	boundaries	were	
found	mainly	unchanged	in	triple	KO	mice	ESC	and	only	a	small	number	of	new	long-
range	interaction	were	observed	[102].	Large	epigenetic	changes	were	observed	within	
gene-dense	TADs	but	those	may	reflect	 indirect	effects	of	a	 long-term	50%	reduction	
of	the	H1	content.	Specifically,	an	increase	in	marks	of	active	promoters	and	potential	
enhancers	 (H3K4me3	 and	 H3K4me1)	 is	 observed	 together	 with	 a	 gain	 in	 DNA	
accessibility,	 assessed	 by	 DNase	 treatment.	 Intriguingly,	 no	 changes	 in	 repressive	
heterochromatic	marks	(H3K9me3	and	H3K27me3)	is	seen.	As	our	H1	variants	(single	
and	multiple)	 KD	 experiments	 are	 inducible	 and	 depletion	 is	 assessed	 in	 short	 time	
periods	 (6	 days),	we	 cannot	 discard	 that	 the	 induced	 genic	 transcription	 is	 due	 to	 a	
disruption	 of	 TADs	 structure	 and/or	 distribution	 that	 cellular	 mechanisms	 cannot	
rapidly	solve.		

Among	other	consequences,	TADs	disruption	leads	to	new	enhancer-promoter	
interactions	 that	may	explain	 the	small	 subset	of	DE	genes	 in	single	and	multiple	H1	
KD.	 It	 is	 also	 tempting	 to	 speculate	 that	 specific	 H1	 variants	 might	 be	 repressing	
specific	 enhancer	 regions	 independently	 of	 it	 3D	 chromatin	 organization.	 Among	
enhancers,	 other	 regulatory	 elements	 are	 shown	 to	 modulate	 specifically	 gene	
transcription	through	its	expression:	non-coding	RNA	(ncRNAs).	Indeed,	H1X	was	found	
enriched	 at	 two	 types	 of	 ncRNAs,	 microRNA	 (miRNA)	 and	 small	 nucleolar	 RNA	
(snoRNA)	(Chapter	I,	Figure	2B),	which	are	frequently	found	in	introns	[274,	275].	The	
specific	H1X	distribution	along	active	genic	regions	(See	Discussion,	H1X	is	associated	
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with	actively	transcribed	chromatin)	and	its	relative	enrichment	in	intronic-regulatory	
elements,	such	as	miRNA	and	snoRNA,	needs	to	be	further	explored.		

	

To	wrap	up,	our	results	 in	breast	cancer	cell	 line	point	to	specific	 functions	of	
linker	 histone	 H1	 variants	 in	 activating	 gene	 expression.	 Transcription	 is	 induced	
independently	of	 their	abundance	at	differentially	expressed	genes	and	core	histone	
post-translational	 modifications.	 We	 were	 able	 to	 show	 that	 multiple	 H1	 depletion	
leads	to	a	gain	in	nucleosome	accessibility	genome-wide	that	does	not	fully	correspond	
to	transcriptional	changes	at	genic	regions.		

Although	just	a	mere	“open”	chromatin	might	facilitate	machinery	recruitment	
independently	 of	 histone	 H1	 variants,	 appealing	 possibilities	 appear	 for	 this	 gene	
activation	 mechanism	 upon	 H1	 depletion.	 As	 follows,	 disruption	 of	 H1	 variants	
interacting	with	 particular	 transcription	 factors	might	 explain	 our	 results.	 In	 nuclear	
domains	such	as	lamin-	and	nucleolus-associated	domains	(LADs	and	NADs)	we	could	
observe	 a	H1.2	 and	H1.0	 enrichment,	 respectively.	 If	 nuclear	 domains	 such	 as	NADs	
and	 LADs	 are	 disorganized	 upon	 histone	H1	 depletion	 needs	 to	 be	 further	 explored	
together	with	other	unexplored	nuclear	domains	 like	 topological-associated	domains	
(TADs).	 Beyond	promoter	 regions	where	 histone	H1	 content,	 especially	H1.2,	 clearly	
correlates	 with	 gene	 repression,	 other	 transcriptional-related	 processes	 might	 be	
modulated	 by	 linker	 histone	 H1	 variants.	 Our	 results	 of	 H1X	 distribution	 at	 coding	
regions	 points	 to	 elongation	 and	 splicing.	 Besides,	 another	 appealing	 possibility	 is	
regulation	 of	 specific-regulatory	 elements	 like	 enhancers	 and	 non-coding	 RNAs	 by	
specific	histone	H1	variants.		

	

Multiple	H1	variant	depletion	triggers	activation	of	an	interferon	response	

Interestingly,	single	H1	variant	KD	unable	cell	growth	to	some	extent	but,	upon	
multiple	H1	variants	depletion,	more	drastic	effects	on	cell	proliferation	are	observed	
(Chapter	 II,	Figure	1F).	The	majority	of	DE	genes	(36%)	 in	multiH1	KD	cells	and	those	
with	a	higher	induction	(fold-changes	from	180	to	2)	are	related	to	the	interferon	(IFN)	
response	(Chapter	II,	Figure	2C),	named	interferon-stimulated	genes	(ISGs),	which	may	
trigger	 those	 anti-proliferative	 effects.	 ISGs	 induction	 in	 multiH1	 KD	 cells	 was	
confirmed	 by	 RT-qPCR	 and	 time	 course	 experiments.	 Furthermore,	 removal	 of	
doxycycline	 after	 3	 days,	which	 leads	 to	 a	 reactivation	 of	 H1.2	 and	 H1.4	 expression	
allowed	 reversion	 of	 ISGs	 expression,	 showing	 a	 great	 correlation	 between	 H1	
depletion	and	ISGs	induction	(Chapter	II,	Figure	3).	
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In	order	to	understand	how	multiH1	depletion	induced	expression	of	ISGs,	we	
analysed	 their	 H1	 variant	 content	 at	 promoters	 and	 coding	 regions.	 Genes	 up-
regulated	showed	an	increased	H1	content	at	promoter	and	coding	regions	compared	
to	 down-regulated	 genes.	 Nevertheless,	 up-regulated	 genes	 are	 expressed	 at	 lower	
levels,	 in	 basal	 conditions,	 than	 down-regulated	 ones.	 Further,	 we	 have	 previously	
reported	 that	 H1	 content	 at	 promoters	 and	 coding	 regions	 greatly	 correlates	 with	
expression	levels	of	those	genes	(Appendix	I).	Thus,	the	differences	in	the	H1	content	
observed	 between	 up-	 and	 down-regulated	 genes	 correspond	 to	 their	 basal	 gene	
expression	 (Chapter	 II,	 Supplementary	 Figure	 7A	 and	 7B).	 In	 addition,	 we	 could	 not	
observe	a	variant-specific	enrichment	at	 ISGs	at	gene	body,	nor	at	promoter	 regions	
(Chapter	II,	Figures	6	and	Supplementary	7C	and	7D).	So,	we	discard	a	specific	H1	role	
in	ISGs	repression.		

Indeed,	interferon	is	secreted	extracellularly	in	multiH1	depleted	cells.	As	well,	
chemical	or	shRNA	inhibition	of	IFN-signalling	intermediates	inhibits	ISGs	transcription	
(Chapter	II,	Figure	4).	Further,	the	fold-changes	observed	upon	multiH1	KD	in	ISGs	and	
those	observed	 in	 interferon	 treatments	 correlate	 to	 some	extent	 (Chapter	 II,	 Figure	
2D).		One	report	described	a	H1-specific	role	in	ISGs	transcription	[98]	but	our	results	
in	breast	 cancer	 cells	point	 to	a	normal	 interferon	 response	due	 to	multiH1	variants	
depletion.		

	

ISGs	transcription	in	multiH1	depleted	cells	is	achieved	without	changes	in	core	
histone	 PTMs	neither	 active	 such	 as	H3	 and	H4	 total	 acetylation	 and	H3K4me3,	 nor	
repressive	(H3K9me3,	H4K20me3	and	H3K27me3)	(Chapter	II,	Figure	6D).	Although	no	
changes	 in	 core	histone	PTMs	are	also	observed	 in	up-regulated	genes	 in	 single	H1X	
KD,	we	believe	that	ISGs	are	genes	that	respond	rapidly	to	stimulus,	independently	of	
changes	in	core	histone	PTMs.	When	analysing	the	core	histone	PTMs	at	ISGs	we	could	
observe	significant	amounts	of	H3K4me3	at	their	promoter	under	basal	conditions	 in	
publicly	available	data	from	UCSC	browser	in	several	cell	 lines.	Although	core	histone	
PTMs	are	present	at	promoter	regions,	upon	multiH1	KD,	ISGs	get	transcribed	without	
changes	in	core	histone	PTMs.	Certainly,	if	ISGs	change	their	core	histone	PTMs	upon	
IFN	 treatment	 needs	 to	 be	 further	 addressed.	 However,	 developmentally	 regulated	
genes,	 which	 also	 respond	 rapidly	 to	 stimulus	 do	 not	 contain	 core	 histone	 PTMs	 at	
their	promoter	regions	[13].	During	development,	those	genes	get	transcribed	and	no	
changes	 in	core	histone	PTMs	are	observed,	 similar	 to	our	 results.	Those	 results	and	
ours	break	the	notion	that	a	direct	relationship	exists	between	changes	of	core	histone	
PTMs	 and	 gene	 transcription	 in	 specific	 genes.	 Rather	 than	 epigenetic	mechanisms,	
transcription	factors	recruitment	and	RNAPII	activation	might	play	predominant	roles	
in	these	contexts.		
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Next,	we	 seek	 to	 analyse	 variant-specific	 roles	 in	 ISGs	 induction.	Multiple	H1	
depletion	 is	 achieved	 by	 one	 inducible	 shRNA	 targeting	 several	 H1	 variants	mRNAs,	
specifically	H1.2-H1.5.	Nevertheless,	reduced	protein	levels	are	only	seen	for	H1.2	and	
H1.4.	 The	 fact	 that	 there	 is	 little	 overlap	 between	 genes	 deregulated	 upon	 H1.2	 or	
H1.4	single	KD	and	multiH1	KD	(Chapter	II,	Supplementary	Table	2)	lead	us	to	combine	
two	 specific	 shRNA	 for	H1.2	 and	H1.4	 KD	 to	 discard	 off-target	 effects.	On	 the	 other	
hand,	 double	 H1.2	 and	 H1.4	 KD	 induced	 ISGs	 transcription.	 Induction	 of	 ISGs	
transcription	was	not	observed	in	single	H1	variant	KD.	Next,	H1.5	inducible	shRNA	was	
introduced	 in	 single	H1.2	or	H1.4	KD	cells.	 Simultaneous	depletion	of	H1.2	and	H1.5	
induced	ISGs	transcription	although	to	a	much	lesser	extent	than	in	H1.2	and	H1.4	KD	
cells.	No	ISGs	transcription	was	observed	in	double	H1.5	and	H1.4	KD	cells,	suggesting	
that	H1.2	is	crucial	but	not	sufficient	to	induce	ISGs	transcription	in	T47D	breast	cancer	
cells.	 Despite,	 rescue	 experiments	 showed	 that	 single	 H1.2-4	 variant	 overexpression	
was	able	to	reduce	ISGs	induction	in	multiH1	KD	cells	(Chapter	II,	Figure	3).		

As	explained,	linker	histone	H1	variants	may	have	specific	functions	depending	
on	the	cellular	state	or	process	and	their	specific	variant	genomic	distribution	 is	also	
distinct.	 By	 analysing	 transcriptomic	 data	 in	 other	 breast	 cancer	 cells	 (MCF7)	 and	
normal	human	embryonic	kidney	cells	(293T)	depleted	from	H1.2	[207,	208],	we	were	
able	to	detect	an	unreported	induction	of	the	IFN	response	and	a	better	overlap	of	DE	
genes	with	our	multiH1	KD	than	with	single	H1.2	KD	in	T47D	breast	cancer	cells.	Thus,	
H1.2	 seems	 to	have	a	predominant	 role	 in	prompting	an	 IFN	 response.	 In	MCF7	and	
293T	 single	H1.2	KD	cells	 an	 IFN	 response	could	be	observed.	However,	 in	T47D	cell	
line,	H1.2	needs	to	be	combined	with	other	H1	variants,	especially	H1.4,	to	induce	an	
IFN	response.		

In	pancreatic	ductal	adenocarcinoma	(PDAC)	an	anti-viral	state,	seen	by	an	ISGs	
deregulation,	 segregates	 two	 molecular	 phenotypes	 [266].	 mRNA	 expression	 from	
eight	xenografted	primary	PDAC,	 three	primary	PDAC	bulk	 tissues,	 three	pancreatitis	
and	 three	 normal	 tissues	 was	 compared	 and	 the	 specific	 subset	 of	 ISGs	 dividing	
adenocarcinomas	in	two	molecular	phenotypes	was	indicated,	being	some	ISGs	up-	but	
also	down-regulated.	We	seek	to	analyse	linker	histone	H1	variant	expression	in	these	
datasets,	however	whole	microarray	 raw	data	was	not	available.	Thus,	expression	of	
those	ISGs,	together	with	linker	histone	H1	variants,	was	assessed	in	another	subset	of	
publically	 available	 pancreatic	 adenocarcinomas	 (GSE16515),	 which	 contains	 36	
tumours	 and	16	normal	pancreatic	 tissue	 samples	 [267].	 The	 classification	of	 groups	
depending	 on	 ISGs	 (defined	 by	Monssurrò	 et	 al.	 [266])	 expression	 succeeded	 in	 this	
new	data	set	of	pancreatic	adenocarcinomas	(Chapter	II,	Supplementary	Figure	8).	We	
were	 able	 to	 show	 that	 the	 group	 containing	 cancer	 samples	 with	 a	 higher	 ISGs	
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induction	has	a	significant	increase	in	replication-independent	variants	(H1.0	and	H1X)	
and	many	 replication-dependent	 variants	 are	 down-regulated	 (Chapter	 II,	 Figure	 8).	
These	results	are	similar	 to	ours	 in	T47D	cell	 line	where	an	 IFN	response	 is	 triggered	
upon	multiH1	replication-dependent	KD	(H1.2	and	H1.4).		

In	cancer	cells,	a	heterogeneous	dysregulation	in	H1	variants	levels	is	observed;	
in	general,	 cancer	cells	 show	a	higher	expression	of	H1	compared	to	healthy	 tissues.	
Colorectal	cancer	cells	show	a	particular	pattern,	being	H1.2	clearly	downregulated	in	
all	 tumour	samples	 (Introduction,	Figure	20)	 [180].	 In	this	regard,	we	seek	to	analyse	
ISGs	 induction	 in	colorectal	cancers	using	the	same	method	and	distinct	results	were	
obtained.	 Despite	 the	 loss	 of	 H1.2,	 ISGs	 transcription	 is	 not	 observed	 in	 accordance	
with	 single	H1.2	or	H1.4	KD	T47D	breast	 cancer	 cells.	 In	 fact,	different	 to	pancreatic	
cancer,	colorectal	cancer	samples	clustering	failed	to	show	a	subgroup	with	high	ISGs	
dysregulation.	Certainly,	if	the	IFN	response	seen	in	pancreatic	cancer	tissues	is	due	to	
an	 aberrant	 expression	 of	 multiple	 linker	 histone	 H1	 variants	 or	 due	 to	 an	 indirect	
effect	of	the	activation	of	the	oncogenic	program	needs	to	be	tightly	explored.	

	

To	 further	 understand	 how	 interferon	 response	 is	 triggered,	 we	 analysed	
possible	 pathways	 induced	 upon	 depletion	 of	 multiH1	 variants	 that	 prompted	 ISGs	
transcription.	Pathway	sensing	nucleic	acid	toxicity	due	to	increased	dsRNA,	mediated	
by	 RIG-I	 and	MDA5,	 is	 significantly	 induced	 (See	 Introduction,	 3.	 Interferon	 response	
and	chromatin).	In	contrast,	the	STING-mediated	pathway	which	is	prompted	upon	the	
presence	of	dsDNA	does	not,	suggesting	that	dsRNA	molecules	produced	upon	multiH1	
KD	might	 be	 triggering	 the	 IFN	 response.	 Concomitantly,	 KD	 experiments	 of	 dsRNA	
sensors	 (RIG-I	 and	 MDA5)	 and	 dsDNA	 sensors	 (STING)	 combined	 with	 multiH1	
depletion	 showed	 that	 STING	 unable	 IFN	 response	 to	 a	 less	 extent	 than	 RIG-I	 and	
MDA5	 (Chapter	 II,	 Figure	 4C).	 Interestingly,	 we	 were	 able	 to	 show	 the	 presence	 of	
cytoplasmic	 dsRNA	 and	 transcription	 of	 heterochromatic	 regions	 mainly	 repetitive	
elements,	which	might	be	sensed	by	cytoplasmic	receptors	and	sensors,	triggering	an	
innate	immune	response.	

	

Multiple	H1	variant	depletion	prompts	transcription	of	repetitive	elements	

Although	 new	 evidences	 are	 pointing	 to	 a	 more	 dynamic	 and	 gene-specific	
function	 for	 linker	 histone	 H1,	 its	 most	 well-known	 function	 is	 in	 heterochromatin	
establishment	and/or	maintenance	(See	Introduction,	2.2.	Linker	histone	H1	function).	
Together	 with	 DNA	 methylation,	 heterochromatin	 is	 a	 key	 player	 in	 repetitive	
elements	 silencing	 that	 when	 not	 properly	 controlled	 can	 lead	 to	 an	 aberrant	
expression	 of	 repetitive	 elements,	 triggering	 an	 IFN	 response	 and	 high	 rates	 of	
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mutations	and	chromosomal	rearrangement,	which	can	eventually	provoke	cell	death.	
We	were	able	 to	show	by	RT-qPCR	 that	heterochromatic	 repetitive	 regions	 including	
transposable	elements	 like	ERVs	and	satellites	 like	D4Z4	or	alpha	satellites	are	highly	
transcribed	 upon	 multiH1	 depletion.	 Also,	 the	 presence	 of	 cytoplasmic	 dsRNA	 is	
increased	and	intergenic	transcription	is	observed	in	RNA-Seq	data	(Chapter	II,	Figure	
5).	

	

Repetitive	elements	changed	to	a	more	open	chromatin	state	upon	multiH1	KD,	
assessed	by	ATAC-Seq	(Chapter	II,	Figure	7).	As	explained	for	DE	genes	in	H1X	depleted	
cells,	how	these	repetitive	elements	get	activated	upon	multi	H1	KD	is	one	remaining	
open	question	as	we	were	able	to	show	a	gain	in	DNA	accessibility	but	no	changes	in	
core	histone	PTMs	globally	nor	at	ISGs	promoters	nor	at	repetitive	elements	(Chapter	
II,	Figure	6).	A	main	component	of	heterochromatin,	HP1a	 (heterochromatin	protein	
1)	 was	 globally	 reduced	 in	 multiH1	 KD	 chromatin	 in	 agreement	 with	 a	 gain	 in	
nucleosome	 accessibility	 (Chapter	 II,	 Figure	 6C).	 As	 methylated	 H1.4K26	 has	 been	
shown	to	be	needed	in	its	recruitment	[149],	H1.4	depletion	could	have	an	impact	on	
chromatin-bound	 HP1a,	 potentially	 impacting	 heterochromatin	 integrity	 and	 repeat	
repression.	 Although	 it	 is	 worth	 mentioning,	 that	 we	 could	 not	 observe	 an	 IFN	
response	in	single	H1.4	KD	cells	

	

One	possibility	could	be	that	DNA	methylation	levels	at	repetitive	elements	are	
changed	and	a	direct	cause	of	its	transcriptional	activation.	Actually,	as	explained,	Yang	
et	 al.	 demonstrated	 that	 DNA	 methyltransferases	 DNMT1	 and	 DNMT3B	 specifically	
interact	 with	 some	 H1	 variants	 in	 mice	 [210]	 and	 several	 reports	 showed	 that	 a	
reduction	 in	DNA	methylation,	 by	 treatment	with	DNMT	 inhibitors	 such	 as	 5-aza-2’-
deoxycytidine	 (aza-dC),	 leads	 to	 endogenous	 retroviruses	 (ERVs)	 transcription	 and	
dsRNA	 formation,	 triggering	 an	 IFN	 response	 [241,	 242].	Upon	multiH1	 KD	 in	 breast	
cancer	cells,	 the	DNA	methylation	 levels	 remained	globally	unchanged	assessed	by	a	
genome-wide	 CpG	 array.	 Only	 six	 out	 of	 850.000	 studied	 CpG	 changed	 their	
methylation	level	and	their	associated	gene	did	not	change	its	expression.	Three	HERV-
K	elements	were	also	tested	by	bisulphite	PCR	and	no	changes	were	found.	Treatment	
with	 aza-dC	 for	 three	 days	 did	 not	 induced	 an	 IFN	 response	 and	 transcription	 of	
repetitive	 elements	 was	 heterogeneous	 although	 when	 combined	 with	 multiH1	 KD,	
enhanced	(Chapter	II,	Supplementary	Figure	9).	Thus,	our	results	suggest	that	in	T47D	
breast	 cancer	 cell	 line,	 linker	 histone	 H1	 is	 responsible	 for	 repetitive	 elements	
silencing,	independently	of	DNA	methylation.	
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Recently	 published	 results	 showed	 that	 depletion	 of	 the	 single	 somatic	 H1	
variant	in	Drosophila	melanogaster	(dH1)	leads	to	increased	levels	of	gH2Av	indicating	
DNA	 damage,	 specifically	 double-strand	 breaks	 (DSB),	 preferentially	 located	 at	
heterochromatic	 elements	 [265].	 They	 showed	 that	 dH1	 depletions	 leads	 to	 an	
abnormal	accumulation	 in	heterochromatin	of	DNA:RNA	hybrids	 (R-loops)	detectable	
in	G1-phase.	 In	humans,	H1	has	been	shown	to	couple	 initiation	and	amplification	of	
ubiquitin	signalling	after	DNA	damage	[155]	and	H1.2	to	specifically	 induce	apoptosis	
upon	DSB	in	a	p53-dependent	manner	[105].	We	cannot	discard	that	the	IFN	response	
seen	 in	human	multiH1	KD	 is	due	 to	DSB	and	DNA:RNA	hybrids	accumulation,	which	
can	also	trigger	an	 innate	 immune	response	(See	 Introduction,	3.	 Interferon	response	
and	chromatin)	and	are	also	modulated	by	linker	histone	H1.		

Besides,	one	of	the	interacting	partners	of	linker	histone	H1.2	is	DNA-PK	[206].	
Phosphorylation	 at	 T146	 by	 DNA-PK	 has	 been	 shown	 to	 modulate	 apoptosis	 by	
disrupting	 a	 complex	 containing	 H1.2	 and	 p53	 [129].	 In	 addition,	 DNA-PK	 has	 been	
shown	 to	 directly	 interact	 with	 STING	 and	 induce	 an	 IFN	 response	 upon	 DSB	
(Introduction,	Figure	22)	 [245].	We	could	not	observe	an	 induction	of	dsDNA	sensing	
pathways	neither	an	increase	in	DNA-PK	in	our	RNA-Seq	data	and	in	the	single	H1.2	KD	
an	IFN	response	is	not	prompted.	Thus,	we	believe	that	DNA-PK	does	not	play	a	major	
role	in	the	IFN	response	seen	upon	depletion	of	multiH1	variants.	

	

Another	 unsolved	 question	 is	 if	 the	 IFN	 response	 is	 due	 to	 transcription	 of	
several	repetitive	elements	or	only	because	of	one/some	of	them	with	great	induction.	
Upon	multiH1	 KD,	 from	 the	 repetitive	 elements	 tested,	 the	 one	with	 a	 higher	 fold-
change	 is	 satellite	 alpha	 (Chapter	 II,	 Figure	5).	As	 explained,	 satellite	 alpha	 is	mainly	
located	 at	 human	 centromeres	 and	 Maida	 et	 al.	 recently	 showed	 that	 their	
transcription,	together	with	other	transposons,	influenced	heterochromatin	formation	
at	centromeres	 [59].	 In	mice	 triple	KO	(TKO)	mice	of	 linker	histone	H1	variants	 (H1c,	
H1d	 and	 H1e;	 H1.2,	 H1.4	 and	 H1.3	 in	 human,	 respectively)	 produced	 an	 increased	
expression	 of	 major	 satellite	 repeats,	 mainly	 located	 at	 mice	 centromeres,	
independent	of	multiple	epigenetic	mark	and	DNA	methylation,	similar	to	our	obtained	
results	 in	 human	 [216].	 Satellite	 repeats	 cluster	 around	 centromeres,	 attract	
pericentromeric	 heterochromatin	 and	 aggregate	 into	nuclear	 chromocenters	 in	mice	
[264].	 In	 TKO	 mice,	 they	 also	 showed	 by	 FISH	 techniques	 that	 chromocenters	 are	
significantly	 clustered	 together	 resulting	 in	 a	 reduced	 number.	 These	 results	 in	 TKO	
mice	and	 the	high	expression	of	alpha	satellites	 seen	 in	our	 study,	using	multiH1	KD	
T47D	 breast	 cancer	 cell,	 needs	 to	 be	 further	 explored	 as	 we	 cannot	 discard	 the	
possibility	 that	 the	observed	 IFN	 response	 is	 sole	due	 to	alpha	 satellite	 transcription	
and/or	a	disorganized	centromere	establishment,	organization	or	maintenance.		
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Regarding	the	predominant	role	of	one	repetitive	element	in	triggering	an	IFN	
response	 in	multiH1	KD	 cells,	 one	 report	 analysing	 IRF1	and	STAT1	binding	genome-
wide	recently	showed	that	those	transcription	factors,	which	are	activated	by	IFN,	bind	
to	 transposable	 elements.	 CRISPR-Cas9	 deletion	 of	 a	 subset	 of	 these	 ERV	 elements	
impaired	 the	expression	of	 the	 adjacent	 ISG	and	 revealed	a	 regulatory	 role	of	 those	
elements	in	the	IFN	response.	It	was	stated	that	those	elements	constitute	a	dynamic	
reservoir	 of	 IFN-inducible	 enhancers.	Other	 reports	 (reviewed	 in	 [62])	 showed	other	
regulatory	 activities	 of	 transposable	 elements.	 Certainly,	 a	 deep	 screen	 of	 repetitive	
elements	is	needed	to	discard	indirect	effects	and	maybe	find	new	specific	regulatory	
functions	 of	 linker	 histone	 H1	 in	 these	 repetitive	 elements	 that,	 as	 recently	 shown,	
may	act	as	regulatory	enhancers.	

	

Enrichment	of	particular	H1	variants	at	repetitive	DNA	

Our	genome-wide	analysis	of	linker	histone	H1	variant	distribution	have	shown	
that	some	H1	variants	are	enriched	in	specific	repetitive	elements	compared	to	other	
linker	 histone	 H1	 variants,	 pointing	 to	 a	 possible	 variant-specific	 repression	
mechanism.	 Among	 telomeric	 and	 ACRO1	 satellites,	 a	 high	 abundance	 of	 H1.0	 was	
found	 in	 SINE-VNTR-Alu	 (SVA),	 a	 recently	 evolved,	 hominid-specific	 non-LTR	
retrotransposon	 (Chapter	 I,	 Figure	 2D).	 Together	 with	 other	 non-autonomous	 LTR-
retrotransposons	such	as	Alu,	SVA	retrotransposition	relay	 in	LINE1	machinery	acting	
in	trans.	The	several	thousand	copies	of	SVA	in	the	human	genome	are	relatively	small	
compared	with	500.000	copies	of	LINE1	and	1.100.000	copies	of	Alu.	However,	all	of	
them	have	been	found	active	 in	humans,	causing	complex	human	diseases	when	not	
properly	controlled	[271,	272].		

	

The	 specific	 enrichment	 of	 H1.0	 at	 SVA	 repetitive	 elements	 and	 their	 active	
transcription	 in	human	suggests	a	specific	 repression	mechanism	by	this	variant.	The	
role	 of	 H1.0	 in	 repressing	 repetitive	 elements	 is	 intriguingly.	 We	 have	 shown	 H1.0	
enrichment	at	specific	repetitive	elements	(SVA)	and	in	perinucleolar	heterochromatin,	
which	 is	 abundant	 in	 repetitive	 elements.	 As	 mentioned,	 H1.0	 is	 only	 found	 in	
differentiated	 cells	 where	 repression	 of	 repetitive	 elements	 is	 tightly	 controlled.	
Pluripotent	ESCs,	depleted	from	H1.0,	have	a	high	transcription	of	repetitive	elements	
without	deleterious	effects	[69].	And,	transcription	of	repetitive	elements	 is	naturally	
modulated	in	development	achieving	a	compete	repression	before	implantation	[251].	
During	 reprogramming	 to	pluripotency,	 an	uncontrolled	 transcription	of	 endogenous	
retroelements	 is	 observed	 and	 it	 is	 already	 known	 that	 H1.0	 depletion	 impairs	
differentiation	 [71,	 178].	 Indeed,	 H1.0	 promoter	 contains	 a	 bivalent	 domain	 of	
pluripotent	ESCs	and	histone	H1	variants	are	differentially	expressed	and	incorporated	
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through	reprogramming	to	induced	pluripotent	stem	cells	(iPSCs)	and	differentiation	of	

hESCs,	especially	H1.0	[178].	

It	 is	 thus,	 tempting	 to	 speculate	 that	 H1.0	 is	 specifically	 regulating	 repetitive	

elements	transcription	during	differentiation	as	happens	in	pluripotent	ESCs,	depleted	

of	 H1.0,	 where	 the	 H3.3	 variant	 is	 required	 for	 ERVs	 silencing	 [273].	 It	 is	 worth	

mentioning	H3.3	 inhibits	histone	H1	binding	keeping	diverse	genomic	site	 in	an	open	

chromatin	 state	 in	 Drosophila	 melanogaster	 [96].	 In	 this	 regard,	 interesting	 results	
were	obtained	when	overexpressing	H1(0)	 in	mice	 ESC.	 Like	H1c	 and	H1d	 (H1.2	 and	

H1.4	 in	 humans,	 respectively),	 overexpressed	 H1(0)	 was	 found	 enriched	 at	 major	

satellite	however,	other	repetitive	elements	 like	minor	satellites	and	LINEs	showed	a	

specific	H1(0)	enrichment	[216].	In	agreement,	LINE-1	and	other	retrotransposons	(like	

intracisternal	 A	 particle	 (IAP)	 family)	 are	 developmentally	 regulated	 [251].	 Further	

experiments	are	of	great	 interest	as	 low	expression	of	H1.0	has	been	described	as	a	

intratumour	marker	of	CSCs	and	a	main	feature	of	cancer	cells	is	its	genomic	instability,	

in	part	due	to	an	aberrant	expression	of	repetitive	elements	[179,	253,	272,	276].		

	

Multiple	H1	depletion	leads	to	increased	levels	of	H1.0	variant	that	depend	on	
core	histone	acetylation	

The	 only	 H1	 variant	 that	 is	 greatly	 up-regulated	 at	mRNA	 and	 protein	 levels	

upon	changing	the	levels	of	H1	variants	is	H1.0,	and	this	does	not	happen	for	the	other	

replication-independent	variant	H1X	(Chapter	II,	Figures	1C,	2A	and	6C).	Further,	other	
replication-independent	 variants	 repressed	 in	 these	 cells,	 like	 testis-specific	 H1T,	

neither	 change	 its	 expression	 (data	 not	 shown,	 RT-qPCR	 and	 RNA-Seq	 data).	 As	 we	

have	 previously	 reported	 [92],	 single	 H1	 variant	 depletion	 does	 not	 induce	 great	

changes	in	the	other	H1	variant	protein	levels	but	we	cannot	discard	redistribution.	It	

is	 worth	 mentioning	 that	 H1.0	 is	 not	 involved	 in	 the	 interferon	 response	 seen	 in	

multiH1	 depleted	 cells.	 Depletion	 of	 H1.0	 did	 not	 alter	 ISGs	 induction	 in	 multiH1	

depleted	cells.		

	

The	great	increase	of	H1.0	variant	in	multiH1	depleted	cells	lead	us	to	analyse	

by	ChIP-qPCR	core	histone	PTMs	in	the	promoter	region	of	the	gene	encoding	for	H1.0	

(H1F0)	(Chapter	II,	Figure	6A).	It	could	be	observed	that	under	normal	conditions,	H1.0	

locus	has	typical	features	of	an	active	gene	compared	to	repressed	genes	(NANOG)	or	

intergenic	sequences:	low	H1.2	content,	increase	of	H3K4me3,	H3	and	H4	acetylation	

and	reduced	levels	of	repressive	marks,	mainly	H3K9me3	and	H3K27me3	at	TSS.	Upon	

multiH1	depletion	a	specific	gain	in	H3	and	H4	acetylation	is	observed	at	TSS.	So,	H1.0	

promoter	is	regulated	by	histone	acetylation,	in	agreement	with	its	induction	by	HDAC	
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inhibitors	 like	 Trichostatin	 A	 (TSA)	 (Figure	 26).	 Apart	 from	 core	 histone	 acetylation,	
other	 tested	 active	 and	 repressive	 marks	 that	 rely	 in	 core	 histone	 methylation	 like	
H3K4me3	and	H3K9me3,	H3K27me	and	H4K20me3	did	not	change.		

Genes	of	 replication-dependent	 variants	 are	 clustered	 together	 in	 contrast	 to	
replication-independent	 (H1.0	 and	 H1X).	 In	 agreement	 with	 their	 localization,	 our	
results	show	a	different	promoter	regulation	in	replication-independent	variants	upon	
TSA	treatment.	

	

	

	
	

H1.0	and,	probably,	H1X	are	synthesised	independently	of	DNA	replication,	and	
accumulate	 in	 differentiated	 cells	 when	 cells	 stop	 proliferating	 may	 be	 replacing	
replication-dependent	 variants.	 In	 our	 hands,	 upon	 depletion	 of	 H1.2,	 H1.4	 or	
H1.2+H1.4	 variants	 we	 observed	 an	 induction	 of	 H1.0,	 which	 might	 be	 sensing	 H1	
levels	 (Chapter	 II,	 Figures	1A	and	2A).	Besides,	an	aberrant	proportion	of	histone	H1	
variants	has	been	observed	 in	different	 cancer	 types	and	 in	 cancer	 stem	cells	 (CSCs)	
within	 a	 tumour	 might	 have	 a	 reduced	 content	 of	 H1.0	 [179,	 180].	 Changes	 in	 H1	
variant	 levels,	 which	 are	 mainly	 sensed	 by	 H1.0	 variant	 in	 our	 hands	 need	 to	 be	
certainly	always	assessed	in	order	to	attribute	H1	variant-specific	roles.		

	

	

So,	 histone	 H1.0	 role	 in	 sensing	 H1	 levels,	 and	 its	 specific	 enrichment	 at	
nucleolar	 domains	 and	 SVA	 retrotransposons,	 in	 cellular	 processes	 such	 as	
differentiation,	reprogramming	and	cancer	are	still	unsolved	and	interesting	questions	
in	the	field	(See	Discussion,	H1.0	is	enriched	at	nucleolar	chromatin	and	Enrichment	of	
particular	H1	variants	at	repetitive	DNA).		 	

H1.0 H1.2 H1.3 H1.4 H1.5 H1X 

Figure	26.	mRNA	expression	 levels	of	somatic	 linker	histone	H1	variants	 in	T47D	
breast	cancer	cell	 line	treated	or	not	with	HDAC	inhibitor	Trichostatin	A	(TSA).	RT-
qPCR	 values	 are	 normalized	 to	 GAPDH	 expression	 relative	 to	 untreated	 cells	
indicated	as	fold	change.	
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In	 summary,	 replication-independent	 variants	 (H1.0	 and	 H1X)	 in	 T47D	 breast	 cancer	

cells	have	a	distinct	genomic	distribution	compared	to	the	other	studied	replication-dependents	

variants	 (H1.2	and	H1.4)	 (Chapter	 I).	H1.0	was	 found	enriched	at	nucleoli-associated	features	

such	as	NADs,	NORs	encoding	for	the	45S	rDNA,	specifically	at	non-transcribed	spacers	and	in	

5S	 rDNA.	 Specific	 repetitive	 sequences	 such	 as	 SINE-VNTR-Alu	 (SVA)	 retrotransposons	 and	

telomeric	and	ACRO1	satellites	showed	also	a	specific	enrichment	of	H1.0.	

In	contrast,	H1X	has	been	associated	to	actively	transcribed	chromatin	 indicated	by	a	

colocalization	with	 RNAPII-enriched	 regions	 and	 an	 enrichment	 towards	 the	 3’	 end	 of	 active	

genes.	 In	addition,	all	 coding	regions	 that	are	 included	 in	 the	 final	mRNA	(constitutive	exons,	

included	 ASE	 and	 retained	 introns)	 are	 enriched	 in	 H1X.	 Further,	 specific	 non-coding	 RNA	

(miRNA	and	snoRNA),	mainly	found	at	introns	showed	an	H1X	enrichment.	Our	results	point	to	

a	potential	 role	of	H1X	 in	elongation,	 splicing	or	non-coding	RNA	 regulation,	which	might	be	

prompting	gene	transcription	without	changes	in	core	histone	PTMs.		

	

Depletion	of	multiple	H1	 variants	 triggers	 an	 interferon	 response	due	 to	 an	aberrant	

transcription	 of	 repetitive	 elements	 seen	 by	 RT-qPCR,	 increase	 in	 cytoplasmic	 dsRNA	 and	

transcription	 of	 intergenic	 regions	 (Chapter	 II).	 Although	 H1.2	 and	 H1.4	 are	 critical	 in	 the	

observed	phenotype,	rescue	experiments	showed	redundant	functions	for	H1	variants	in	breast	

cancer	cells.	The	molecular	mechanism	that	leads	to	transcription	of	repetitive	elements	upon	

multiH1	KD,	as	happens	for	DE	genes	upon	single	or	multiH1	variants	KD,	is	still	unsolved.	We	

were	 able	 to	 show	 an	 increase	 in	 nucleosome	 accessibility	 genome-wide	 that	 did	 not	 fully	

correlate	with	transcriptional	changes,	and	core	histone	PTMs	remained	unchanged.		

	

Specific	molecular	mechanisms,	 involved	 in	 transcriptional	modulation,	 that	might	be	

regulated	by	a	particular	H1	variant	 (or	H1	variant	 combinations)	are	appealing	possibilities.	

Among	them,	establishment,	maintenance	or	organization	of	nuclear	domains	(LADs,	NADs	or	

TADs),	 chromosome	 structures	 (centromeres)	 or	 localised	 heterochromatin	 regions	

(transposons).	Beyond	promoters	where	histone	H1	content	 clearly	 correlate	with	 repression,	

other	 transcription-related	 processes	 might	 be	 regulated	 by	 specific	 H1	 variants.	 Processes	

influenced	by	RNAPII	(elongation	or	splicing)	and	other	regulatory	elements	(non-coding	RNAs	

or	enhancers)	need	to	be	certainly	explored	in	a	histone	H1	variant(s)	depletion	context.	

	

Upon	single	and	multiple	H1	variants	depletion,	H1.0	is	induced	in	a	regulated	manner	

that	may	 depend	 in	 histone	 acetylation,	 assessed	 by	 ChIP-qPCR	 at	 promoter	 regions	 and	 by	

treatments	 with	 histone	 deacetylase	 inhibitor	 (TSA).	 Further	 experiments	 are	 needed	 to	

elucidate	relocation	of	histone	replication-independent	H1	variants,	mainly	H1.0	upon	changing	

H1	stoichiometry	and	during	differentiation,	reprogramming	and	cancer.	
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Genomic	distribution	of	linker	histone	H1	variants	(ChIP-Seq)	shows	H1.2	is	the	
variant	 with	 a	 more	 particular	 distribution,	 being	 enriched	 at	 lamin-associated	
domains	(LADs)	and	at	GC-poor,	gene-poor	and	intergenic	regions.	Moreover,	H1.2	 is	
the	variant	that	better	correlates	with	gene	repression	at	promoter	and	coding	regions	
(Appendix	I).		

Further	 focus	 shows	 particularities	 for	 replication-independent	 variants	 H1.0	
and	H1X:	

	
1. H1.0	is	associated	with	nucleolar	domains	

a. H1.0	is	enriched	at	nucleolus-associated	domains	
b. H1.0	 is	 enriched	 at	 nucleolus	 organizer	 regions,	which	 contain	 the	

45S	ribosomal	DNA,	specifically	at	non-transcribed	spacers	
c. H1.0	is	enriched	at	5S	ribosomal	DNA	

	
2. H1.0	 is	 enriched	 at	 SINE-VNTR-Alu	 retrotransposon,	 ACRO1	 and	 telomeric	

satellites	compared	to	H1X,	H1.2	and	H1.4	
	
	

3. H1X	is	associated	with	actively	transcribed	chromatin	
a. H1X	is	the	H1	variant	that	better	colocalises	with	RNA	polymerase	II-

enriched	regions	
b. H1X	is	enriched	towards	the	3’	end	of	active	genes	
c. H1X	is	enriched	at	exons	compared	to	introns	
d. Included	 alternatively	 spliced	 exons	 and	 retained	 introns	 have	 a	

higher	H1X	content	than	constitutive	introns	and	exons	
e. H1X	 enriched-islands	 overlap	 with	 CpG	 islands	 is	 higher	 than	 for	

other	variants	
f. CpG	islands	enriched	in	H1X	are	hypomethylated	

	
4. H1X	is	enriched	at	micro	RNAs	and	small	nucleolar	RNAs	compared	to	H1.0,	

H1.2	and	H1.4	
	
	

	



CONCLUSIONS	
	

196	
	

	

Histone	 H1	 depletion	 triggers	 an	 interferon	 response	 in	 cancer	 cells	 via	

activation	of	heterochromatic	repeats:	

	

5. Multiple	H1	variants	depletion	triggers	an	interferon	response	

a. RNA-Seq	 data	 showed	 that	 36%	 of	 up-regulated	 genes	 are	

interferon-stimulated	genes		

b. Linker	 histone	 H1	 variants	 are	 not	 particularly	 enriched	 at	 coding	
region	and	promoters	of	interferon-stimulated	genes	

c. Histone	 H1	 content	 is	 inversely	 correlated	 with	 basal	 gene	

expression	

d. Gene	Ontology	and	motif	analyses	showed	enrichment	of	genes	that	

respond	to	IFN	type	I	signalling		

	

6. dsRNA	sensing	pathways	are	induced	in	multiple	H1	variants	depleted	cells	

	

7. 	Multiple	 H1	 variants	 depletion	 induces	 transcription	 of	 heterochromatic	

repetitive	elements	

a. RT-qPCR	in	repetitive	elements	show	an	increased	expression	

b. Immunofluorescence	experiments	 show	an	 increase	of	 cytoplasmic	

dsRNA	

c. Increased	intergenic	transcription	is	observed	by	RNA-Seq	

	

8. Upon	 multiple	 H1	 variants	 depletion,	 ATAC-Seq	 experiments	 showed	 a	

global	increase	in	nucleosome	accessibility	

	

9. Compared	 to	 uninduced	 genes	 with	 same	 basal	 gene	 expression,	

differentially	expressed	genes,	upon	multiple	H1	variants	depletion,	do	not	

show	particular	changes	in	chromatin	accessibility	(ATAC-Seq)		

	

10. Multiple	H1	variants	depletion	(as	well	as	single	H1X	depletion)	induce	gene	

expression	without	changes	in	core	histone	post-translational	modifications	

at	promoters	of	up-regulated	genes,	nor	at	induced	repetitive	elements	

	

	

11. Upon	multiple	H1	variants	depletion,	H1.0	is	induced	at	mRNA	and	protein	

levels,	concomitant	to	increased	acetylation	of	H3	and	H4	at	the	H1.0	gene	

promoter	
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APPENDIX	III	–	Bioinformatics	in	chromatin	research	

	
By	 definition,	 bioinformatics	 is	 an	 interdisciplinary	 field	 that	 develops	 and	

combines	computational	methods	to	extract	information	from	biological/medical	data.	
Statistics,	 computer	 science,	 mathematics	 and	 a	 deep	 knowledge	 of	 the	 biological	
question	are	needed	for	the	analysis	and	interpretation	of	complex	biological	processes.	
Bioinformatics	 is	mainly	used	 in	molecular	biology	 for	analysing	genomes,	 identifying	
proteomes,	modelling	of	three-dimensional	biomolecules	and	in	biological	systems.		

Genome-wide	high	throughput	experiments	use	classical	cell	biology	techniques	
such	 as	 chromatin	 immunoprecipitation,	 chromatin	 digestion	 with	 enzymes	
(micrococcal	nuclease,	hyperactive	Tn5	transposase…),	RT-qPCR…	coupled	to	massive	
parallel	 DNA	 sequencing.	 This	 combination	 produces	 enormous	 quantities	 of	 data,	
which	 allows	 answering	 biological	 questions	 that	 are	 otherwise	 unattainable	 using	
conventional	methods.		

The	main	methods	used	in	chromatin	research	are	those	analysing	chromatin-
binding	proteins	(ChIP-Seq),	DNA	methylation	(Bisulphite	sequencing,	methyl-Seq	and	
methylCpG	arrays),	chromatin	accessibility	(DNase-Seq,	FAIRE-Seq	and	ATAC-Seq)	and	
nucleosome	 positioning	 (MNase-Seq	 and	 ATAC-Seq),	 chromosome	 conformation	
captures	(ChIA-PET,	Hi-C,	5C	and	4C)	and	gene	regulation	through	chromatin	partners	
(RNA-Seq,	CLIP-Seq,	GRO-Seq	and	RIP-Seq)	(Table	1).	This	section	is	only	focused	in	the	
bioinformatics	methods	used	in	both	publications	(Chapter	I	and	II),	bolded	in	Table	1.	

	

	
Chromatin	feature	 High	throughput	experiment	
	 	

Binding	locations	 Chromatin	immunoprecipitation	(ChIP-Seq)	
	 	

DNA	methylation	
Whole	genome	bisulphite	sequencing	(WGBS)	
Reduced	representation	bisulphite	sequencing	(RRBS)	
methylCpG	array	and	methyl-Seq	

	 	

Chromatin	
accessibility	

DNase	I	digestion	coupled	to	sequencing	(DNase-Seq)	
Formaldehyde-assisted	isolation	of	regulatory	elements	sequencing	(FAIRE-Seq)	
Assay	for	transposase	accessible	chromatin	sequencing	(ATAC-Seq)	

	 	

Nucleosome	
positioning	

Micrococcal	nuclease	digestion	coupled	to	sequencing	(MNase-Seq)	

Assay	for	transposase	accessible	chromatin	sequencing	(ATAC-Seq)	
	 	

Chromosome	
conformation	capture	

Chromatin	interaction	analysis	by	paired-end	tag	(ChIA-PET)	
Hi-C	(all	vs	all)	
5C	(many	vs	many)	
4C	(one	vs	all)	

	 	

Transcriptional	
changes	

RNA	sequencing	(RNA-Seq)	
Cross-linking	immunoprecipitation	sequencing	(CLIP-Seq)	
RNA	immunoprecipitation	sequencing	(RIP-Seq)	
Global	run-on	sequencing	(GRO-Seq)		

Table	1:	High	throughput	experiments	used	in	chromatin	research.	
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1.	Sequencing	strategies	
With	a	next	generation	sequencer	billions	of	short	sequences,	called	reads,	are	

obtained.	Two	strategies	of	sequencing	a	DNA	fragment	(200bp-800bp)	are	the	most	

commonly	 used:	 single	 end	 where	 only	 one	 end	 of	 the	 fragment	 is	 sequenced	 and	

paired-end	were	both	ends	are	sequenced	(Figure	1).	The	main	advantage	of	paired-end	

sequencing	is	that	the	fragment	size	can	be	inferred	once	the	reads	are	mapped	in	the	

genome.	 Paired-end	 sequencing	 can	 detect	 easier	 genomic	 rearrangements	 and	

repetitive	sequences,	as	well	as	 isoforms,	gene	fusions	and	novel	transcripts.	Specific	

experiments	such	as	ATAC-Seq	can	only	be	performed	with	paired-end	sequencing.		

Furthermore,	 another	 strategy	 exists,	 allowing	 to	 use	 longer	 DNA	 fragments	

(2kb-	 5kb):	 mate	 pair	 sequencing.	 With	 mate	 pair	 strategy,	 fragment	 ends	 are	

biotinylated,	circularized	and	purified.	Those	pseudo-fragments,	containing	both	ends	

of	long	fragments,	are	next	sequenced	(Figure	1).		

	

	

	

	

	

	

	

Mate	pair 
Long	DNA	fragments 

random 

Single-end	
Short	DNA	fragments	

 

Paired-end	
Short	DNA	fragments	

 

1 
2 

1 
2 

Figure	1:	Sequencing	strategies	with	short	DNA	fragments	(single-end	and	paired-
end	sequencing)	and	long	DNA	fragments	(mate	pair	sequencing).	
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2.	Read	quality	control	
Before	any	downstream	analysis,	the	quality	of	the	identified	reads	needs	to	be	

explored.	Quality	controls	allow	removing,	trimming	of	poor	quality	reads	to	obtain	a	
good	quality	of	the	final	raw	data.	This	is	done	by	means	of	several	softwares	such	as	
FastQC	[1].		

Some	basic	steps	are	as	follows:	

1. Exogenous	sequences	
Check	 if	 adapters,	 primers	 or	 other	 sequence	 contaminants	 are	 still	

remaining	in	reads.	
2. Per	base	quality		
Readout	files	from	sequencing	platforms,	mainly	in	fastQ	format,	include	a	

quality	measure	of	the	identification	of	each	nucleotide.		
3. Per	sequence	quality	
The	 quality	 score	 distribution	 over	 all	 reads	 allows	 the	 identification	 of	

possible	subsets	of	sequences	with	low	quality	measure.	They	should	represent	
a	small	portion	of	the	overall	reads.	

4. Per	base	sequence	content		
Allows	exploring	 the	 relative	number	of	 bases	 at	 each	 read	position.	 Their	

content	should	reflect	the	reference	genome	ratio	or	acceptable	little	imbalance.	
5. GC	content	per	base	and	per	sequence	
6. Per	base	N	content	
Inspection	of	Ns,	which	represent	nucleotides	that	were	not	identified.	It	is	

usual	to	find	a	small	portion	of	Ns	at	the	end	of	the	read.	
7. Over-represented	sequences		
Although	high	coverage	at	target	sequence	is	expected,	the	number	of	reads	

having	 the	 same	 sequence	 that	 will	 down-stream	 map	 at	 exactly	 the	 same	
position	should	be	small.	High	number	of	duplications	might	reflect	PCR	over-
amplification	 biases.	 However,	 care	 should	 be	 taken	 if	 analysing	 repetitive	
sequences	were	over-represented	sequences	should	be	expected.	
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3.	ChIP-Seq	–	Chromatin	immunoprecipitation	sequencing	
Chromatin	immunoprecipitation	with	massively	parallel	DNA	sequencing	(ChIP-

Seq)	allows	the	analysis	of	genome-wide	distribution	of	chromatin-binding	proteins	and	

histone	PTMs	in	any	organism	with	a	sequenced	genome.		

	 	

	

	

Shortly,	chromatin	is	formaldehyde	cross-linked,	fragmented	with	sonication	and	

immunoprecipitated	 with	 antibodies	 against	 a	 target	 protein	 or	 post-translational	

modification.	Next,	DNA	is	purified,	amplified	and	then	hybridized	to	adapter	sequences.	

Sequencing	and	bioinformatic	analysis	is	finally	performed	(Figure	2).	A	key	point	in	the	

experimental	design	is	fragmentation	of	chromatin	to	obtain	DNA	of	about	150-300bp,	

Sequence	
alignment 

Genome	wide	
inspection 

Motif	analyses,	tag	
density	at	specific	
features	(TSS,	histone	
PTMs,	TFs) 
	 
Peak	calling 
Types	of	peaks 

B A 

Broad	(histone	PTMs…)	 
Sharp	(TFs,	CTCF…) 
Broad	and	Sharp	
(RNAPII…) 

PTMs 

Figure	2:	Chromatin	immunoprecipitation	coupled	to	DNA	sequencing	(ChIP-Seq).	
(A)	 Experimental	 design.	 (B)	 Computational	 analysis.	 PTMs:	 post-translational	
modifications;	TFs:	 transcription	factors;	TSS:	 transcription	start	 site;	RNAPII:	RNA	
polymerase	II.	Figure	adapted	from	[2].	
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approximately	a	mono-	and	a	dinucleosome.	This	produces	high	resolution	of	binding	
sites	 and	 a	manageable	 size	 for	 next	 generation	 sequencing	 platforms.	 Another	 key	
point	is	the	control	sample,	which	allows	to	get	rid,	in	downstream	analyses,	of	artefacts	
done	in	the	experimental	procedure.	Three	control	samples	exist:	input	DNA,	mock	IP	
DNA	 (DNA	 obtained	 without	 antibody)	 and	 DNA	 from	 non-specific	 IP	 (using	 IgG	
antibodies	for	example).	 It	 is	worth	saying	that	the	 input	DNA	is	the	most	commonly	
used.		

The	typical	workflow	of	a	bioinformatic	analysis	of	ChIP-Seq	data	is	composed	of	
two	main	 steps:	 align	 reads	 to	 a	 reference	 genome	 (mapping)	 and	 identification	 of	
binding	or	enriched	sites	(peak	calling)	(Figure	2).	Downstream	analyses	are	specifically	
performed	depending	on	the	biological	question.		

Mapping	to	the	reference	genome	is	performed	with	those	reads	that	passed	the	
overall	quality	control.	Trimming	a	subset	of	reads	might	be	sufficient	to	achieve	a	good	
quality	data.	

	
3.1.	Read	mapping	
Several	challenges	need	to	be	addressed	when	mapping	reads	to	the	reference	

genome.	Firstly,	reads	have	to	be	mapped	accurately	and	quickly	while	consuming	less	
memory.	Secondly,	read	sequence	can	slightly	vary	compared	to	reference	genome.	And	
thirdly,	reads	can	map	to	several	positions	(multi-reads)	due	to	repetitive	sequences.	
There	are	several	ways	to	deal	with	multi-reads.	Usually	when	not	studying	repetitive	
elements,	multi-reads	are	discarded	or	randomly	allocated.	

	There	are	several	algorithms	available	specifically	to	align	short	reads	in	public	
repositories	such	as	Bowtie,	BWA	or	MAQ	aligners	[3-5].	Almost	all	short-read	aligners	
rely	on	the	same	principle	of	a	first	bypass	“heuristic”	match,	which	rapidly	finds	a	short	
list	of	possible	positions.	Then,	a	complex	“local	alignment”	algorithm	is	performed	at	
those	 candidate	 locations.	 To	 address	 the	 first	 step	 quickly,	 aligners	 perform	 a	
computational	strategy	called	“indexing”.	An	index	of	a	large	DNA	sequence	(reference	
genome)	is	used	to	find	shorter	sequences	within	it	 in	small	times.	Indeed,	softwares	
such	as	Bowtie	and	MAQ	use,	as	an	input	of	the	reference	genome,	only	an	index.	

The	choice	of	the	alignment	parameters	is	crucial	and	has	profound	influence	on	
the	number	of	mapped	reads	and	thus,	the	coverage	of	the	reference	genome	(number	
of	 positions	 with	 at	 least	 one	 read).	 The	 easy	 option	 to	 begin	 with	 is	 to	 consider	
parameters	used	in	 large	consortiums	such	as	ENCODE	for	similar	proteins.	However,	
assess	the	outcome	with	different	parameters	is	always	the	best	option.		

Normally,	in	aligner	parameters	a	unique	position	is	allowed	for	every	read	and	
those	 with	 multiple	 positions	 are	 discarded.	 One	 of	 the	 aligner	 reports	 shows	 the	
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proportion	of	unique	and	multiple	mapped	reads	together	with	unaligned	reads,	which	
need	to	be	carefully	inspected.	When	dealing	with	proteins	unknown	or	proteins	that	
may	bind	to	repetitive	elements,	aligner	parameters	need	to	be	certainly	 taken	 in	 to	
account	(See	3.5.	Enrichment	analysis	in	repetitive	sequences).		

	

3.2.	Peak	calling	
After	 successful	 mapping,	 the	 next	 step	 is	 “peak	 calling”,	 which	 reports	 the	

regions	that	are	enriched	in	a	ChIP	sample	relative	to	the	control	(input,	normally)	with	
statistical	significance.	

Before	identifying	peaks,	pre-process	of	ChIP	and	input	mapping	files	is	needed	
if	not	done	by	the	aligner	or	the	peak	calling	software	(Figure	3A).	 If	not	done	in	the	
quality	control	by	identic	sequence,	reads	mapping	exactly	at	the	same	genomic	location	
need	to	be	discarded	as	they	may	reflect	PCR	over-amplification	artifacts.		

	

	

	
	

Most	 of	 the	 ChIP-Seq	 experiments	 are	 done	 using	 single-end	 reads	 that	 is,	
sequenced	from	one	of	the	two	strands	in	the	5’	to	3’	direction.	This	feature	is	reflected	
in	the	mapping	output.	Especially	for	transcription	factors,	a	bimodal	shape	distribution	

B A 

Figure	3:	(A)	ChIP-Seq	peak	calling	steps.	(B)	The	influence	of	fragment	size	in	ChIP-
Seq	peak	calling.	LF:	fragment	length. Figure	adapted	from	[6]. 
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is	produced.	A	shift	procedure	is	needed	in	the	ChIP	sample	to	precisely	identify	binding	

sites	(Figure	3B).	Fragment	size	obtained	after	chromatin	sonication	is	a	great	factor	at	

this	 point.	 If	 sonication	was	 not	 performed	 correctly,	 large	 fragments	 are	 obtained,	

which	are	later	sequenced	from	each	end.	The	expected	bimodal	distribution	is	lost	and	

two	peaks	(representing	a	same	fragment)	might	be	reported.	An	unbalanced	bimodal	

distribution	 may	 also	 reflect	 PCR	 over-amplification	 artifacts	 and	 need	 to	 be	 also	

inspected	(Figure	3A).	

However,	with	proteins	such	as	CTCF	a	bimodal	shape	is	expected	and	shifting	

should	 not	 be	 performed.	 In	 addition,	 the	 explained	 bimodal	 distribution	 is	 only	

expected	 for	 transcription	 factors	 and	 specific	 proteins,	 whose	 binding	 region	 is	

precisely	located	in	a	genomic	region,	showing	sharp	peaks	(Figure	2).	Motif	analysis	in	

this	kind	of	proteins	are	interesting	as	they	normally	bind	to	specific	DNA	sequences.	

Other	 proteins,	 especially	 chromatin-related	 such	 as	 histones	 or	 post-

translational	 modifications	 show	 broader	 regions	 of	 enrichment	 (broad	 peaks)	 and	

shifting	should	not	be	done.	Some	peak	calling	softwares	such	as	MACS2	can	identify	

both	narrow	(sharp)	and	broad	peaks	[7].	However,	SICER	was	specifically	designed	to	

assess	broad	regions	of	enrichment	and	it	is	especially	suitable	for	histones	and	histone	

PTMs	ChIP-Seq	data	[8].	

	

Regarding	input	sample,	some	algorithms	define	a	background	model	but	some	

studies	use	directly	the	mapped	data	to	avoid	over-manipulation	and	indirect	effect	in	

down-stream	analyses.		

When	 assessing	 broad	 and	 narrow	 peaks,	 the	 number	 of	 reads	mapped	 at	 a	

particular	genomic	region	is	compared	between	ChIP	and	input	samples.	The	number	of	

sequenced	 reads	 might	 not	 be	 the	 same	 and	 a	 normalization	 step	 is	 needed	 when	

assessing	significance.	Finally,	aligners	report	a	list	of	enriched	regions	(narrow	or	broad	

peaks)	with	p-value,	FDR,	q-value,	 fold	changes…	measures.	A	 filtering	step	to	report	

significantly	 enriched	 regions	 will	 lead	 to	 the	 final	 binding	 locations,	 used	 in	 down-

stream	analysis.	

	

3.3.	Depth	of	sequencing	
Sequencing	depth	is	an	important	parameter	in	ChIP-Seq	experiments	as	actual	

binding	site	might	not	be	captured	due	to	a	 limited	number	of	sequenced	reads.	The	

number	 of	 reads	 sufficient	 to	 achieve	 high	 resolution	 data	 greatly	 depends	 on	 the	

genome	size,	the	protein	and	the	biological	question.	When	the	addition	of	more	reads	

does	not	change	the	number	of	identified	reads	a	saturation	point	is	reached	and	that	is	

the	desired	coverage	(Figure	4)	[9].		
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ChIP-Seq	 data	 producing	 narrow	 peaks	 (transcription	 factors)	 need	 lower	
sequencing	depths	than	those	producing	broad	peaks	(histones	and	PTMs,	mainly).		

	

	

	
	

3.4.	Down-stream	analyses	
Further	analyses	are	directly	influenced	by	the	biological	question.	All	of	them	

will	use	as	inputs:	ChIP-Seq	peaks	and	tag	density	along	whole	genome.	Tag	density	file	
is	the	input	subtracted	ChIP-Seq	data	normalized	by	depth	sequencing.	Most	common	
analyses	are	shortly	explained,	as	follows:	

	 	

Annotation	to	genomic	features	

One	basic	analysis	is	to	locate	enriched	regions	to	known	genomic	features	such	
as	TSS,	UTRs,	gene-bodies,	promoters,	exons,	introns,	intergenic	regions,	bidirectional	
promoters,	 3’	 ends	 of	 genes	 among	 many	 others.	 Specific	 softwares	 such	 as	
Bioconductor	package	ChIPpeakAnno,	CEAS	and	BEDTools	among	others	are	useful	to	
perform	those	analyses	[10-12].	

	

Motif	analysis		

For	proteins	that	directly	bind	to	DNA,	motif	analyses	are	particularly	suitable.	
Those	proteins,	mainly	transcription	factors	(TFs)	will	produce	narrow	peaks	in	specific	
DNA	sequences	(named	motifs).	Databases	of	motifs	are	used	to	assess	enrichment	of	
known-motifs	 in	 peaks.	 New	 regulatory	 pathways	 can	 be	 described	 for	 TFs	 by	 this	
method.	In	addition,	several	algorithms	perform	new	motif	discovery	and	co-occurrence	
of	various	motifs	and	TFs	binding	sites	can	be	also	analysed.		

	

Figure	4:	Determination	of	depth	sequencing.	Figure	adapted	from	[9]. 
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Sequence	conservation	

Sequence	 underlying	 a	 ChIP-Seq	peak	 that	 is	 highly	 conserved	may	 suggest	 a	
functional	role.	Peaks	can	be	ranked	by	this	parameter	to	investigate	possible	conserved	
functions.	Nucleotide	level	conservation	can	be	obtained	from	PhastCons	or	PhyloP	[13].	

	

Correlation	to	expression	

ChIP-Seq	peaks	can	be	also	classified	by	expression	data.	This	approach	is	helpful	
to	investigate	the	role	of	transcription	factors	in	different	tissues	for	example.	Histone	
and	 PTMs	 are	 also	 normally	 investigated	 correlating	 them	with	 expression	 data.	 For	
instance,	 H3K4me3	 peaks	 are	more	 frequently	 found	 around	 TSS	 of	 active	 genes	 in	
contrast	 to	 H3K27me3	 peaks,	which	 are	 found	 at	 TSS	 of	 developmentally	 repressed	
genes.	

To	perform	ChIP-Seq	correlation	to	expression	data	two	approaches	are	normally	
implemented	 (Figure	 5).	 First,	 the	 overlap	 of	 ChIP-Seq	 peaks	 with	 genic	 regions,	
regarding	 their	 expression.	 Second,	 using	 the	 tag	 density	 (Input-subtracted	 ChIP-Seq	
signal)	along	a	specific	genic	feature,	also	regarding	its	expression.	For	example,	assess	
abundance	of	H3K4me3	around	TSS	of	all	genes	divided	by	expression	ranges.	With	the	
tag	density	approach,	it	can	be	inspected	the	distribution	of	our	protein	around	specific	
features	while	with	the	peak	approach	only	the	number	of	overlapping	peaks	can	be	
inspected.	

	 	

	
	 	

Functional	and	pathway	analyses	

Genes	 overlapping	 ChIP-Seq	 peaks	 can	 be	 investigated	 to	 discover	 possible	
functional	roles.	Overrepresentation	of	genes	belonging	to	a	same	functional	pathway	
is	further	investigated	to	describe	new	regulatory	roles	(See	4.5.	Functional	and	pathway	
enrichment	analysis).	
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Figure	5:	ChIP-Seq	data	correlation	to	expression.	Genes	are	divided	in	10	groups	
according	 to	 their	 expression	 (A)	 using	 tag	 density	 approach	 (B)	 using	number	 of	
overlapping	peaks.	 
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Overlap	analysis	

Binding	locations	(peaks)	of	transcription	factors	or	histones	can	be	compared	to	
those	 of	 other	 features.	 Enrichment	 peak	 location	 in	 non-genic	 regions	 such	 as	
enhancers,	promoters,	centromeric	and	telomeric	regions,	repetitive	elements,	binding	
site	 of	 other	 proteins	 (ChIP-Seq	 peaks),	 CpG	 islands…	 Transcription	 factors	 can	 be	
correlated	with	combinations	of	core	histone	PTMs	that	define	chromatin	regions	such	
as	poised	enhancers	or	bivalent	domains	found	at	pluripotent	ESCs,	among	others.		

Two	types	of	questions	can	be	answered	using	peaks	or	tag	density,	respectively.	
Firstly,	are	target	genomic	regions	(ChIP-Seq	peaks)	overlapping	more	than	expected	a	
specific	genomic	region	(promoters,	CpGs,	repetitive	elements…)?	(Figure	6A).	To	assess	
if	the	overlap	between	two	genomic	regions	is	significant,	a	permutation	test	is	the	best	
option,	 using	 softwares	 such	 as	 regioneR	 [14].	 Basically,	 a	 user-defined	 number	 of	
random	samples	(permutations)	containing	the	same	number	of	peaks	and	of	the	same	
length	as	the	ChIP-Seq	peaks	of	the	target	protein	is	computed.	The	number	of	overlaps	
of	 those	permutations	with	 the	 specific	 genomic	 region	 (promoters,	CpGs,	 repetitive	
elements…)	 is	measured	 and	 their	 distribution	plotted.	 The	permutation	distribution	
(expected)	 is	 then	used	 to	 compute	 the	p-value	of	 the	overlap	of	 the	 target	protein	
binding	regions	(observed)	(Figure	6B).	

As	said,	a	second	question	can	be	asked:	are	the	levels	of	my	target	protein	(tag	
density:	input-subtracted	ChIP-Seq	signal,	DNA	methylation…)	significantly	different	in	
these	specific	regions?	(Figure	6C).	Similar	to	the	overlap	analysis,	a	permutation	test	is	
performed	 but	 instead	 of	 counting	 the	 number	 of	 overlaps	 (evaluate	 function:	
numOverlaps),	 the	 mean	 of	 the	 tag	 density	 (evaluate	 function:	 meanInRegions)	 is	
compared	between	an	expected	distribution	and	the	observed	value.	

	 Furthermore,	 permutation	 can	 be	 performed	 using	 as	 universe	 the	 reference	
genome	 (randomization:	 randomizeRegions)	 or	 a	 subset	 of	 specific	 regions	 (genes,	
promoter…).	For	example,	when	analysing	DNA	methylation	in	active	and	inactive	genes,	
the	permutations	need	to	be	done	only	taking	gene	regions	and	not	intergenic.	Thus,	a	
resampling	method	is	done	using	all	genic	regions	(randomization:	resampleRegions).	
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3.5.	Enrichment	analysis	in	repetitive	elements	
Individual	 repeat	 sequences	 have	 accumulated	 specific	 mutations	 and	 are	

flanked	 by	 unique	 regions	 and	 annotated	 in	 the	 reference	 genome.	 Indeed,	 the	

percentage	 of	 short	 reads	 that	 map	 to	 unique	 locations	 on	 the	 human	 genome	 is	

typically	reported	to	be	70-80%.	By	contrast,	the	repeat	content	in	the	genome	is	50%.	

This	discrepancy	shows	that	repetitive	elements	mapped	in	the	reference	genome	are	

or	contain	unique	sequences.	So,	some	of	them	can	be	analysed	as	other	non-repetitive	

regions	with	unique	read	position	mapping.	However,	this	is	a	simple	analysis	as	reads	

mapping	to	multiple	positions	(multi-reads)	are	discarded.	Therefore,	unique	mapping	

analysis	cannot	fully	explore	repetitive	elements	as	well	as	multi-gene	families.		

	

140 28 6 

Peaks	ChIP-
Seq 

Genomic	region	2 
	(H1X,	core	histones	
PTMs...) 

Genomic	region	1 
(RNAPII,	LADs,	NADs,	

CpG,	promoters… 
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Figure	 6:	 Overlap	 analysis.	 (A)	 Venn	 diagram	 showing	 the	 peak	 overlap	 of	 two	
genomic	regions.	(B)	Permutation	test	(evaluate	function:	numOverlaps)	performed	
using	50	random	samples	(n	perm:	50),	across	the	reference	genome	(randomization:	
randomizeRegions),	 regioneR	software.	 (C)	Tag	 density	 (Input	subtracted	ChIP-Seq	
signal)	using	RNA	pol	II	peaks	or	a	random	sample	(same	number	of	RNA	pol	II	and	
of	the	same	length).	Figure	adapted	from	[14]	and	Chapter	I. 
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Multiple	positioning	mapping	to	the	reference	genome	

Allowing	reads	to	map	in	multiple	positions	is	a	used	strategy	for	solving	this	issue	
and	 analyse	 repetitive	 sequences	 that	 are	 annotated	 in	 the	 reference	 genome.	 Two	
options	are	possible	when	performing	multiple	mapping:	report	the	best-match	or	all	
matches	(Figure	7A).		

A	better	estimate	of	repetitive	element	coverage	is	obtained	reporting	the	best	
match.	However,	allowing	multi-reads	 to	map	to	all	possible	positions	avoids	making	
decisions	 in	 the	 alignment	 parameters	 as	 the	 alignment	 score	 has	 lower	 confidence	
levels	when	sequences	are	more	similar	(Figure	7B)	[15].	

	

	

	
	

With	multiple	mapping	strategy	reporting	all	matches,	a	read	can	be	taken	into	
account	 if	 all	 of	 the	 regions	 to	which	 it	 aligns	are	 copies	of	 the	 same	 repeat.	Down-
stream	analysis	will	not	indicate	the	exact	genomic	binding	but	for	sure	an	enrichment	
can	be	 reported	 for	 that	 repeat	 type.	As	 the	number	of	 copies	 for	 a	 given	 repeat	 is	

A 

* 

B 

Figure	7:	Multiple	positioning	mapping	strategy.	(A)	Three	strategies	for	mapping	
multi-reads	in	two	identical	regions	 (A	and	B).	Unique	positioning	mapping;	multi-
reads	 are	 discarded.	 Multiple	 positioning	 mapping	 reporting:	 best	 match	 (high	
alignment	score)	or	all	matches.	Red	asterisk	marks	two	reads	mapping	to	the	exact	
same	location.	(B)	Ambiguities	in	read	mapping.	The	more	similar	are	two	repetitive	
elements	the	lower	is	the	read	mapping	confidence.	Figure	adapted	from	[15]. 
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typically	unknown	and	can	vary	between	cells,	the	enrichment	calculation	will	rely	on	
input	sequencing	to	normalize	the	read	counts	[16].	

Moreover,	when	performing	multiple	positioning	mapping,	the	probability	that	
two	reads	have	the	same	sequence	and	map	to	the	exact	same	location	increases	(Figure	
7A,	 red	 asterisk).	 A	 common	 standard	 quality	 control	 is	 to	 remove	 reads	with	 exact	
sequence	 as	 they	 are	 considered	 PCR	 over-amplification	 biases	 (See	2.	 Read	 quality	
control).	 Further,	 in	 the	 alignment,	 reads	 mapped	 to	 the	 same	 location	 are	 also	
commonly	discarded	(Figure	3A).	These	two	common	strategies	in	quality	control	and	
mapping	are	not	recommended	when	analysing	enrichment	in	repetitive	elements.		

	

Analysis	of	repetitive	elements	not	annotated	in	the	reference	genome	

However	not	all	repetitive	elements	are	included	in	the	reference	genome	and	a	
specific	pipeline	is	needed.	Repbase	is	a	database	of	prototypic	(consensus)	sequences	
representing	repetitive	DNA	from	different	eukaryotic	species	[17].	Repbase	describes	
many	 families	 of	 repeats	 unreported	 anywhere	 else.	 By	 aligning	 reads	 directly	 to	
Repbase	 it	 can	 be	 estimated	 enrichments	 at	 particular	 repeat	 families	 or	 classes.	
However,	several	steps	are	needed	before	as	reads	mapping	to	unique	positions	in	the	
reference	genome	have	to	be	discarded.		

RepeatMasker	 is	 a	 software	 that	 screens	 DNA	 sequences	 for	 interspersed	
repeats	and	low	complexity	DNA	sequences	[18].	The	repeat	sequence	database	used	
to	identify	repeats	by	RepeatMasker	software	is	Repbase.	The	output	of	the	program	is	
a	detailed	annotation	of	the	repeats	(Figure	8)	that	are	present	in	the	query	sequence	
as	well	as	a	modified	version	of	the	query	sequence	in	which	all	the	annotated	repeats	
have	been	masked	(replaced	by	Ns).		

	

	

	
	

Figure	8:		RepeatMasker	report.	Figure	adapted	from	[18].	
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The	four	main	classes	(SINEs,	LINEs,	LTRs	and	DNA	elements)	are	stated	to	be	

well	defined	and	form	a	good	basis	for	a	summary	or	visual	presentation	of	the	repeats	

in	a	locus.	Among	subclasses,	some	uncertainty	in	the	classification	remains	and	not	all	

the	subclasses	are	listed	and	the	total	number	of	classes	is	often	higher	than	the	sum	of	

subclasses.	Consequently,	RepeatMasker	report	cannot	be	directly	used	in	down-stream	

enrichment	analysis	and	an	alignment	to	Repbase	is	needed.	

So,	RepeatMasker	software	is	used	to	mask	the	reference	genome	and	replaced	

by	Ns	 all	 repetitive	 elements	 found	 in	 Repbase.	 Interestingly,	 currently	 over	 56%	 of	

human	genomic	sequence	is	identified	and	masked	by	RepeatMasker	software.	

Once	 the	 genome	 is	masked,	 the	 reads	 are	 aligned	 to	 Repbase	 database.	 As	

mentioned,	 raw	 data	 (reads)	 needs	 to	 be	 quality	 checked	 but	 removal	 of	

overrepresented	sequences	(putative	PCR	over-amplification	biases)	is	not	performed	

when	 analysing	 repetitive	 elements.	 In	 addition,	 the	 alignment	 is	 done	 permitting	

multiple	 positions	 and,	 as	 Repbase	 uses	 consensus	 sequences,	more	 lax	 parameters	

dealing	with	mismatches	are	preferred.	Obviously,	input	and	ChIP	samples	are	treated	

equally	 to	 finally	 obtain	 normalized	 read	 counts	 per	 repetitive	 sequence.	 Significant	

enrichment	in	each	repetitive	element	is	calculated	using	softwares	dealing	with	RNA-

Seq	data	(See	4.2.	Normalization	and	estimation	of	transcript	abundance).		

	

In	 summary,	 the	 pipeline	 to	 analyse	 enrichment	 at	 repetitive	 elements	 using	

Repbase	database,	including	those	not	annotated	in	the	reference	genome	is	as	follows:		

1. Mask	 the	 reference	 genome	 to	 “cover”	 (with	 Ns)	 repetitive	 elements	

found	in	Repbase	database	with	RepeatMasker	software.		

2. Perform	 standard	 read	 alignment	 with	 unique	 positioning	 and	 report	

reads	unaligned	and	with	multiple	positioning.	

3. Index	Repbase	database,	necessary	for	aligners	such	as	bowtie	[3].	
4. Align	unaligned	and	with	multiple	positioning	reads	to	Repbase	database	

(allowing	multiple	positioning	and	more	mismatches).	

5. Report	read	counts	per	consensus	repeat	sequence.	
6. Calculate	 significant	 enrichment	 using	 input	 and	 ChIP	 samples	 and	

normalized	read	counts,	similar	to	an	RNA-Seq	experiment	(See	4.2.	Normalization	
and	estimation	of	transcript	abundance).	
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See	 Table	 2	 for	 a	 summary	 of	 the	 three	 strategies	 described	 for	 enrichment	
analysis	in	repetitive	elements.	

	

	

	 Mapping	
positioning	

	 Masked	
genome	

Paired-
end	
reads	

All	
repetitive	
elements	

Known	
location	 Used	reads	

	 	 	 	 	 	 	 	

Reference	
genome	

Unique	 	 -	 +	 -	 +	 unique	reads	

Multiple	 	 -	 +	 -	 -	 multi-reads	
	 	 	 	 	 	 	 	

Repbase	
database	 Multiple	

	
+	 -/+	 +	 -	

unaligned	
and	multi-
reads	

	 	 	 	 	 	 	 	

	

ribosomal	 DNA	 (rDNA)	 is	 a	 repetitive	 element	 not	 included	 in	 the	 reference	
genome	and	it	might	be	of	special	 interest	for	some	biological	questions.	To	perform	
enrichment	analysis	at	rDNA,	a	costume-made	reference	genome	is	constructed.	 It	 is	
important	to	add	the	rDNA	to	a	known	reference	genome	to	avoid	false	positives	due	to	
the	small	length	of	the	rDNA	sequence	(roughly,	40	kb).	Unique	mapping	can	be	used	to	
investigate	 the	 45S	 transcription	 unit.	 However,	 the	 non-transcribed	 spacer	 (NTS)	
contain	 a	 high	 number	 of	 repetitive	 elements	 and	multiple	mapping	might	 be	more	
suitable	 to	assess	distribution	at	NTSs.	See	 in	Figure	9	 the	 tag	density	distribution	at	
rDNA	assessed	with	unique	positioning	mapping.	A	valley	in	the	repeats	region	can	be	
observed	and	care	needs	to	be	taken	with	this	region	in	down-stream	analysis.		

	

	

	

Table	2:	 	 Summary	 of	 three	 strategies	 to	 analyse	 binding	 enrichment	 (ChIP-Seq)	 in	
repetitive	elements.	

In
pu

t-s
ub

tr
ac
te
d	
Ch

IP
-S
eq

	si
gn
al

 repeats 

Figure	9:	 	 Linker	 histone	 H1	 variants	 tag	 density	 distribution	 at	 ribosomal	 DNA	
(rDNA)	and	non-transcribed	spacer	(NTS)	using	unique	positioning	mapping.	Figure	
from	Chapter	I.	
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4.	RNA-Seq	–	RNA	sequencing	
RNA-Seq	 is	 another	 revolutionary	 high	 throughput	 experiment	 (Table	 1)	 to	

analyse	 transcriptome,	 revealing	 the	 presence	 and	 quantity	 of	 RNA	 in	 a	 biological	
sample	at	a	given	moment	time.	

	

Briefly,	 RNAs	 are	 first	 converted	 into	 cDNA	 fragments	 through	 either	 RNA	
fragmentation	or	DNA	fragmentation	(Figure	10).	Subsequently,	adapter	sequences	are	
added	 to	 each	 cDNA	 fragments	 and	 reads	 are	 obtained	 using	 high	 throughput	
sequencing	technology	[19].	Reads	are	then	mapped	to	the	transcriptome	or	genome	
and	the	RNA	abundance	is	reported.	

	

	

	

Figure	10:	Schematic	representation	of	a	RNA-Seq	experiment.	Figure	adapted	from	
[19].	
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When	 designing	 an	 RNA-Seq	 experiment	 it	 is	 very	 important	 the	 biological	
question	as	 several	 sequencing	methods	can	be	used	 (single	or	paired-end).	Further,	
pre-processing	of	the	total	RNA	preparation	can	increase	or	remove	specific	RNA	species	
in	the	sample.	

In	 a	 total	 RNA	 preparation,	 ribosomal	 RNA	 (rRNA)	 constitutes	 the	 majority	
(>98%).	To	avoid	wasting	sequencing	reads,	it	is	recommended	to	remove	rRNA	before	
preparing	RNA	 libraries	 for	deep	sequencing.	Specific	kits	 like	Ribo-Zero	are	normally	
used.	In	addition	to	rRNA,	total	RNA	preparation	contains	mitochondrial	ribosomal	RNA	
(mtrRNA).	The	abundance	of	mtrRNA	will	greatly	vary,	depending	on	the	expression	of	
mitochondrial	12S	and	16S	rRNA	genes	as	well	as	the	number	of	mitochondria,	which	
varies	widely	across	cell	types	and	differentiation.	Specific	analysis	will	need	to	remove	
mtrRNA,	using	the	Ribo-Zero	Gold	kit	that	will	remove	mtrRNA	in	addition	to	rRNA	[20]	
(Figure	11).		

	

	

	
	

In	addition,	as	mRNAs	contain	a	ploy(A)	tail,	a	poly(T)	adapter	sequence	coupled	
to	magnetic	beads	 is	used	 to	enrich	 the	RNA	 fraction.	Care	needs	 to	be	 taken	when	
sequencing	only	poly(A)	mRNA	as	other	 species	of	RNA	 like	non-coding	RNAs	do	not	
contain	poly(A)	tails.	The	technology	will	change	from	“Total	RNA-Seq”	to	“mRNA-Seq”,	
the	later	using	poly(A)	RNAs	extraction.		

Further,	 specific	 transcriptome	 analyses	 need	 to	 know	 the	 direction	 of	
transcription	and	in	which	strand	is	occurring.	Sequencing	technologies	allow	the	report	
for	every	read,	its	strand	and	direction.		

	

	

	

A B 

Figure	11:	Profiles	of	RNA-Seq	libraries	prepared	with	(A)	Ribo-Zero	and	(B)	Ribo-
Zero	Gold	kits.	Figure	adapted	from	[20].	
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See	Table	3	for	a	summary	of	the	transcriptome	analysis	and	its	corresponding	
sequencing	technology	and	pre-processing	of	total	RNA	preparation.	

	

	

RNA-Seq	Analysis	
poly(A)	
mRNA	

extraction	

rRNA	
extraction	 Direction	 Strand	

Paired-
end	
reads	

Sequencing	
depth	

	 	 	 	 	 	 	

poly(A)	mRNA-Seq		
(alignment	to	transcriptome)	 +	 +	 	 	 	 	
	 	 	 	 	 	 	

Total	RNA-Seq		
(alignment	to	genome	and	
transcriptome)	

-	 +	 	 	 	 	

	 	 	 	 	 	 	
	 	 	 	 	 	 	

ribosomal	RNA	studies	 -	 -	 +/-	 +/-	 	 Lower	
	 	 	 	 	 	 	

Differentially	expressed	
gene	analysis	 +	 +	 +/-	 +/-	 -	 Lower	
	 	 	 	 	 	 	

Splicing	and	isoform	
detection	 +	 +	 +/-	 +/-	 +	 Higher	
	 	 	 	 	 	 	

Transcription	of	repetitive	
elements		
(alignment	to	Repbase)	

-	 +	 -	 -	 +/-	 ?	

	 	 	 	 	 	 	

Gene	fusion	detection,	
novel	transcript	
detection…	

-	 +	 +	 +	 +	 Higher	

	 	 	 	 	 	 	

	
4.1.	Read	mapping	
Mapping	 of	 RNA	 to	 the	 genome	 is	 different	 from	 mapping	 DNA.	 Final	 RNA	

transcripts	 are	 normally	 spliced	 and	 only	 contain	 exons.	 Thus,	 RNA-Seq	 reads	 may	
contain	parts	of	two	exons	that	in	the	genome	are	separated	by	one	intron	(Figure	12).			

	

	

	

Table	3:	Transcriptome	analysis	and	recommended	sequencing	technology	and	pre-
process	of	total	RNA	preparation.	Depth	of	sequencing	when	analysing	transcription	of	
repetitive	elements	will	depend	on	 the	number	of	 copies	and	 its	expression	 that	will	
greatly	vary	across	samples.	

Figure	12:	RNA-Seq	reads	represent	processed	mRNA,	intronless.	Mapping	needs	to	
take	 into	 account	 that	 introns	 are	 present	 in	 the	 reference	 genome.	 Figure	 adapted	
from	[54].	
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Alignment	 to	 the	genome	of	RNA-Seq	reads	 is	done	with	specific	 spliced-read	

mappers	such	as	TopHat	or	STAR	softwares	[21,	22].	Furthermore,	when	mapping	RNA-
Seq	reads	to	the	reference	genome,	the	corresponding	annotation	of	transcripts	is	also	
used.	Transcript	annotation	file	will	contain	all	the	transcriptomic	information	such	as	
gene,	exons,	introns…	that	will	be	used	in	down-stream	analyses.	Different	annotations	
exist	such	as	RefSeq	or	GENCODE,	the	annotations	for	the	ENCODE	project	[23,	43].	

It	 is	 worth	 mentioning	 that	 in	 poly(A)	 mRNA-Seq,	 the	 alignment	 can	 be	
performed	to	the	transcriptome	directly.	

	 	
4.2.	Normalization	and	estimation	of	transcript	abundance	

	 The	transcript	abundance	could	be	estimated	by	simply	counting	the	number	of	
reads	or	fragments	(paired-end	reads).	However,	counts	are	biased	due	to	the	length	of	
the	mRNA	as	well	as	its	expression.	Therefore,	normalization	of	counts	is	necessary	and	
it	is	normally	performed	by	softwares	such	as	RSEM	[26].	RSEM	output	consists	of	two	
files:	one	for	 isoform-level	estimates	(counts)	and	the	other	for	gene-level	estimates.	
Isoform-level	 estimates	 will	 be	 used	 by	 differential	 expression	 methods	 (See	 4.3.	
Differentially	expressed	genes	analysis).	

	The	 gene-level	 estimates	 reported	 by	 RSEM	 are	 the	 estimated	 fractions	 of	
transcripts	made	up	by	a	given	isoform	or	gene.	This	measure	can	be	used	directly	or	
can	be	multiplied	by	106	to	obtain	transcripts	per	million	(TPM).	Other	measures,	apart	
from	TPM,	are	normally	used:	reads	per	kilobase	million	(RPKM)	for	single-end	reads	
and	the	equivalent	for	paired-end	reads,	fragments	per	kilobase	million	(FPKM).	TPM	
and	RPKM	measure	calculations	are	shown	in	Figure	13.	Note	that	FPKM	is	calculated	
equally	to	RPKM	but	counting	fragments	instead	of	reads.	
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Figure	13:	RNA-Seq	normalised	measures	of	read	counts	for	a	given	G*3*( .	Reads	
per	 kb	 million	 (RPKM)	 for	 single-end	 reads.	 Transcripts	 per	 million	 (TPM).	 For	
paired-end	reads,	fragments	are	counted	instead	of	reads	(FPKM).		
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As	an	example,	you	have	sequenced	one	library	of	5M	reads.	Among	them,	4M	
mapped	to	the	reference	genome	and	5000	reads	matched	to	a	given	gene	with	a	length	
of	2kb.	There	were	10K	genes	with	mapped	reads.	

	

DEF$%&% 	= 	 OPPPQ	·	RPS 	 · 	10
< 	= 	1250										 !"=#>?@? 	= 	 RVOPV 	= 	625	

	

DEL$%&% 	= 	 OPPPV 	= 	2500		 	 	K"#>?@? 	= 	 	VOPPRP.PPP · 	10
< 	= 	0,25 · 	10<	

	

The	only	difference	when	calculating	TPM	is	that	you	normalise	for	gene	length	
first	and	then	normalise	for	sequencing	depth	second.	This	has	profound	effects	on	the	
finally	measure	as	TPM	represents	the	proportion	of	a	given	transcript	in	the	total	pool	
of	transcripts	(values	range	from	0	to	1,	per	million).	Therefore,	TPM	values	are	more	
comparable	 across	 samples	 and	 species	 and	 are	 preferred	 over	 RPKM	 and	 FPKM	
measures	that	are	dependent	of	the	mean	expressed	transcript	length	[26].		

	

4.3.	Differentially	expressed	genes	analysis	
The	 aim	of	 differentially	 expression	 analysis	 is	 to	 find	 genes	 that	 significantly	

changed	 their	RNA	abundance	between	 two	experimental	 conditions.	As	mentioned,	
normalized	isoform	counts	are	used	as	input	and	statistical	testing	is	performed.	Several	
softwares	offer	differential	gene	analysis	but	most	of	them	are	based	in	two	statistical	
distributions:	Poisson	(DEGseq)	and	negative	binomial	(DEseq,	edgeR)	[27-29].	However,	
count	 data	 is	 discrete	 and	 skewed	 and	 softwares	 based	 in	 a	 negative	 binomial	
distribution	such	as	DEseq	are	normally	preferred.	

Finally,	 a	 list	 significant	 differentially	 expressed	 (DE)	 genes	 between	 two	
conditions	is	reported	together	with	normalized	counts	in	the	two	conditions,	p-values	
(multiple-testing	corrected),	fold-changes	and/or	fold	discovery	rate	(FDR).				

Once	the	significantly	DE	genes	are	reported,	several	down-stream	analyses	can	
be	performed	to	retrieve	biological	information,	as	follows.	

	

4.4.	Discovery	and	search	of	regulatory	motifs	
The	 subset	 of	 DE	 genes	 may	 reflect	 regulatory	 functions	 of	 proteins	 that	

recognise	 specific	 DNA	 sequences	 (motifs)	 such	 as	 transcription	 factors	 or	 splicing	
machinery.	So,	motif	enrichment	in	DE	genes	at	specific	regions	such	as	promoters	or	
splice	junctions	is	commonly	performed.	Two	types	of	motif	analysis	can	be	performed:	
scan	of	known	motifs	or	de	novo	motif	discovery.	Several	motif	databases	are	publically	
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available	and	used	by	softwares	like	MEME	or	Homer	to	retrieve	significantly	enriched	
motif	in	DE	genes	[30,	31].	

	

4.5	Functional	and	pathway	enrichment	analysis	
Two	main	methods	are	normally	used	for	functional	enrichment	analyses	in	RNA-

Seq	 experiments.	 First	 one	 uses	 the	 subset	 of	 significantly	 expressed	 genes	 (Gene	
Ontology,	KEGG	pathways	enrichment).	The	second	method	does	not	rely	in	the	subset	
of	significantly	DE	genes	but	on	whole	genic	expression	changes	(gene	set	enrichment	
analysis,	GSEA).		

	

Briefly,	Gene	Ontology	(GO)	project	has	developed	three	structured	ontologies	
that	 describe	 gene	 products	 in	 terms	 of	 their	 associated	 biological	 process,	 cellular	
component	 and	molecular	 function	 in	 a	 species-independent	manner	 [32].	 For	 each	
gene,	 several	GO	terms	are	associated	and	publically	available	at	GO	term	database.	
Other	databases	such	as	KEGG	pathway	contain	information	on	molecular	interactions,	
reaction	and	relation	networks	for	metabolism,	genetic	and	environmental	information	
processing,	 cellular	 processes,	 human	 diseases,	 drug	 development…	 [33].	 So,	
enrichment	of	functional	pathways	is	normally	performed	using	several	databases	such	
as	GO	terms	or	KEGG	pathways,	among	others.		

Taking	significantly	DE	genes	and	their	associated	annotation,	statistical	tests	can	
be	 performed	 to	 retrieve	 significantly	 enriched	 biological	 process,	 pathways,	 cellular	
components	and	molecular	functions	(Figure	14).		

	

	

	
	

GO	 term	 database	 is	 highly	 redundant	 and	 grouping	 of	 GO	 terms	 is	 highly	
recommended.	 Several	 algorithms	 are	 implemented	 and	 publically	 available.	 As	 an	

Up-regulated	genes 

Down-regulated	genes 
GO	terms,	KEGG	
pathways… 

Figure	14:	Typical	report	of	a	GO	term	enrichment	analysis	in	significantly	up-	and	
down-regulated	 genes.	 The	 indicated	 enriched	 GO	 terms	 are	 reduced	 by	 semantic	
similarity	using	REVIGO	software	[34].	Figure	adapted	from	Chapter	II.	
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example,	REVIGO	software	uses	semantic	similarity	among	GO	terms	to	group	them	and	
user	can	define	the	stringency	parameters	(Figure	15)	[33].	

	

	

	
	

Gene	 set	 enrichment	 analysis	 (GSEA)	 is	 a	 method	 that	 retrieves	 similar	
information	although	it	does	not	rely	on	pre-selected	DE	genes	[35].	Genes	are	ranked	
according	 to	 their	 fold-changes	 and	 compared	 to	 other	 transcriptome	 experiments	
(gene	set	of	DE	genes)	(Figure	16).	Pre-selection	of	genes	is	avoided	and	pathways	as	a	
whole	can	be	significantly	enriched	without	taking	into	account	individual	gene	changes.	

	

	

	

Figure	 15:	 Output	 report	 of	 REVIGO	 software,	 clustering	 GO	 terms	 by	 semantic	
similarity.	Figure	adapted	from	[34].	

Ranked	DE	genes	
			RNA-Seq	experiment		
			condition	2 

GSEA	enrichment	plot:		
pathways,	disease,	treatment…	or	costume	made	gene	sets	

condition	1 

Genes	found	DE	in	both	
gene	sets 

Leading-
edge	subset 

Enrichment	
score	(ES) 

Rank	at	max 

Figure	16:	Enrichment	plot	from	a	gene	set	enrichment	analysis	(GSEA)	comparing	
gene	sets	(DE	genes)	of	a	known	experimental	condition	1	and	an	RNA-Seq	experiment	
under	condition	2.	Figure	adapted	from	[35].	
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The	enrichment	score	(ES)	is	used	to	retrieve	significantly	enriched	gene	sets	in	
an	RNA-Seq	experiments	(Figure	16).	Further,	normalised	ES	(NES)	is	used	for	comparing	
several	GSEA	experiments.	

The	leading-edge	subset	of	a	gene	set	is	the	subset	of	genes	that	contribute	most	
for	the	ES.	For	a	positive	ES,	the	leading-edge	subset	are	those	genes	that	appear	in	the	
ranked	list	prior	to	the	peak	score	(Figure	16).	It	is	hypothesized	that	this	specific	subset	
is	the	main	responsible	of	the	reported	enrichment.	Thus,	GSEA	allows	to	inspect	the	
leading-edge	subset	specifically.	The	expression	of	leading-edge	subset	genes	in	other	
gene	 sets	 can	 be	 explored	 (Figure	 17A).	 In	 addition,	 a	 set-to-set	 comparison	 is	 also	
reported,	regarding	the	changes	in	expression	in	the	leading-edge	subset	(Figure	17B).		

	

	

	
	

Interestingly,	GSEA	 allows	 to	 introduce	 costume	made	 gene	 sets	 using	 a	 pre-
ranked	 gene	 list	 and/or	 their	 expression	 values.	 As	 an	 example,	 two	 experimental	
conditions	 such	 as	 knock-down	 or	 knock-out	 of	 a	 specific	 protein	 (shRNA	 and	
CRISPR/Cas9	 methodologies,	 among	 others)	 performed	 with	 two	 different	 methods	

Gene	sets 
			pathways,	DE	
genes,	costume	
made… 

Leading-edge	subset	(genes) 
A 

B 

Figure	 17:	 Leading-edge	 analysis	 in	 gene	 set	 enrichment	 analysis	 (GSEA).	 (A)	
Heatmap	 showing	 the	 expression	 of	 the	 leading-edge	 subset	 of	 an	 RNA-Seq	
experiment	in	several	genes	sets	(pathways,	DE	genes	or	costume	made...).	(B)	Set-to-
set	comparison.	Specifically,	the	intensity	of	the	cell	for	sets	A	and	B	corresponds	to	
the	X/Y	ratio	where	X	is	the	number	of	 leading-edge	genes	from	set	A	and	Y	is	 the	
union	of	the	leading-edge	genes	in	sets	A	and	B.		Figure	adapted	from	[35].	
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(RNA-Seq	and	microarray)	can	be	compared	using	GSEA	and	costume	made	pre-ranked	
gene	sets.		

	
4.6.	Splicing	analysis	and	isoform	detection	
pre-mRNAs	are	post-transcriptionally	processed	to	mature	mRNA	via	a	process	

known	as	splicing.	After	splicing,	introns	are	removed	and	exons	are	joined	together.	In	
many	cases,	 splicing	creates	unique	proteins	by	varying	 the	exon	composition	of	 the	
same	pre-mRNA,	known	as	alternative	splicing.	Those	unique	proteins,	coming	from	the	
same	 gene,	 are	 known	 as	 isoforms.	 Isoform	 abundance	 is	 very	 tissue-	 and	 process-
dependent	and	in	some	RNA-Seq	experiments	of	great	interest.	

	

By	 analysing	 reads	 from	 an	 RNA-Seq	 experiments	 two	 kinds	 of	 reads	 are	
obtained:	reads	overlapping	a	single	exon	or	reads	containing	a	splice	junction	and	thus,	
representing	 two	 exons.	 For	 paired-end	 reads,	 the	 same	 occurs	 with	 fragments	 in	
addition	 to	 reads.	New	splice	 junctions	 can	be	 reported	by	analysing	 those	 reads.	 In	
addition,	 those	 reads	 allow	 the	 analysis	 of	 alternative	 splicing	 and	 relative	 isoform	
abundance.	

Isoform	detection	 is	 performed	using	 specific	 softwares	 like	MISO	 [36].	MISO	
software	 uses	 an	 annotation	 database	 of	 all	 possible	 alternative	 splicing	 events	
(isoforms),	which	are	the	following:	

1. Skipped	exons	(ES)	
2. Alternative	3’/5’	splice	sites	(A3SS,	A5SS)	
3. Mutually	exclusive	exons	(MXE)	
4. Tandem	3’	UTRs	(TandemUTR)	
5. Retained	introns	(RI)	
6. Alternative	first	exons	(AFE)	
7. Alternative	last	exons	(ALE)	

	

Reads	 aligning	 to	 the	 alternative	 exon	 or	 to	 its	 junctions	 with	 adjacent	
constitutive	exons	(inclusion	reads)	provide	support	for	the	inclusion	isoform,	whereas	
reads	 aligning	 to	 the	 junction	 between	 adjacent	 constitutive	 exons	 (exclusion	 reads)	
support	 the	 exclusion	 isoform.	 For	 each	 possible	 alternative	 splicing	 event,	 MISO	
software	will	calculate	the	percentage	spliced	in	(PSI	or	y)	that	denotes	the	fraction	of	
mRNA	that	represent	the	inclusion	isoform	(y	=	inclusion	reads	/	exclusion	+	inclusion	
reads)	(Figure	18).		
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In	 RNA-Seq	 experiments	 analysing	 splicing,	 paired-end	 reads	 are	 highly	

recommended.	Fragments	can	provide	more	information	than	reads	as	they	can	span	

two	 constitutive	 exons	 separated	by	 a	 skipped	exon	 (Figure	 18B,	marked	with	 a	 red	

asterisk).	 This	 information	 cannot	 be	 obtained	 by	 analysing	 reads	 and	 they	 are	 all	

considered	constitutive	reads	instead	of	exclusion	reads.	In	addition,	as	some	isoforms	

might	be	expressed	at	a	very	low	level,	a	high	depth	of	sequencing	is	also	recommended	

(Table	3).	

	

ENCODE	 consortium	 considers	 that	 quantification	 of	 individual	 transcript	

isoforms,	 being	 much	 more	 complex,	 can	 differ	 substantially	 depending	 on	 the	

processing	pipeline	employed	and	are	of	unknown	accuracy.	Therefore,	alignments	and	

gene	 quantification	 in	 an	 RNA-Seq	 can	 be	 used	 confidently,	 while	 transcript	

quantifications	should	be	used	with	care.	

	
4.7.	Transcription	of	repetitive	elements	
Transcription	of	repetitive	elements	in	an	RNA-Seq	experiment	can	be	explored	

to	assess	genomic	stability	due	to	a	high	transcription	of	repetitive	elements.	In	addition,	

RNAs	from	repetitive	elements	have	been	shown	to	be	developmentally	regulated	and	

have	regulatory	functions,	acting	as	non-coding	RNA	(ncRNA)	or	enhancer	RNA	(eRNA)	

(See	 Introduction,	 1.6.	 Heterochromatin	 and	 repetitive	 elements	 and	 3.	 Interferon	
response	and	chromatin).	RNA-Seq	experiments	are	crucial	in	those	analyses	as	not	all	

repetitive	elements	are	included	in	microarrays.	

When	designing	an	RNA-Seq	experiment	with	the	aim	to	analyse	transcription	of	

repetitive	 elements,	 total	 RNA	 preparations	 are	 not	 ploy(A)	 selected	 as	 repetitive	

A B 

* 

Figure	 18:	 Types	 of	 reads	 (A)	 and	 fragments	 (B)	 in	 an	 RNA-Seq	 experiment,	
regarding	 splicing	 (constitutive	 exons,	 skipped	 exons	 and	 introns).	 Red	 asterisk	
marks	 splicing	 information	obtained	only	with	 fragments	 (paired-end	 sequencing).	
Figure	adapted	from	[36].	
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elements	do	not	contain	poly(A)	tails.	However,	rRNA	should	be	removed	to	increase	

the	sample	with	target	RNA	species	(Table	3).		

Furthermore,	an	important	challenge	when	analysing	transcription	of	repetitive	

elements	 is	 depth	 of	 sequencing.	 Transcription	 of	 a	 repetitive	 element	 is	 highly	

dependent	on	the	number	of	copies	and	 its	expression.	Thus,	depth	of	sequencing	 is	

very	dependent	on	 the	 sample	 (expression	 level)	 and	 the	 specific	 repetitive	element	

(number	of	genomic	copies).		

Some	 repetitive	 elements	 contain	 unique	 sequences	 and	 are	 included	 in	 the	

reference	genome.	So,	they	can	be	analysed	as	gene	transcripts	using	read	counts	(See	

4.2.	Normalization	and	estimation	of	transcript	abundance).	In	contrast,	other	repetitive	
elements	are	not	included	in	the	reference	genome	and	a	specific	pipeline	is	performed	

(similar	to	a	ChIP-Seq	experiment,	See	3.5.	Enrichment	analysis	in	repetitive	elements).	

	

In	short,	the	pipeline	to	analyse	transcription	of	repetitive	elements	not	included	

in	the	reference	genome	in	a	RNA-Seq	experiment	is	the	following:	

1. Mask	the	reference	genome	to	“cover”	(with	Ns)	repetitive	elements	found	

in	Repbase	database	with	RepeatMasker	software	[17,	18].	

2. Perform	read	alignment	using	spliced-read	mapper	(like	TopHat	or	STAR	[21,	

22])	and	report	unaligned	and	multiple	mapped	reads.	

3. Index	Repbase	database,	necessary	for	some	aligners	such	as	Bowtie	[3].	

4. Align	unaligned	and	with	multi-reads	to	Repbase	database	(allowing	multiple	

positioning	and	more	mismatches).	As	RNAs	from	repetitive	elements	are	not	

spliced,	no	spliced-read	aligners	are	used	(like	Bowtie	or	BWA	[3,	4]).	

5. Report	read	counts	per	consensus	repeat	sequence.	

6. Normalise	counts	as	done	for	gene	transcripts	(See	4.2.	Normalization	and	
estimation	of	transcript	abundance).	

7. 	Perform	 statistical	 testing	 between	 two	 conditions	 in	 each	 repetitive	

element	using	contingency	tables	and	a	Fisher	exact	test.	

	

The	consensus	sequence	of	a	repetitive	element	might	be	small	and	fragments	

might	 expand	 several	 repeat	 copies.	When	 dealing	with	 paired-end	 reads,	 fragment	

information	cannot	be	obtained	and	paired-end	reads	need	to	be	treated	as	single-end	

reads.	Although	fragment	information	is	lost,	counts	are	expected	to	increase	roughly	

two	times	using	paired-end	reads.	

	

As	happens	with	ChIP-Seq	experiments	analysing	repetitive	elements,	using	this	

pipeline	does	not	report	the	location	of	the	repetitive	element.	It	can	only	be	reported	
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binding	 enrichment	 or	 transcription	 (ChIP-Seq	 and	 RNA-Seq,	 respectively)	 at	 specific	
repetitive	elements	(families	or	classes)	(Table	2).	
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5.	ATAC-Seq	–	Assay	for	transposase	accessible	chromatin	

sequencing	
Assay	for	transposase	accessible	chromatin	high-throughput	sequencing	(ATAC-

Seq)	is	a	method	for	mapping	chromatin	accessibility	genome-wide	(Table	1)	[37,	38].	
This	method	uses	a	hyperactive	Tn5	transposase	that	cuts	DNA	and	inserts	sequencing	
adapters,	mainly	into	accessible	regions	in	chromatin	(Figure	19A).	Compared	to	other	
experiments	assessing	chromatin	accessibility,	like	DNase-Seq	or	FAIRE-Seq,	the	number	
of	cells	used	is	smaller	and	the	sample	preparation	time	is	shorter	(Figure	19B).		

	

	

	
	

In	addition	to	DNA	accessibility,	ATAC-Seq	reads	can	be	used	to	infer	nucleosome	
positioning.	Paired-end	reads	are	used	as	the	fragment	length	is	needed	to	determine	
nucleosome	 positioning.	 Fragment	 size	 distribution	 has	 a	 clear	 periodicity	 of	
approximately	200	base	pairs,	the	size	of	a	single	nucleosome	(Figure	20A).	The	more	
abundant	 fragments	 are	 those	 smaller	 than	 ~200bp,	 representing	 nucleosome-free	
regions	 (Figure	20A).	 Interestingly,	 the	 fragment	 length	can	be	used	as	a	measure	of	
chromatin	 accessibility	 and	 its	 distribution	 clear	 correlates	 with	 specific	 chromatin	
features	(Figure	20B).	 

	

	

	

	

	

B A 

Figure	19:	Assay	for	transposase	accessible	chromatin	high-throughput	sequencing	
(ATAC-Seq).	(A)	ATAC-Seq	reaction	schematic.	Transposase	is	represented	in	green	
and	adapters	in	red	and	blue.	(B)	Approximate	reported	input	material	and	sample	
preparation	 times	 in	 genome-wide	 methods	 assessing	 chromatin	 accessibility.			
Figure	adapted	from	[36].	
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So,	ATAC-Seq	reads	are	divided	in	two	groups	using	a	simple	heuristic	model	that	
positively	 weights	 nucleosome	 associated	 fragments	 and	 negatively	 weights	
nucleosome	free	fragments.	Two	datasets	(tracks)	are	obtained:	nucleosome-free	and	
nucleosome	 signal.	 Chromatin	 accessibility	 is	 explored	 using	 nucleosome	 free	 track;	
instead,	nucleosome	positioning	uses	the	nucleosome	signal	track.	Indeed,	their	relative	
fraction	shows	nucleosome-free	and	nucleosome	regions	are	clearly	enriched	at	TSS	and	
distal	sites,	respectively	(Figure	21D).	

It	is	worth	mentioning	that	in	ATAC-Seq	experiments,	the	depth	of	sequencing	
needs	to	be	carefully	taken	into	account,	depending	on	the	biological	question.	A	clear	
correlation	exists	between	the	size	of	the	fragment	and	the	number	of	reads,	as	larger	
is	the	fragment,	lesser	it	is	represented	(low	read	density)	(Figure	20A).	Consequently,	
to	assess	nucleosome	positioning	in	an	ATAC-Seq	experiment,	high	depth	of	sequencing	
is	needed	to	obtain	a	high	number	of	larger	reads	and	consequently,	a	good	coverage	in	
the	 nucleosome	 signal	 track.	 In	 contrast,	 chromatin	 accessibility	 in	 ATAC-Seq	
experiments	 can	 be	 explored	 with	 lower	 depths	 of	 sequencing,	 as	 free-nucleosome	
fragments	are	highly	abundant.	

B 

A 

Figure	20:	Fragment	size	distribution	in	an	ATAC-Seq	experiment.	(A)	Fragment	size	
distribution	 shows	 a	 periodicity	 of	 200bp.	 (B)	 Smaller	 fragments	 (<~200bp)	
represent	 nucleosome-free	 regions,	 differentially	 found	 in	 distinct	 chromatin	
features.	Figure	adapted	from	[37]. 
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As	an	example,	at	a	 locus	that	contains	a	bidirectional	promoter	with	two	TSS	

separated	 by	 ~700bp,	 ATAC-Seq	 data	 shows	 in	 fact	 two	 distinct	 nucleosome	 free	

regions,	 separated	 by	 a	 single	 well-positioned	 mononucleosome	 (Figure	 21A).	

Compared	 to	 MNase-Seq,	 ATAC-Seq	 data	 is	 more	 amenable	 detecting	 nucleosomes	

within	putative	regulatory	regions	as	the	majority	of	ATAC-Seq	reads	are	concentrated	

within	accessible	regions	of	chromatin	(Figure	21C).	By	averaging	ATAC-	and	MNase-Seq	

signal	at	all	active	TSSs,	it	can	be	observed	that	ATAC-Seq	nucleosome	track	is	clearly	

enriched	near	TSS	and	its	signal	decreases	at	+2,	+3	and	+4	nucleosomes	in	contrast	to	

MNase-Seq	 (Figure	 21C).	 Thus,	 ATAC-Seq	 data	 can	 provide	 high-resolution	 of	

nucleosome-free	 regions	 and	nucleosome	positioning,	mainly	 in	 regulatory	 elements	

genome-wide.	An	unsupervised	hierarchical	clustering	of	ChIP-Seq	of	a	variety	of	DNA	

C 

A 

D 

B 

Figure	21:	ATAC-Seq	provide	information	on	nucleosome	positioning	and	chromatin	
accessibility.	 (A)	 Genome	 browser	 snapshot	 of	 nucleosome	 free	 and	 nucleosome	
signal	at	a	gene	containing	two	TSS.	(B)	Hierarchical	clustering	of	DNA	binding	factor	
position	 with	 respect	 to	 the	 nearest	 nucleosome	 dyad.	 (C)	 Nucleosome-free	 and	
nucleosome	 signal	 tracks	 at	 TSS,	 representing	 chromatin	 accessibility	 and	
nucleosome	 positioning,	 respectively.	 (D)	 Relative	 fraction	 of	 nucleosomes	 vs	
nucleosome-free	regions	(NFR)	in	TSS	and	distal	sites.	Figure	adapted	from	[37]. 
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binding	factors	and	ATAC-Seq	data	can	reveal	major	classes	of	binding	with	respect	to	
the	proximal	nucleosome	(Figure	21B).		

Because	 ATAC-Seq	 reads	 are	 enriched	 at	 open	 chromatin	 sites,	 to	 assess	
nucleosome	positioning	genome-wide	MNase-Seq	is	more	suitable.	However,	ATAC-Seq	
can	 provide	 high-resolution	 information	 of	 chromatin	 accessibility	 and	 nucleosome	
positioning	at	open	chromatin	sites,	putative	regulatory	 regions	genome-wide.	Other	
methods	like	DNase-	or	FAIRE-Seq	can	only	report	chromatin	accessibility	and	MNase-
Seq	is	used	for	nucleosome	positioning	genome-wide	(Figure	22).	 

	

	

	
	

When	 comparing	 several	 genome-wide	 methods	 to	 assess	 chromatin	
accessibility,	 DNase-	 and	 ATAC-Seq	 do	 not	 provide	 data	 that	 perfectly	 complement	
those	of	MNase-Seq.	The	reason	is	that	those	methods	provide	snapshots	of	a	dynamic	
process	 that	 is	 averaged	 across	 many	 thousands	 of	 cells.	 The	 fact	 that	 chromatin	
accessibility	and	nucleosome	positioning	at	open	chromatin	sites	can	be	explored,	at	
high-resolution,	within	the	same	ATAC-Seq	experiment,	using	a	small	number	of	cells	
(500	to	50.000	cells)	is	of	great	advantage	until	single-cell	methodologies	are	developed.	

	

	

Briefly,	the	pipeline	to	analyse	an	ATAC-Seq	experiment	is	as	follows.	Paired-end	
reads	are	mapped	to	the	reference	like	a	ChIP-Seq	experiment	(See	3.1.	Read	mapping).	
ATAC-Seq	 reads	 are	 then	 divided	 in	 two	 subsets	 (nucleosome	 and	 nucleosome-free	
signal)	and	analysed	independently.		

MNase 

DNase 

ATAC 

MNase 

ATAC 

DNase 

TF 

Figure	22:		DNase-Seq	and	ATAC-Seq	are	used	to	sequence	and	map	exposed	regions	
of	DNA,	whereas	MNase-Seq	maps	regions	 that	are	protected	by	nucleosomes.	TF:	
transcription	factor.	Note	 that	ATAC-Seq	signal	decreases	when	moving	away	from	
accessibility	sites	compared	to	MNase-Seq	signal.	Figure	adapted	from	[39].	
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On	the	one	hand,	ATAC-Seq	reads	coming	from	larger	fragments	(>	~200bp)	are	
analysed	 using	 algorithms	 to	 report	 nucleosome	 positioning	 like	 in	 a	 MNase-Seq	

experiment.	 As	 mentioned,	 ATAC-Seq	 will	 only	 report	 nucleosome	 positioning	 at	

accessible	chromatin	sites	and	only	with	high	depths	of	sequencing.	

On	the	other	hand,	reads	representing	nucleosome-free	regions	are	analysed	like	

a	ChIP-Seq	experiment.	Peak	calling	is	performed	to	assess	accessibility	sites	using	the	

same	ChIP-Seq	peak	calling	methods	(See	3.2.	Peak	calling).	Narrow	and	broad	peaks	
will	 represent	 accessibility	 in	 small	 regions	 (small	 nucleosome	 changes	 like	 those	 of	

transcription	factors)	or	broad	regions	(exploring	chromatin	organization),	respectively.	

For	 instance,	 pluripotent	 ESCs,	 characterized	 by	 a	 more	 “open”	 chromatin,	 will	 be	

enriched	in	ATAC-Seq	broad	peaks	rather	than	in	narrow	peaks.	Peak	calling	softwares	

like	MACS2	allow	to	compute	and	compare	both	(narrow	and	broad)	peaks	at	the	same	

time	[7].	

Interestingly,	 when	 assessing	 peak	 calling	 within	 a	 sample	 of	 an	 ATAC-Seq	

experiment,	 the	 vast	majority	 of	 peaks	 are	mapped	 to	 constitutive	 active	 chromatin	

(Figure	23A).	This	kind	of	experiments	assessing	chromatin	accessibility	sites	can	be	used	

to	 compare	 different	 cell	 types	 (ESCs	 vs	 differentiated	 cells)	 by	 overlapping	 peaks	

analysis.	

	

	

	

	

Within	the	same	cellular	type,	drastic	changes	(from	fully	closed	to	fully	opened	

chromatin)	 are	 not	 observed	 under	 different	 conditions.	 So,	 differential	 peak	 calling	

A 

B 

Untreated 

Condition	1 
Condition	2 

Untreated 
Condition	1 

Condition	2 

Untreated 
~	Condition	1	and	2 

Untreated	vs		
Condition	1 

Figure	23:	ATAC-Seq	peak	calling:	ATAC-Seq	signal	browser	snapshot	and	pie	chart	
of	the	genomic	annotation	of	ATAC-Seq	peaks	(A)	Peak	calling	within	the	same	sample	
to	assess	chromatin	accessibility	 sites.	Note	the	vast	majority	of	peaks	are	on	open	
genic	 regions	 (B)	 Peak	 calling	 between	 two	 conditions	 (differential	 peak	 calling).	
Figures	adapted	from	([40]	and	Chapter	II).	
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analysis	needs	to	be	performed	to	report	differences	between	ATAC-Seq	signals	in	the	
same	cell	type	(Figure	23B).	Thus,	in	the	peak	calling	software	one	track	is	introduced	as	
the	background	(untreated,	 input	 in	a	ChIP-Seq	experiment),	which	 is	compared	to	a	
second	ATAC-Seq	track	under	a	specific	condition.	It	is	worth	mentioning	that	as	ATAC-
Seq	experiments	can	only	be	performed	with	paired-end	sequencing,	read	shifting	in	the	
peak	calling	is	avoided	and	fragments	are	used	instead	of	reads	(Figure	3).	

	

Down-stream	 analyses	 such	 as	 correlation	 of	 chromatin	 accessibility	 with	
expression,	accessibility	(peak	overlap)	at	repetitive	elements,	annotation	to	genomic	
features,	motif	analysis…	are	performed	as	in	a	ChIP-Seq	experiment	using	the	ATAC-
Seq	signal	and	peaks.	
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