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Introduction

The study of fluid dynamics has been a very important subject since ancient times. From
the civil engineering applications in roman empire until the study of the air flow in aero-
nautical engineering, many significant physical applications of fluid dynamics problems are
present in human history. However, in the present day with the use of applied mathemat-
ics and the power of computation, the focus of fluid dynamics has changed from practical
physical experiments to computational simulations. For this reason, it is important to have a
solid and rigorous mathematical framework in which to develop the computational solutions
of this simulations.

The purpose of this study is to give an introduction to computational dynamics by estab-
lishing a mathematical framework for the fluid’s particles and properties and explaining com-
putational methods in this framework to compute the flow of a fluid in certain conditions
(incompressibility and homogeneity). We will divide this study in three parts.

The first part contains the mathematical definition of a fluid and it’s properties. We define
a fluid, it’s flow and it’s properties and derive the differential equations that give the evolution
of the fluid flow, the Navier-Stokes equations, and the evolution of general properties. Fur-
thermore, we define the incompressible and homogeneous conditions for a fluid and derive
consequences of this conditions.

In the second part, we give the discretization of the differential equations that give the evo-
lution of the fluid’s properties. In particular, we present two types of spatial discretizations
and present a scheme for temporal discretizations. In addition, we give an example of dis-
cretization using the methods described. Finally, we explain a way to compute the numerical
solution of the discretized equations.

In the third chapter we give two examples of fluid dynamics problems that we solve com-
putationally using the previously explained mathematical framework and discretization meth-
ods. The first example is a two dimensional flow where we compute how a scalar property
transports through the fluid with time. The second example is a two dimensional fluid, ini-
tially at rest, where the upper boundary is moving with uniform velocity, where we study the
evolution of the velocity field of the fluid with time until a stationary state.

This study was done in collaboration with the Centre Tecnologic de Transferéncia de Calor (UPC),
with the help of Arnau Pont and under the supervision of Dr. Asensi Oliva.



Chapter 1

Mathematical model of a fluid

1.1 Definition of a fluid

The first step to study the flow of a fluid is to properly settle how to define a
fluid and its properties.
However, in order to define these we need to make the continuum assumption,
describing the fluid as a continuous body (made of infinite point particles) without
taking into account its molecular structure. For most macroscopic applications and
phenomena this is an accurate description.

Definition 1.1. Let (2 be a domain, that is a connected open subset of a vector
space, in R" (for n € {2,3}) vector space over the field RR; such that Q) is compact
and has a smooth boundary dQ). A fluid is then defined as a subdomain 0y C Q).

Intuitively, the subdomain represents the space occupied by the fluid and the
points inside the subdomain are the particles of the fluid. In most common appli-
cations we will have ()g = () (that is the fluid occupies the whole space where it
is contained).

Definition 1.2. Given a fluid )y C ) we define its flow map in a given time
interval [0, T] for T € R as the application:

7:Qx[0,T] — Q

where ((X,t) = ¥(t) gives the new position of the fluid particle and {(Qo,t) =
Q) C QVt € [0,T] is the subdomain of the fluid at any given time. We impose
that this subdomain is also compact and has a smooth boundary 9Q); V¢t € [0, T].
As stated above, in most common applications we will have O3y = Q Vt € [0, T].

Definition 1.3. We define the properties of the fluid flow in a given time interval
[0, T] for T € R as the following applications:

1



2 Mathematical model of a fluid

e ii: () x [0, T] — R" called the velocity field of the fluid (vector field). This
property shows how the particles that make the fluid move through time.

* p: O x[0,T] — R called the pressure field of the fluid (scalar field). This
property measures the force balance applied on a certain surface of the fluid,
and on the surfaces of smaller regions inside it.

e 0: 0 x[0,T] — R called the density field, or mass density field, of the fluid
(scalar field). This property describes the amount of particles in a certain
volume of the fluid’s subdomain.

These properties will characterize how the fluid evolves through time, as we will
see in the following sections.

Comment 1.Given that the flow of a specific particle of the fluid is given by

Xo(t) = (Xo,t) we see that its velocity is aa—’?t” = aé(gf’t). Therefore, the velocity field

of the fluid is specified as:

VX € Oy and Vt € [0, T).

By being able to calculate the velocity field of the fluid we will be able to specify
the fluid flow application (X, f).

Comment 2. Although the properties are defined in the whole domain () as
a technical requisite (as all )y C Q) it is trivially assumed that the values of the
properties outside the fluid’s subdomain in a given time are 0.

Comment 3. The property applications defined above are assumed to be suffi-
ciently smooth and well behaved, so that the functions are differentiable (actually
C®). We can define them like this because of the initial continuum assumption.

1.2 Fluid flow. Navier-Stokes equations

Now that we have defined the properties that characterize the fluid’s flow, we
take a look on how the flow changes over time, and that is given by the property
ii. The behavior of ii is given by the following differential equations, called the
Navier-Stokes equations (in its most general formulation):

a — - = — o\ = - = —
5; (o) + (i - V) (pil) + (pi) V- if = pg + Vo (1.1)



1.2 Fluid flow. Navier-Stokes equations 3

)
atp+V(pu) =0 (1.2)

where V is the nabla differential operator (in Cartesian coordinates V= (%, %, aa—z)),‘
3(%,t) € R" is the body forces vector, that represents the external body forces ap-
plied to the fluid (e.g. gravity, magnetic force, etc); and ¢ is the stress tensor,
which represents the surface forces acting on the fluid (e.g. frictional forces, vis-
cosity, etc).

Equation (1.1) is called Momentum equation and equation (1.2) is called Mass
equation. These names will make sense in the derivation of the equations, as they
are derived from the conservation of these magnitudes.

1.2.1 Derivation of the Navier-Stokes equations

In the following section, we are going to derive the Navier-Stokes equations
using the following physical conservation principles: mass conservation and mo-
mentum conservation.

Nonetheless, in order to derive the equations we will need some previous results.

Given a scalar property of a fluid ¢(X, t), using Cartesian coordinates we have:

d 0p x99
FTAS Zaxl 5 = Ve

Definition 1.4. We define a material derivative as the linear differential operator:

D o _ =

ﬁ g +u-V
which shows the variation of the derivated property following the movement of
the fluid particles. As we have seen, all the time derivatives of the properties in a

fluid can be regarderd as material derivatives.

Theorem 1.5 (Divergence theorem). Let A be a subset of R" that is compact and
has a piecewise smooth boundary dA and let f be a vector field defined in a
neighborhood of A that is C! (continuously differentiable), then the following

equality holds:
/A(V-f)dV:/aA(f-ﬁ)dS. (1.3)



4 Mathematical model of a fluid

Theorem 1.6 (Reynolds transport theorem). Let X be an arbitrary open region of
a fluid Vt € [0, T] and let ¢(X, t) be a scalar function or property associated with
the fluid. Then it holds that:

d N d =
T [/ngb(x,t)dx} = A, {atcp%—V(cpu)dx] vt e [0,T). (1.4)
Let’s look at the proof of this last transport theorem.

Proof. We recall that the fluid flow map ((X,t) = X(t) gives us the change of
position of a fluid particle and that any region (made up of fluid particles) X
changes to another region X; from time ¢ty = 0 to a given ¢ € [0, T]. Then, given a
fluid property ¢(X, t) we have:
| e@naz= [ 9@ 0,0)(E Haz
R o
where we have used a change of variables from X to {(X, t) such that (%, ) is the
determinant of the Jacobian matrix of the map (X, t) for a given ¢t € [0, T]. With
this change of variables, as X is a constant region of (2, we can derivate under the
integration sign and get:
a [ . d

d
g LeEnaE=15 [ o@@nni@na= [ 0@ HIED)]az

Now we have to look at the derivative of the expression ¢(Z (X, t),t)J(X,t). As we
stated above, the time derivative of a scalar property of the fluid is equal to the

material derivative, and such we have:
d N R (D R N R d_
§ @EEDDIED) = (o@D 160+ 9E(E 0,0 ZIE .

For the term % ](%,t) we will use the following lemma:

Lemma 1.7.

i (%, 1) = J(Z (Y - 727 1), 1))

which can be easily proved by direct calculation of the partial derivatives.

Substituting these results in the previous expression for the time derivative of
the integral of the property ¢(%,t) we get:

d Lo D . L L
o P 0dT == [ [(mcp(é(x,t),t)) + (¥ u)(é(x,t),t)] 1(%,1) di.
If we change back the variables from (¥, f) to X we get:

Z/Ztﬂf,t)df:/& KDth;(f,t)) +4>(va‘)(f,t)] d% = /Z [atngrV((pﬁ)] d%

which ends our proof. O
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Conservation of Mass

Given that the mass of an open region of the fluid X; Vt € [0, T| is given by the
integration of its density over the region, and this mass is conserved Vt € [0, T},
we have:

Ms, ::/ p(a’c’,O)da’c’:/ o(%,t)d% Vit € [0,T].
ZO Zt

The conservation of the mass of the fluid implies the following, using the transport
theorem:

dMZ:o_m:/ 3p+§(pﬁ) dx vVt € [0,T]
dt y, | Ot

and this is valid for any region X; of the initial fluid, that is for any arbitrary
small region inside );. Therefore, the integrand must vanish, so:

a Y 7 J—
5Pt V(pit) =0

that gives the Mass equation (1.2). Using the material derivative, we can get an-
other form for the Mass equation:

D v 7\ —
EP'FP(V'M)—O

Conservation of Momentum

Given that the momentum of an open region of the fluid X; Vt € [0, T] is given
by:
(t) = / o(%,1)il(%, t)dx Yt € [0, T].
Xy

By Newton’s second law and using the transport theorem (component-wise
for the velocity field) we have that:

Z(Forces acting on the region) = dncilf‘t) _ /
)

[a%’f‘) + ¥ ((i)id) | dF =

d(pii) + (i - @)(pg) + (p[[)(@ . L‘[)] dx Vvt e [0,T].

Now we have to calculate the term involving the forces. We can distinguish
between two different forces affecting the fluid: external body forces that exert
a force over a volume, represented by the body force density §(X,t); and stress
forces that exert a force over the surface of a volume, represented by the stress
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tensor o(X,t). We have the following expression for the forces affecting a region
Zti

Y _(Forces acting on the region ¥;) = / pg dxX + / o-ids.
oA )

Note that the stress forces are integrated over the surface of the volume, where
they act, and using the surface differential dS. Moreover, as the tensor need not be
parallel to the surface of the volume we need to project it by calculating the dot
product with 7.

Finally we can use the divergence theorem in the term with the surface forces
and get the following expression:

/zt [Pngﬁ‘T} di = /y;t [a(gf) + (il - V) (pil) + (pil) (V - ii) | d% Vt € [0, T.

As our arguments were done for an arbitrary small region of Q); Vt € [0, T], the
equality holds for the integrands alone:

o e 9(pH)
pg + Vo = o

that gives the Momentum equation (1.1).

+ (- V) (pit) + (o) (V - i7) (1.5)

1.2.2 Incompressible fluids

One of the most studied fluids are the incompressible fluids, as most liquids
are regarded as quasi-incompressible in most practical aplications. Let’s look at
the exact definition of an incompressible fluid:

Definition 1.8. Given a fluid Q; Vt € [0, T| we say it is incompressible if for any
region inside the fluid %; it holds that:

d
Volume(¥;) = | dX = constant <= — | dX¥ =0 YVt € [0, T].
) at Js,

Let see what this means with the following proposition.

Proposition 1.9. Given a fluid O Vt € [0,T] with flow map {(X,t) such that
— _ 9l(Xt)
W= "%

and ] is the jacobian of {(X, t), the following statements are equivalent:
1. The fluid is incompressible;
2. V-l =0;

3. J=1.
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Proof. During the proof of the transport theorem we used a change of variables to
change the integration domain X into the initial Xy which is a constant region. In
this case, when we apply this change of variables to the definition of incompress-
ible fluid we get:

0=4 [ az=2 ](a‘c’,t)da?:/ (vﬁ)]dfz/(vﬁ)df
dt X dt 20 20 p
which implies statements 2. and 3. if, and only if, statement 1. is true. O

From the previous proposition, we get that for incompressible fluids the Navier-
Stokes equations end up in the following form:

5 (0f0) + (- V) (pil) = p3 + Vor (1.6)
9 - D d
5P T V)p= o= —2p=0 (1.7)

However, from equation (1.7) we can get further inside to the incompressibility
condition. The condition %p = 0 means that the density of the studied fluid is
constant while following the fluid. From a more physical point of view, if we take
a region of fluid ¥ this region’s overall density will remain the same even if the
shape of the region, and its position, changes with the movement of the fluid (thus
also maintaining the volume of the region) as if the region was not being disturbed
by the surrounding fluid, only moved by it.

Aside from incompressible fluids, we can define another type of fluid, homo-
geneous fluids:

Definition 1.10. Given a fluid Q) Vt € [0, T] we say it's homogeneous if p(X,t) =
p(t) VX € O givenat € [0, T, that is the density of the fluid is constant in space.

To conclude, we can see that joining the definitions of incompressible and ho-
mogeneous fluids we get that p(¥,t) = peo = constant V¥ € O Vt € [0, T].

In our study of numerical solutions to the Navier-Stokes equations we will
only consider incompressible homogeneous fluids (thus having p(¥,t) = p). For
incompressible homogeneous fluids, the Navier-Stokes equations end up as:

9 4
Sty (it V)i =g+

3 Vo (1.8)

1
Poo

V-

=L

~=0 (1.9)
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1.2.3 The stress tensor

As seen in previous sections, the behavior of the velocity field of the fluid #
heavily depends on the forces applied to the fluid, the external body forces and
the surface forces given by the stress tensor. Setting the body forces aside, it is
then important which stress tensor we use for our Momentum equation. In our
study, we consider two different models for the stress tensor:

* Stress tensor for inviscid fluids, where we neglect the internal friction be-
tween the particles of the fluid, then the stress tensor can be modeled as:

100
o(Xt):=—p(xX,t)Il=—pt) 0 1 0
0 01
then the momentum equation ends up as:
J, LS N o, -
5; (0i) + (i - V) (pil) + (pi) V - il + Vp = pg. (1.10)
In our case for incompressible homogeneous fluids we end up with the equa-
tion:
i@ Vyii+LVp—g (1.11)
5 o p=3. .

e Stress tensor for viscous fluids, where we incorporate a model for the inter-
nal friction of the fluid particles, which leads to the next stress tensor:

c:=—pl+T.

Now we have a viscous term, aside from the contribution of pressure, which
can be modeled in the following way (for further reference on the viscous
term see [1] and [3]):

o= (—p+AV - @) +2ué

. : ou;
where A and y are material constants; and ¢ := %[(% + a%f)]

o, ij=12,3 is called

the strain tensor, in Cartesian coordinates.

This stress tensor leads to the following Momentum equation:

a = — — — —
—(pih) + (&1 - V) (pi) + (pil)V - ti + Vp = (A + u)V(V - il) + uAii + pg.

ot
(1.12)
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In the case of incompressible homogeneous fluids, which will be the case of
our study, we end up with the following Momentum equation:

0. e, e u

au—f—(u- )u+Psz— pToAu +3g. (1.13)
Definition 1.11. We define the following constants: y which is called dy-
namic viscosity and v := p% called kinematic viscosity.

Then the Momentum equations ends up as:

3a‘+(ﬁﬁ)a‘+

5 Vp = vAil + 3. (1.14)

=<

In our study we will only consider this two models for the stress tensor. That
is, we will only consider inviscid fluids and viscous fluids.

Comment 1. It is clear from the Momentum equations given above (1.14) and
(1.11) that the pressure p is determined up to an additive constant, that is if p is
a solution of a certain fluid flow problem, then p’ = p+ C for C € R is also a
solution.

1.2.4 Initial conditions of the Navier-Stokes equations

Given the equations for an incompressible homogeneous viscous flow (1.13)
and (1.7) are second order partial differential equations for if and first order par-
tial differential equations for p, we have 4 equations and 4 variables (counting i/
component-wise). Therefore, we will need to assume some initial conditions in or-
der to ensure the existence, uniqueness and smoothness of the solutions. Mainly,
we need to specify initial values for the velocity field #(X,0), the pressure field
p(X,0) and the density p(X,0) = pe in addition to boundary conditions Vt € [0, T].

We will not consider any external body forces in this section. If considered, the
body force density vector § would have to be specified V¥ € ); and V¢t € [0, T].

Regarding the boundary conditions, it is trivial to see that as the Mass equation
has to hold for every region in the fluid’s subdomain, the same equation has to
hold in the whole subdomain, and therefore:

/ . di = 0.
(oN
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Furthermore, we mention an important distinction in the boundary conditions.

The ideal fluid conditions state that no fluid enters or leaves the subdomain
and therefore, if 7i is the vector that represents the normal exterior direction of
a0 Vt € [0, T|, we have ii(X,t) -7i =0 VX € d(); and Vt € [0, T|. This conditions
may also impose that the tangential velocity to the boundary ii; is also 0 (no-slip
condition) or that we have no frictional losses 9ii; /d#i = 0 (free-slip condition).

On the other hand, we may have inflow conditions where #(X,f) -7i # 0 in
some region of the boundary, but then the velocities at the boundary must be
given Vt € [0, T]; and outflow conditions where the normal component of the ve-
locity i, and the tangential component ii; (normal and tangential to 9();) satisfy
diiy /011 = 0 and dii; /01 = 0, that is the velocity does not change in the boundary
and the fluid leaves the domain.

Finally, we may have the velocities in the boundary given V¢ € [0, T] by some
arbitrary function. It obvious then than these velocities have to satisfy the Mass
equation given above to be acceptable for the problem.

More generally, in the two dimensional fluid flow case, for incompressible ho-
mogeneous viscous (and inviscid) fluids it is known that given initial values for
the velocity field (X, 0), the pressure field p(X,0) and the density p(¥,0) = pe in
addition to boundary conditions V¢t € [0, T] a unique smooth solution exists, even
when T — oo (see [5]).

Regarding the three dimensional problem, it is known that unique smooth solu-
tions for the problem exists only for a bounded time interval, where the maximum
time of the interval, called blowup time, is determined by the initial velocities. The
existence and uniqueness of the problem for T — oo is and open problem (see [6]
and [7]).

1.3 Dynamic similarities of fluid flows. Reynolds number

The study of macroscopic fluids is often associated with real problems regard-
ing fluids in engineering and physical applications. For instance when talking
about aerospace engineering, the study of the air flow around the wings of a
plane is a common macroscopic fluid flow application. When we get a numerical
solution for one such applications, it is then important to compare it to the real
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case reference values, to ascertain the fidelity and accuracy of the model used.

However, in most cases in order to get this reference values one can not repro-
duce in full scale the application, or it is really expensive to do it. In this cases, a
scale model of the problem is reproduced to obtain reference values, trying to get
an equivalent fluid flow problem in a smaller scale. For this reason, it is important
to study the scaling properties of the Navier-Stokes equations to define when two
fluid flows of different parameters and scales can be regarded as similar.

Generally speaking, two fluid flows will have equivalent behavior when the
fluid flow velocity field ii evolves in the same way, that is their Navier-Stokes
equations are equivalent, in spite of the dimensions of the properties involved. To
specify what this means in a more technical way, we will develop a dimensionless
form of the Navier-Stokes equations, then compare the dimensionless equations
of the two fluid flows and see if they evolve in the same way.

In order to get a dimensionless variable, a common practice is to divide the
variable by its characteristic value. This value is often arbitrary and depends on
the problem considered. For instance, if we have a characteristic length L and a
characteristic velocity U for our incompressible homogeneous viscous fluid, we
can define dimensionless variables in the following way:

L L S SR U
L u L/u L PooU?

where we have used the fact that the dimensions of the pressure property are

__ _Force __ Mass __Mass _ Length* _ L1712
[P] T Length? — Length-Time2 ~— Length®  Time? [P] [u] :

X = (1.15)

Then, we can derive the dimensionless form of the Momentum equation which
ends up as:
/
?;:/ + (1/_[/ . v‘V)L_l'/_I_ ptov_’/p/ — poo]zuA/J/_l_ %g
by changing the variables as well as the nabla operator. From this expression of
the Momentum equations we can define two dimensionless numbers that will help
us establish the dynamical similarities of flows.

Definition 1.12. For an incompressible homogeneous viscous fluid )y C Q) Vt €
[0, T] such that we have a characteristic length L and velocity U, we can define
a variable change like (1.15) and the following two constants, characteristic to a
concrete problem:

and Fr:= —— (1.16)
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called respectively Reynolds and Froude numbers.

The latter constant helps us introduce a dimensionless body force vector §' =
% g = #%. With these, we can reformulate the dimensionless Navier-Stokes
equation as follows:
du’
ot
Intuitively, the Reynolds number gives a relation between the fluid’s inertial forces
(given by the fluid’s own movement) and its viscous forces that arise from friction
of the fluid’s particles. For low Reynolds numbers the viscous forces are more im-
portant, called high viscous fluid, whereas for high Reynolds numbers the inertial
forces are more important. However, it is important to note that although for high
Reynolds numbers inertial forces are more important, viscous forces can not be

I 1 - o
+ (- Vu' + pZV/p/ = FeA/u, +g'. (1.17)

neglected as this forces are the origin of more complex phenomena, vorticity and
turbulence.

On the other hand, the Froude number represents the relation between the in-
ertial forces and the external body forces.

Finally we get to the definition of dynamically similar fluids.

Definition 1.13. Given two fluids with the same geometry, we say they are dy-
namically similar if each has characteristic parameters y, U, p, L and g such that
their Reynolds and Froude numbers are equal.

This dynamical similarity means that their dimensionless equations of flow are
equal and thus their flow’s properties will evolve in the same way (given equiva-
lent initial conditions).

Proposition 1.14. Dynamical similarity between fluids with the same geometry
trivially constitutes an equivalence relation.

Comment 1. During this section we have not mentioned the Masss equation
when talking about the evolution of the flow’s properties. Note that we trivially
have the same expression for the Mass equation (1.2) when we change to the di-
mensionless variables, for incompressible fluids.

Comment 2. The hypothesis that the flows have the same geometry is a nec-
essary condition, as the evolution of the flow heavily depends on the boundary
conditions. In most practical cases the geometries involved are different scales of
the same problem, as stated in the beginning of the section.
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1.4 Evolution of the properties of the fluid

In the previous sections we have showed the behavior of the velocity field
of the flow, as this gives the evolution of the fluid’s flow over the time interval.
Nonetheless, in most practical applications it is also important to look at how other
properties of the fluid may change over time (temperature, electrical conductivity,
etc).

Given a general scalar property defined over a volume ¢(X,t), the change of
this property over time in a certain region %; of the fluid is given by:

;t/&(pcp) d:?:/zt <a(§t‘”>+@<pﬁ¢>) d%

where we used the transport theorem. Now using physical arguments, the causes
of the change of a property ¢ are given by two contributions: the rate of generation
or destruction of the property, which can be represented by a source term S; and
the diffusion of the property in the boundaries of the region due to the change of
the property value in the boundaries, which can be represented by the diffusive
term V(I'V¢) where T is called the diffusion coefficient. Then the change of ¢
over a certain region X; is given by:

d e N I PSR
dt/&(pcp) dx—/erdx%— Vo nds_/& (8+V(rvy)) az

where we used the divergence theorem in the last equality. As we took and arbi-
trary small region X; the equality holds for the integrands alone, and therefore we
get the following expression which gives the evolution of ¢.

@ + V(pitp) = V(I'V) + 8. (1.18)

It is interesting to point out that this expression can also be applied to the velocity
field components and so we get to the momentum equations component-wise.

Furthermore, from this point we can define the convective and diffusive be-
havior of a fluid property:

Definition 1.15. Given a fluid Q; Vt € [0,T] and a scalar property of the fluid
¢ : Q x [0,T] — R we define the following behaviors of the property:

. @(pﬁcp) we will call convective behavior or convective term of ¢.

e V(I'V¢) we will call diffusive behavior or diffusive term of ¢.
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Intuitively, the convective behavior of a property describes the way the prop-
erty values change due to the fact that the fluid is moving (movement given by i),
while the diffusive behavior describes how the property values change due to the
different values of the surrounding fluid particles (via diffusion).

In general practical applications, fluid properties like pressure p(¥,t) and den-
sity p(X, t), that appear in the Navier-Stokes equations to determine the fluid flow,
may be related to each other and to other properties (such as temperature in an
equation of state). Therefore, in order to compute the fluid’s flow it will also be
necessary to compute how these properties change over time.

1.5 Helmholtz-Hodge Decomposition

In this section we will take a more profound look at the role of the pressure for
incompressible homogeneous viscous fluids, as it leads to a very interesting result
not only from a theoretical point of view but also for numerical applications. Dur-
ing this section we will assume ideal flow boundary conditions, we recall that the
condition is i - #i = 0.

First, we start by presenting a general result of vector fields in R" for n = 2,3
that will be the main point of our argument:

Theorem 1.16 (Helmholtz-Hodge Decomposition theorem). Given a vector field @
defined on an open region X C R" for n = {2, 3}, this vector field can be uniquely
decomposed in the following form:

D=i+Vp (1.19)
where p is a scalar field over ¥ and u is a vector field over X that satisfies:
1. Vi =0,

-1 = 0, over 0X.

=

2.

Proof. In order to prove the uniqueness of the decomposition we show the orthog-
onality of i and Vp over the region . We have that:

V(iip) = (V -il)p +ii(Vp) = ii(Vp)

where the last equation follows from the free divergence condition 1. in the theo-
rem statement. With this we can calculate the scalar product of i and Vp over the
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region X as follows:

Vpeitdz— [ V(pi)dz = [ (pir)-7ids =0
LVp-iaz= [V dz= [ (i)

where we have used the divergence theorem to turn the integral over the region
¥ to an integral over the boundary of the region dX and the condition i/ - 77 = 0 of
the theorem to get the last equation.

Using this result, if we have two decompositions @ = 17 + @pl =+ @pz then
we have:
i — i+ V(p1—p2) =0

By performing the inner product (17 — 1) - (LTl — i+ V(p — pz)) over the re-
gion we get:

0= é [Hﬁi - TIZHZ + (Jl - 1/72)6(;71 — ]92)} ax = /Z lel _ LTZHZ %

where the last equation follows from the orthogonality relation. We then get that
if; = if; and thus the gradients of p need to be equal Vp; = Vpy = p1 = p2 + C
where C € R is an arbitrary constant. Therefore, the decomposition is unique (up
to an additive constant with p).

Now let’s prove the existence of the decomposition. We take a look at the di-
vergence of the given vector field :

V- @=V-i+V-Vp=Ap
where we have used the free divergence of ii. Furthermore, we have that:

Yy s o e o= O
n-w=n-u+n-Vp=i-Vp= 3
From this two statements and a given vector field @, we define a Neumann prob-
lem: 3
Ap=f:=V-@ over ¥ and %zg::ﬁ-ﬁ’) over 0X%

which is known to have a solution (see [8]) p up to an additive constant if, and

only if:
d*:/ ds
froc= s

which holds due to the divergence theorem. From this solution we define i =
@ — Vp, that has the desired properties, and we get the desired decomposition.
O
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From the theorem’s proof we see that the gradient of the scalar field p projects
the vector field @ into a divergence free vector field if that is also parallel to the
boundary. Therefore, from the theorem we get the following corollary:

Corollary 1.17. We can define the projector operator I1 that projects a vector field
over a region X into a divergence free vector field parallel to the region boundary.
That is:

(@) =w—-Vp=1i

where p is determined as specified in the theorem’s proof.

By the Helmholtz-Hodge theorem this operator is well defined. Given a vector
field @ over ¥ and a divergence free vector field I1(@) = i parallel to the region
boundary, the operator has the following properties:

which can be easily proved using the theorem proof’s arguments.

We can now apply this operator to our Momentum equation (1.17) (without
external body forces) and get:

Ji 12 = 1
I =+ — =I1(—(i-V)i+ —Aii|. 1.2
(at + poon> ( (it - V)il + Re u> (1.20)
Recalling previous sections, we assumed il was a sufficiently smooth function,
then it holds that: - -
0 =i gy =
H(u)-u:ﬂ(at) 5
By applying this together with the third property of the operator, mentioned

above, we get:

oil e 1
== IT <—(u V)il + ReAu> . (1.21)

This expression is an analogous decomposition to the one presented in the the-

orem but with @ = —(ii - V)il + & and i = aa—lf . Consequently, the pressure
gradient can be extracted as done in the theorem’s proof by:

. e 1\
V- (—(u-V)LH—ReAu) = Ap
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with

ap SO
aﬂ—ﬂ-(—(u-V)u%—ReAu>.

In the same way we did for a general property ¢ in the previous section, we
will define the following terms:

Definition 1.18. Given an incompressible homogeneous viscous fluid (); for t €
[0, T] with a fluid flow given by the velocity field i, we define its convective-
diffusive behavior as the term:

1

Aif
Re "

R(il) = —(ii - V)it +

where — (i - V)il is the convective term and Al is the diffusive term.

We can then rewrite the decomposition of the Momentum equation (1.21) with
this convective-diffusive term:

g”t‘ = II(R(&)) with Ap =V -R(i) (1.22)

To sum up, we have derived and expression of the Momentum equation of
incompressible homogeneous viscous fluids which does not depend on the pres-
sure. Moreover, we have seen that in this case, the pressure is uniquely deter-
mined by the incompressibility condition V - i = 0 as the function that projects
the convective-diffusive term into the a divergence free term.

This result is the foundation for a variety of numerical solution schemes of the
Navier-Stokes equations called Fractional Step or Projection methods.



Chapter 2

Discretization of a differential
equation. Numerical solutions

Once we know how the change of the fluid flow and its properties are related
by the differential equations, we proceed to the discretization of these behaviors
in order to calculate how this magnitudes evolve with time . Our main goal is to
transform a differential equation, written in terms of a function and its derivatives,
into a system of equations in terms of the values of these functions in points of the
fluid O Vt € [0, T1.

More specifically, given a fluid QO € Q Vt € [0,T], the first thing we need to
do is discretize the fluid’s particles themselves. To do this we set a grid of points
over the fluids domain. During this section we will talk about fluids in IR? but the
case in R? is analogous.

Given a fixed t € [0,T], as Oy C R? we can use the Cartesian axis to define a
grid of the fluid. Let C = [a,b] x [c,d] C R? denote the smallest rectangle such
that )y C C for this given time, then we can define:

..........

two finite partitions such that a9 = a, a, = b, ¢ = ¢, ¢ = d. Then, we call a
Cartesian grid of C the family of points

{pij = (aj,c;)} where i =0,..,r; and j=0,..,s

As the shape of (); will not be rectangular in general, we will have to distinguish
between three types of point in our grid:

* Fluid points, which lie inside the fluid’s domain, p;; € Q)y;

18
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¢ Obstacle points, which lie outside the fluid’s domain and will not be acces-
sible to the fluid, even for other ¢ € [0, T| (solid walls or obstacles);

¢ Empty points, which lie outside the fluid’s domain but could be accessed by
the fluid for other t € [0, T| (empty space between fluid and obstacles).

The Navier-Stokes equations will only be considered for fluid points, and thus the
discretized equations will only consider property values in this points.

Depending on the problem we may have the fluid enclosed in a fixed region,
so there will not be empty points, called fixed boundary problems; or grid points
that change as the fluid moves in the empty points, called free boundary problems.

We will only consider fixed boundary problems, where the points in the grid are
either obstacle or fluid points. In addition, the obstacle points that are adjacent to
a fluid point will be called boundary points. If some point of the grid lays in 9Q)
it will also be considered a boundary point.

Comment 1. If a free boundary problem is considered, the rectangle C and its
Cartesian grid may have to be recalculated V¢t € [0, T]. However, another approach
can be taken, by taking C as the rectangle such that 0y C C V¢t € [0, T].

On the other hand, in order to calculate the properties of the fluid flow for the
time interval [0, T] we must also discretize this interval. That is to give a finite
the values of the properties, and it’s derivatives, at each time in the partition. A
common practice, that we will also use, is to take uniform time steps between the
elements of the partition, that is 6t = t; ;1 — t; = constant Vi € {0, ...,k — 1}.

In the following sections, we will see two spatial discretization schemes: the
finite difference discretization and the control volume discretization; and define
explicit and implicit temporal discretizations. In all sections we will consider
two dimensional fixed boundary problems (for the three dimensional problem is
analogous).

2.1 Finite difference discretization

One of the more straightforward methods to discretize differential equations is
to write the derivatives of a function in terms of the finite difference of the values
of the functions in different points. More accurately, we can derive a discretized



20 Discretization of a differential equation. Numerical solutions

formulation of the derivatives of a function by using the Taylor series.

In one dimension, given a differentiable function f : R — R and three con-
secutive points x1, xp and x3 with a uniform spacing h = x, —x; = x3 — x2 we

e f(xr) = flx2) = h (lef> 5 <Zz§> s <ﬁ> T

i) = e +n () 5 (54) +% (5) +-

By truncating in the third order term of the Taylor series and isolating the deriva-
tive terms we can obtain the following expressions, using the notation f; = f(x;):

(df) S Chb (Y <d2f> :f3+f;112_2f2.

dx 2h dx?

These expressions are the discretized versions of the first and second derivatives
of f. In order to get expressions of higher accuracy order, one may truncate in
higher order terms of the Taylor series and use the series of farther neighbor points
around the desired point x; to isolate the derivatives.

In a more general sense, for a a function u : R*> — R we can get the derivatives
in an analogous way. For instance, in a two dimensional grid around a point
(xi,y;) whose neighbor points use the notation (x;+1,¥;+1), and with spacing h
and k in the direction x and y respectively, we get:

(8u> _ M) — M) (azu ) _ M) o) T 24G0))
(xi.yj) (xiy;)

a 2h ox2 h2
(a”> B (75 D O e VI <azu> _ M) THGj-1) 2u; i)
2 5 .
W / (i) 2k WY/ (xip) k

And then the mixed partial derivatives are written in the following way:

du _ du
( 2%u > _ % (xiz1,97) ay(xiflfyj) —
dxay (xi.yj) 2h

B P el (e ¥ el i ¥ el G )

N 4hk
In the same way, one could find higher order derivatives with arbitrary accuracy
order for all the points of the discretized domain. By substituting the discretized
expressions of the derivatives in a differential equation we get the discretized

equation.
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2.1.1 Advantages and disadvantages

Regarding the benefits of this discretization method, it is an easy method to
implement, as the general expression for a discretized derivative on a grid point p
in an arbitrary accuracy order, for a uniform spacing grid, can be expressed as:

(3”f> Y agf(q)
p

oxn ) —

where the summation is done over the neighbors of p relevant to the accuracy
order chosen, and the coefficients a, are tabulated in the literature. This expres-
sion is valid for all differential equations and so it makes discretization of multiple
equations easier.

Nevertheless, one of the main disadvantages of the finite difference approach
is that it has an intrinsic error given by truncating the Taylor series. For example,
for the one dimensional problem, the truncation error of the derivative of a scalar
function f, with accuracy order n, can be represented by:

(n+1)
Ou(x+h) = Mh”“ where x < { <x+h
where this term is given by the Cauchy remainder of a Taylor series of n terms. In
some equations, in order to ensure the accuracy of the discretization, the spacing
between the grid points used has to be really small (resulting in more points in
which to calculate the function), making the method too computationally expen-
sive.

Finally, one main technical disadvantage is that the function considered has to
be differentiable in order for the Taylor series to be defined, which in the general
discretizations case may be a restricting condition.

2.2 Control volume discretization

Another discretization method often used in computational fluid dynamics is
the control volume method. This method takes each point in the grid and assigns
to it a control volume around the point. The way to do this in the case of our
Cartesian grid is as follows. Given a point p; ; with neighbors given by p;11 j+1:

* We choose a point in the segment that joins p;; with one of its neighbors,
for all neighbors. We will call this point interface point. For instance, take
xi—1,j < Xu» < X;j the interface point chosen for the west neighbor.
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* Analogously choose x., 1, and ys for the other neighbors.

e We assign the rectangle C;; = (xw, X¢) X (¥s,¥n) as the control volume for
the point p; ;.

Note that the control volumes of adjacent points in the grid do not overlap but
share a common edge of the rectangle, that is a common boundary of the control
volume. Furthermore, the positions of the interface points are chosen arbitrary,
and although there is a common practice to set them at half the way between the
neighboring points, this position can vary from point to point and in different
problems.

When we have assigned control volumes for all the points of the grid, the dis-
cretization of the differential equation is done by integrating the equation over
each of the control volumes with the next set of assumptions:

* The variation of an integrated function inside the control volume C;; has to
be assumed, although it is generally given by the value of the function at the
grid point p; ;.

* The value of a function in the boundary of the control volume dC; ;, shared
with other control volumes (or boundary points), has to be calculated by an
appropriate profile assumption from the values of the function in the control
volumes that share that boundary. Different profiles in different situations
give raise to different discretizations.

After integrating the equation over one of the control volumes we get the dis-
cretized equation over the volume, that only depends in the values of the proper-
ties inside the volume and the neighboring volumes and the profile assumptions
made.

After the discretization over the control volume is done, one gets the dis-
cretized equations for the problem.

2.2.1 Advantages and disadvantages

One of the main advantages of this method, specially when talking about phys-
ical differential equations, is that the method implies the integral conservation of
the functions or properties used in the equation. This means that either consid-
ering small control volumes or the whole domain of the function, the integrated
functions satisfy the equation and thus we have an integral conservation of the
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function or property.

For instance in our case this method ensures the mass conservation equation (1.7)
even within the control volumes, which in turn ensures physical accuracy of the
discretization, and thus of the solution.

The main disadvantage of the method is the assumption of the variation of
the integrated function within the control volume and at its boundaries, which is
particular to each function and situation and may even vary with the integration
of the same function in different equations. This gives a wide range of possible
profile assumptions that have to be considered for improvements in accuracy or
computational efficiency.

For the examples of discretization of the following sections we will use the
control volume discretization as our main discretization method, as it allows us
more freedom of choice between different schemes by choosing different profile
assumptions.

2.3 Temporal discretization

Special treatment has to be used for the discretization of time derivatives, as
one only has information about the property in the previous time step and needs to
get the vale of the property at the next time step. Given a time interval [0, T] with
a partition {t;};—1 _x of uniform spacing ét, we will have in general the following
structure for a differential equation of a function u of first order on the temporal

variable: au(z, )
u(x,t o
TR Pt u(x,t))

where the function (¢, u(X,t)) is given by the problem.

For the discretization of the time derivative one can assume different profiles for
the variation of u with time, although we will assume a linear profile. Noting u in
a time t = to + 6t as u' and around time ty as u' then we have:

ou ut — yto

ot Ot
One method to model the change of ¥ in the different time steps ¢ and ¢j is the
f—method. Given a parameter 6 € [0, 1], we have the discretized equation:

ut — yto

T Oy (t, u') + (1 — )y (to, u').
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Using this discretized equation and the value of u(¥, t) for time f(, one can isolate
and calculate the new value for t = to + dt. The parameter § determines the type
of temporal discretization: for 6 = 0 we say it is an explicit method, as u' depends
explicitly on u® only; whether for 6 # 0 we say it is an implicit method (for 6 = 1
we say it is fully implicit), as u’ has to be isolated or computed numerically. It can
be shown that implicit discretizations have better computational stability (see [9])
although explicit methods are simpler to implement computationally.

When applying this discretization together with the control volume spatial dis-
cretization, we can directly apply the temporal discretization given above or inte-
grate over the time step to get:

tou ut —uto F ko
togdt— <5t>(5t—u —u

/t:l/J(t,u) dt = [09(t u(%, 1)) + (1 — 0)y(to, u(%, to))] 6t

and get the discretized equations.

2.4 Control volume discretization example

In this section we will apply the control volume discretisation method to our
study case, incompressible homogeneous viscous fluids. We will consider the
problem only in two dimensions due to notation simplicity, as the three dimen-
sional problem is analogous. Given the velocity field of a fluid at each time by
ii(X, t), we recall the evolution of a general property ¢ in a incompressible fluid is
given by:

p) e

(gf) + V(piigp) — V(I'V¢) =S. 2.1)
For this example we will consider S = 0 and I to be an arbitrary constant. We can
rewrite the equation as:

W09) _ ¢ (r 94 - (piig)) = V- R(9) 22)

where we have isolated the convective-diffusive transport terms of ¢.

Apart from this equation we recall the condition for the incompressible fluid ve-
locity field ii:

V.it=0. (2.3)

Given a point P of the grid, it's neighbors given by the notation E, W, N and

S and the respective interface points given by the notation ¢, w, n and s where the
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Figure 2.1: Example of the control volume around a grid point P, with the interface points
located midway between the neighboring points.

interfaces are located midway between neighbor points (see diagram).

We integrate the two terms of the first differential equation over the control volume
and over a time step from ¢ty to t = to + ot

L o(p9) B .
/to /V ot dv dt = Poo((l)p - (PP)AX Ay

/tot /Vﬁ (ch — (pﬁqb)) AV dt = /t: /av (rﬁ(p — (pf[q))) .7 dS dt

where we have used the fact that for incompressible homogeneous viscous fluids
the density is constant in space and time, and the divergence theorem in the later
part of the equation. Note that we use the notation ¢ for the property at time ¢
and ¢° for the property at time t.

Let’s look at the calculation of the diffusive and convective terms separately.

2.4.1 Diffusive term discretization

For the diffusive term integral over the boundary of the control volume we
assume that for each edge of the rectangle of the control volume the magnitudes
are constant for the whole edge, and thus we have:

-

/a (I¥g)-iids = (T99). — (199 Ay + [(T99), — (TT9).] Ax.
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Now in order to get a discretized equation we have to assume a profile for V.
We assume a piecewise-linear profile for the change of V¢ between points of the
grid, and then we have:

=\ _ - PE—¢p
(rv¢)€ - FEW

where dxg is the distance between point P and E.

For the diffusive coefficient I' a proper profile assumption has to be made too.
A common approach is to take the harmonic mean of the coefficients I'p and I'g
in relation with the position of the interface point e, given by the ratio f, = (%‘;,

where dx, is the distance from P to e. Then we have:

o= (48

The correctness of this coefficient profile assumption can be physically argumented
by looking at the flux transport of the property though the control volume bound-
ary (see [4]).

2.4.2 Convective term discretization

As we did for the diffusive term, we assume the values of the convective term
remain constant in every edge of the boundary of the control volume, then:

| o) -7 dS = [(piig)e = (pitg)] By + [(piig)a — (piig):] Ax

We calculate the integral over the boundary of the convective term for ¢ by as-
suming again a piecewise-linear profile for the convective term, then we have:
_ _ ¢p + Pk
(pitg)e = poit, P 0E
This profile assumption for the convective term is called central difference scheme.

We will see in the later sections of computational examples some other schemes
and their comparisons in performance for a given problem.

Note that the velocity in the interface point if, denotes the projected component
by the normal of the surface, given in the integral as i - 7i. Therefore, i, denotes
the horizontal component of the velocity at the interface point.

2.4.3 Time step integration of convective diffusive term

For the integration of the convective-diffusive term over the time step ty —
to + ot we will use a fully implicit temporal discretization (where 6 = 1 as seen in
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previous sections) then the diffusive-convective term integration ends up as:

/t:/VR(gb) dth:/VR((,b)(Sth

where the magnitudes in R(¢) and the integrated terms (¢p, ¢r and so on) refer
to the values for time t = tg + Jt.

Aside from the discretization of equation (2.1) we have to discretize the incom-
pressibility condition over the time step and the control volume:

t —
//V-ﬁdth:/ -7 0tdS = ([l — i) Ay + [ily — 1] AX) 6t =0 (2.4)
ty JV v

where the velocities i, s are the projected velocities by the normal to the bound-
ary of the control volume at each edge. In addition, the velocities in the equation
refer to the values for time t = ty + 6t (as we used a fully implicit temporal dis-
cretization).

Note that here we also made the assumption that the value of this velocity holds
for the whole edge. In our study cases we will use this assumption often to sim-
plify the calculations. The correctness of this assumption depends in the size of
the control volumes and the real change in the velocities in this volumes. However,
in our simple cases any error caused by this assumption can be reduced by taking
a bigger number of smaller control volumes (finer grids with more grid points).

With this profile assumptions for the different terms in the integrals, we can
finish the integration of the equations for the control volume. By using both equa-
tions we can rearrange the terms in a discretized equation, and get an equation of
the following shape:

apPp = apPr + awPw + anPn + as¢ps + aop(,b?a +b

T.Ay

: cotle N o AXA
with ag = STHRE W and analogously for ayw, ay and as; app = W

; and
ap = ag + aw + an + as + app. The term b represents the discretized form of the

source term S, which in general may not be b = 0 as it is in this example.

Together with the equation (2.4) that ensures incompressibilty, we have our system
of discretized equations for each control volume.

In general for our study cases, we will always end up with a system of dis-
cretized equation of this form, with different expressions for the discretized co-
efficients (given by the profiles assumed in each case). Nevertheless, in the most
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general case, where the velocity field is not given, we would also have a discretized
equation of a similar form but with the velocity components. For each time step,
we would first need to calculate the velocity field for the new time and then use
this field to calculate the new values of the property.

2.5 Numerical solution of the discretized equations

Once we have discretized the considered differential equations, we have a sys-
tem of equations with the unknown variables being the values of the properties
and functions involved in the equation at certain finite number of points (given by
the grid).

Once established the boundary conditions, in a discretized form, and the initial
conditions for the first instant ¢y, we have to solve the system, in our case of study
that means give the numerical solution, in order to get the properties of the fluid
in the next time step t; = to + Jt. By repeating this process we get the successive
values of the properties in the whole discretized time interval [0, T| and thus, the
solution to our problem.

Although for each problem considered and each discretization method used the
system of equations may vary, it is often a common practice to get a linear system
of discretized equations such that the numerical solution of this equations is easily
obtainable in most cases using numerical methods.

In our case of study we will only present one such method, that is the tridiag-
onal matrix algorithm (TDMA) for the resolution of linear systems of equations,
and it’s variation for the two dimensional case, the line-by-line tridiagonal matrix
algorithm.

Given a point P of the grid, it’s neighbors given by the notation E, W, N and S
and the respective interface points given by the notation e, w, n and s (see figure
2.1), we will end up with a discretized equation in the mentioned grid point for
the property ¢ of the form:

appp = ApPr + awPw + anPn + asds + aopd + b.

First, we will take a look at how the tridiagonal matrix algorithm works for a one
dimensional line of points that follow a discretized equation:

appp = anPn + asPs + aopP + b.
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We redefine the coefficients and the points of the line in the following way:

a;ip; = bipi1cipi1 + d;

where trivially a; = ap, b; = an, ¢; = as and d; = a0p<p?, + b. The terms i + 1
and i — 1 reference the next and previous neighbors of the considered point i €
{0,...,k}. We take the convention of i = 0 being the first point in the line, and
therefore cp = 0, and i = k the last point of the line, with by = 0. For the line we
get the system of linear equations represented by the matrix:

ap —b() 0 s 0
0 e —Cko1 g1 —brg
0 e 0 —Cy ay
which is a tridiagonal matrix. Furthermore, from the definition of a4, = ap =

an +as +aop , b; = ay and ¢; = ag for i = 0, ..., k we trivially see that the matrix is
strict diagonal dominant, that is for a general matrix (a;;):

|a;i] > Y |ajj]
j#i
for every row. This ensures the stability of the numerical method and allows for
Gaussian elimination without pivoting (for a precise characterization of the sta-
bility of the algorithm see [12]). To solve this system, using Gaussian elimination
without pivoting, we look for the relation:

¢i = Pipiy1 + Qi
where P; and Q; can be obtained recursively as:
p—_ b
a; — ciP;4
0 = di 4 ¢iQi
a; —¢;iPi 4

where trivially we see Py = by/ag, Qo = do/ap and P, = 0. Then we get ¢, = Qx
and calculate back the values for the whole line. Furthermore, if the values in the
last and first point are given by the boundary conditions, we can set P = 0 and Q
equal to the boundary condition value. Using this recursive method of calculating
the coefficients and then calculating back the values of the points with the given
relation, we get the solution of the system for the line. This is the numerical solu-
tion for the one dimensional problem.
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Now let’s take a look at how the line-by-line tridiagonal matrix algorithm works.
For a given grid in a given time step ty — t = ty + Jt, we divide the grid into lines
(or rows) (in our case following the Cartesian axis of the Cartesian grid) and we
solve the set of discretized equations (set of linear equations) for the points of each
line (row). For this, we assume the other values of the grid points outside the line
(row) to be known from a previous iteration. Thus we can redefine:

d; = AP + awPw + aop(,b?a +b

and we can use the TDMA algorithm in one dimension for each line (row) to get
the updated values.

After repeating this process through the entire grid, all the grid points will have
updated values. Then, we repeat the computations for each line (row) with the
new updated values. We perform this iterative method until the property in each
point does not differ from one iteration to the next (until the grid converges to
the solution). This is called the line-by-line solution of the grid with the succes-
sive iterations until convergence. A sufficient condition for the convergence of this
iterations is given by the Scaraborough criterion (see [11]):

Ylaw| ] <1 forall grid points
lap| | <1 for at least one grid point

where the summation is done for all the neighbors of P involved in the discretiza-
tion equation (as all the not involved points have coefficient 0). In our studied
cases, we ensure this condition by forcing the term ap to always follow the form:

ap =Y _ aup + aop

with agp > 0. Then all our numerical iterations will converge.



Chapter 3

Computational solutions of fluid
flow properties

In this chapter we will look into two different simple examples of compu-
tational solutions for fluid properties. We will study the specific discretizations
used in each method, and some variations in this discretizations and their conse-
quences. In addition, we will compare the computational solutions we get with
reference values for the specific problems.

It is important to note that in both examples we will consider incompressible
homogeneous viscous fluids in two dimensions. Furthermore, instead of comput-
ing the fluid’s properties for a given interval [0, T| we will calculate the properties
until their stationary state, that is until the property values in the grid from one
time step to the next do not change.

The first exampe we are going to see is the two dimensional Convective-
Diffusive transport of a general scalar property ¢. This example is equivalent
to the control volume discretization example given in section (2.3) but this time
we will consider different profile assumptions for the convective terms and discuss
their consequences and the comparison with the reference values. In this exam-
ple we will have a given fluid flow by the velocity field i, specified in the problem.

The second example will by the computation of the fluid flow in a two di-
mensional square cavity where one edge of the cavity is moving at uniform speed
(driven-cavity problem). For this case we will use the Helmholtz-Hodge decom-
position theorem to implement a Fractional Step discretization method to get the
velocity field i (X, t).

31
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3.1 Convective-Diffusive transport of a property

Given a rectangular domain Q) = [—1,1] x [0,1] we have a fluid O}y = Q Vt.
Given that the velocity field of this fluid is # = (#,v) where the components are
specified by the function:

u(x,y) =2y(1 — x?) and v(x,y) = —2x(1 — ?)

that gives ideal fluid conditions in the boundaries {—1,1} x [0,1] and [—1,1] x {1}
and inflow and outflow conditions in the boundary [—1,1] x {0} (see diagram of
velocity field).

Flow velocity field over domain

\
\

— — —_— —_— —_— ~ ~

\
\
\
\
\
l
|

——=—>=—= —a ~ ~

Fo— o~~~ N N\ )
\

or |
/

b —— — — S/

° L
1 -05

Figure 3.1: Diagram of the velocity field of the considered problem. Velocity vectors scaled
for visual purposes

In addition, we have the following boundary conditions for the scalar property
¢:
x=-1,0<y<1
¢p=1—tanh[10]for ¢ x=1,0<y<1
-1<x<1,y=1

¢ =1+tanh [10(2x+1)] for —1 < x < 0y = O (inlet)

gizofor0<x<ly20(outlet).

Note that the tanh [10(2x + 1)] function present in the inlet boundary condition
givesa ¢ ~ 0 for —1 < x < —0.5and ¢ ~ 2 for —0.5 < x < 0. Moreover, the outlet
condition tells us the value of the property at those points is equal to the value of
the property in the points just above. At the other boundaries ¢ ~ 0.
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Finally, we have initial condition ¢(x,y,0) =0 V(x,y) € (—1,1) x (0,1).

The numerical solutions of this problem will depend on the values we choose
for the density p. and the diffusion coefficient I' (both constant for the whole
fluid). Therefore, we will specify this parameters as the ratio £=. We will later
see in the discretization that this ratio is used in the calculation of the discretiza-
tion coefficients. In addition, the reference values we have will depend on the

parameter ratio used for the computation.

3.1.1 Discretization methods

We recall the behavior of the scalar property as defined in chapter 1 by (1.18):

I(p¢)

ot

Il
<

(TV¢ — (0iip)) +S =V -] +S

with the ratio of generation of the property S = 0 in this case. We proceed with
the control volume discretization as we did in chapter 2:

" 9(pg) B .
/t/v ot AVt = peo(@p — pp)Ax Ay

t —
/ / T JdVdt = [(Je — o)Ay + (Jn — J)Ay] 6t
tg JV

where we used fully implicit temporal discretization and constant value of | in the
boundary edges (as seen in chapter 2). However, we will not specify the profiles
of the diffusive and convective terms yet.

We also discretize the incompressibility condition (as we did in chapter 2 in (2.4)):
t —
/ / . 2dvdt = / 776t dS = [, — i) Ay + [iTy — ils] Ax = 0.
to JV v
This last equation is then equivalent to:
[F, — Fo] Ay + [Fy — F.) ppAx = 0

where F = poii represent the convective transport. By joining the two equations
we get:

wo(Pp — PO)AX A
ulfr Z PATBY _ (1, — Fpe) — (o — Fobe)] By+ [ — Fxpr) — (s — Eur)] Ay
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To apply to this expression different profile assumptions, we use the following
general formulation for the discretization coefficients (as presented in [4]):

(Je — Fe¢pp) = ap(¢p — @) and (Ju — Fudp) = aw(pw — ¢p)
For
ag = D, A(|P,|) + max(—F,, 0)Ay and aw = Dy A(|Pw|) + max(Fy, 0)Ay
where D, = %‘g represents the diffusive transport discretization (assuming a lin-

F.Ay
D, —

o« £ that varies when using different convection schemes (profile assump-

ear profile) and A(|P,|) is a function depending on the Péclet number P, =

Poo if,
Féxg
tions for the convective term). We will call this function Péclet function. The Péclet

number intuitively represent the dominance of the convective term (for high Pé-
clet numbers) or the diffusive term (low Péclet).

Note that the definitions of the coefficients where done for specific interfaces but
are equivalent for the others. Furthermore, in this discretization coefficients we see
the dependence with the parameter ratio previously mentioned. With this general
discretization coefficients we can present the general discretization equation:

appp = apPe + awdw + ANON + asps + aopPp.
With:
ag = D,A(|P|) + max(—F,,0)Ay and aw = Dy, A(|Py|) + max(Fy,0)Ay

an = Dy A(|Py|) + max(—F,,0)Ay and as = DsA(|Ps|) + max(Fs,0)Ay
o AXA
agp = % and ap = ag +aw + ay + as + agp
where the parameters involved are defined as mentioned above and the function
A(|P|) will change depending on the convection scheme used.

In our case we will use three different convection schemes: the central difference
scheme (CDS) (with the hybrid correction), the upstream scheme and the quadratic
upstream interpolation for convective kinematics scheme (QUICK scheme).

For the central difference scheme the variation of the property is taken to be
linear between grid points. As we saw in the control volume example section (2.3)

, we have: . .
e = 5 (¢ + ¢p) and ¢ = S (¢Pp + Pw)
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which lead to the discretization coefficients:

F, F.
aE:De—EeandaW:Dw—k%
which are the same coefficient we would obtain if we used A(|P|) = 1 —0.5|P|.

Therefore, this is the Péclet function associated with this convection scheme.

Nevertheless, by looking at the expression for the coefficients or the Péclet func-
tion we see that for sufficiently large F, that is large Péclet numbers (in fact for
IP1>2) we would have negative discretization coefficients which would lead to
unrealistic solutions and divergence of the numerical solutions (by Scarborough’s
criterion). For this reason we introduce the hybrid variation that makes the coeffi-
cient 0 whenever the Péclet number would make the coefficients negative. In our
general formulation, this means taking A(|P|) = max (0,1 — 0.5|P|). We will see
that this variation will make the CDS scheme converge to the upstream scheme
for large Péclet numbers.

For the upstream or upwind scheme, we make the value of the property on the
face ¢. equal to the value of the property at the grid point on the upstream side of
the face, from where the velocity in the considered control volume transports the
property. That is:

¢e = ¢p for F, >0

¢e = ¢p for F, <0

and equivalently for the other interfaces. This leads to the same coefficients as the
ones we get with the Péclet function A(IPI)=1. This scheme takes into account
the direction of the flow to calculate the convection term, whereas the central dif-
ference scheme calculated the average between the two grid points. Nevertheless,
this scheme also leads to inaccuracies when the direction of the flow is not per-
pendicular to the chosen grid (see [4]).

Finally, the last scheme considered is the QUICK scheme, which is an upgrade
of the upwind scheme where we calculate the property in an interface by doing a
quadratic interpolation using the surrounding neighbor points (W and E) and the
upstream second neighbors (WW or EE). Due to the quadratic interpolation, we
will see this scheme has a better accuracy (higher order accuracy).

We get the following expressions for the quadratic interpolations (equivalent in
the vertical direction N-S):

_6 34 1
For F,>0and Ey, > 04 9 _68¢W +38¢P 18¢WW
Pe = g¢Pp + 5PE — gPw
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_ 6 3 _1
For F, <0and F, <0 Po _68¢P +38¢W 18¢E
Pe = gPE + 3PP — gPEE

which gives the following coefficients:

6 1 3
aw = Dw + g‘waw + g“eFe + g(l - “w)Fw
3 1 6
ag = D, — gaeFe — §(1 —ay)Fy — §(1 —w,)F,
1 1
aww = —g(waw and agg = §(1 —w,)F,
where & — 1if F>0
] 0ifF<0

Once more we have some discretization coefficients that could be negative, which
could lead to unrealistic solutions and divergence of the numerical method. For
this reason, we introduce a reformulation of the coefficients that can be used with
iterative methods (presented in [12]) , where some of the values of the current
coefficients will be thought of as part of the source term b calculated with the last
known property values of the neighbors. When repeating this iterative method
while updating this last known values we will converge to a solution. The modi-
fication of the QUICK scheme discretization coefficients is:

aw = Dy + ayFypy and ag = D, — (1 — a,)F,

1
b= 2 (3¢p — 2aw — aww)awFo + g(ﬁbw +2¢p — 3¢r)a.Fo+

Q| =

453w — 290 — 9) (1~ ) Fo+ 5 (e + 29 — 39p)(1— ) Fe.
We will see that this scheme adjusts very well to the real behavior of the problem,
while giving fast convergence in the numerical solution. Nonetheless, for coarse
grids we will see that it has some overshooting, the solution is larger than the real
behavior; and undershooting, the solution is lower than the real behavior, around
points of sudden change.

3.1.2 Numerical solution

As specified in the previous chapter, we will use a line-by-line TDMA numer-
ical method to solve the linear discretized equations. However, it is important to
note that for the last scheme, the QUICK scheme, we do not have a real tridiagonal
matrix. However, we turn it into a tridiagonal matrix by using the modification
(presented in [12]) introducing the second neighbors terms as known values in the
independent term of each equation (b in the discretization equation). Iterations of
the solver make the values converge to the solution.
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3.1.3 Convection scheme comparison

Although we will compute the property values for the whole domain until the
stationary state, to evaluate the numerical solutions for the different parameters
and schemes we will compare the temperatures at the outlet boundary (at y = 0
and 0 < x < 1). The reference values are specified in the following table (reference
values from [13]):

Positionx | p/T =10 p/T =10> p/T =10°
0.0 1.989 2.0000 2.000
0.1 1.402 1.9990 2.000
0.2 1.146 1.9997 2.000
0.3 0.946 1.9850 1.999
0.4 0.775 1.8410 1.964
0.5 0.621 0.9510 1.000
0.6 0.480 0.1540 0.036
0.7 0.349 0.0010 0.001
0.8 0.227 0.0000 0.000
0.9 0.111 0.0000 0.000
1.0 0.000 0.0000 0.000

Table 3.1: Table holding the reference values for the outlet profile of ¢ using different
parameter ratios p/I’

Since we have reference values that depend on the Péclet number given by
the relation p/I', when we refer in the following discussion to low or high Péclet
numbers (and use notation P) we will be referring to low or high values for the
ratio p/T.

For low Péclet numbers, the diffusive transport rate is dominant over the con-
vective transport rate, and so we expect to find more uniformly decreasing values
for the property at the outlet (typical of diffusive behavior). Alternatively, for large
Péclet numbers we expect to find uniform values of the property where the flow
(given by the velocity field) transports the inlet property values. As the flow draws
semicircles form the inlet to the outlet (as seen in the velocity vector diagram), we
expect to find uniform values of almost ¢ ~ 2 at 0 < x < 05 and ¢ ~ 0 at
0.5 < x < 1.0 (due to the inlet boundary condition).

For a grid with 3200 points (80x40 points) we have the following data from the
different schemes and the reference values (see diagrams).
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Outlet property profile with parameter P =10
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Figure 3.2: Plot of the property profile at the oultet boundary for P = 10 for different
convection schemes with reference values. Grid of 3200 points (80x40).

We can clearly see (in figure 3.2) the expected uniformly decreasing behavior
of the profile, given by the diffusive behavior for low Péclet numbers such as P=10.
Moreover, we see that there is no clear difference between the different convection
schemes. This follows from the fact that for such low Péclet numbers the con-
vective behavior, and therefore the scheme used to describe it, is not dominant.
However, we see that the initial value of the property (at x=0) is very different
from the numerical values obtained. We will see in the following sections that this
is due to the grid refinement and improves with finer grids. Finally, even with
finer grids the behavior of the different schemes does not differ greatly, which
supports the argument given previously.

In the case with P = 10° (figure 3.3) we start to see the expected behavior for
large Péclet numbers, nearly uniform property values for the interval 0 < x < 0.5
and really low values in the later profile. Nonetheless, with this parameter value
we can also see the difference of the convection schemes, the QUICK scheme giv-
ing an almost perfect adjustment to the reference behavior while the CDS hybrid
and upwind schemes fall behind. Still, the CDS hybrid scheme seems to adjust a
little better than the upwind scheme. On the other hand, for the QUICK scheme
we start to appreciate some slight overshooting and undershooting around the
sudden change point (x = 0.5) as expected.
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Outlet property profile with parameter P =1000
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Figure 3.3: Plot of the property profile at the oultet boundary for P = 10° for different
convection schemes with reference values. Grid of 3200 points (80x40).

Outlet property profile with parameter P =1e6
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Figure 3.4: Plot of the property profile at the oultet boundary for P = 10° for different
convection schemes with reference values. Grid of 3200 points (80x40).
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With Péclet number P = 10° (figure 3.4) we can see without a doubt the ex-
pected plateau behavior in the first half of the profile and almost zero in the later
half, with an almost perfect adjustment to the reference values for the QUICK
scheme. Nevertheless, we now see some clear overshooting and undershooting in
this scheme, although it will become clearer in the following section. With regards
to the other schemes, we confirm that they do not adjust to the reference values as
well as the QUICK scheme. In addition, we see that there is not much difference
between CDS hybrid and upwind scheme for such large Péclet numbers.

After looking at the profiles for different values of the Péclet number we can
conclude that the QUICK scheme adjusts best to the reference behavior, while the
CDS hybrid and upwind scheme give almost equal, and worse, adjustments. This
result was to be expected, as the QUICK scheme is an upgrade of the upwind
scheme with higher order accuracy. More so, the coincidence between upwind
and CDS hybrid is due to the hybrid correction of the CDS that makes them more
similar for higher Péclet numbers while more different for average Péclet num-
bers, as seen in the P = 10% and P = 10° plots.

3.1.4 Grid refinement

Once established that the QUICK scheme is the best adjusting convection
scheme over the ones considered, we will try this scheme with coarser and finer
grids in order to see the effects of the grid refinement over the scheme. We will
compare grids with 50 (10x5), 200 (20x10), 800 (40x20), 3200 (80x40) and 12800
(160x80) points, with the two different Péclet numbers P = 10 and P = 10°.

For low Péclet numbers (like P = 10 in figure 3.5) we see that the behavior does
not change much, other than better adjusting to the reference for finer grids (as
expected). However, we see that the value of the first point of the profile (x = 0)
converges clearly to the reference value for finer grids, although reaching this ref-
erence value means computing a much finer grid which in turn means some great
computation time. Therefore, we will not reach that number of points in this re-
port.

With large Péclet (P = 106 in tigure 3.6) we have unrealistic values for coarse
grids (50 pt., 200 pt. and 800 pt.), as there is clear overshooting and undershooting,
which do not give realistic solutions. The perfect adjustment comes from 3200 pt.
on.
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Outlet property profile with parameter P =10
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Figure 3.5: Plot of the property profile at the oultet boundary for P = 10 with QUICK
convection scheme and reference values, for different grid point numbers.
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Figure 3.6: Plot of the property profile at the oultet boundary for P = 10° with QUICK
convection scheme and reference values, for different grid point numbers.
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It is also important to note that the number of points needed to get a perfect
adjustment for low or large Péclet numbers is really different that the one needed
for higher Péclet numbers. This difference arises from the fact that the QUICK
convection scheme used is more accurate to the real case for large numbers, when
the convective term is dominant over the diffusive term, as opposed to the case of
low numbers, were the dominant term is the diffusive one. To lower the number
of points in the grid needed to get a perfect adjustment for lower Péclet numbers
we should discretize the diffusion term with a higher accuracy order profile (as
for instance a quadratic interpolation of neighbors). However, we will not study
this in our case.

With this we finish the study of our first computational example of the Convection-
Diffusion transport of a scalar property ¢.

3.2 Fluid flow driven-cavity problem

Given a square domain Q = [0,1]? , we have a fluid Q; = Q Vt with ideal fluid
no-slip boundary conditions # = (0,0) in the left, right and lower boundaries
({0,1} x [0,1] and [0,1] x {0}) and ideal fluid free-slip condition ## = (1,0) in the
upper boundary ([0, 1] x {1}). In addition, we have initial values ii(x,y,0) = (0,0),
p(x,y,0) = 1000 (arbitrary constant as the pressure is determined up to a constant)
V(x,y) € (0,1)% and no external body forces § = 0.

With this boundary and initial conditions given for our problem, the only param-
eter that will affect this fluid’s flow in the incompressible homogeneous viscous
fluid conditions will be the Reynolds number. Therefore, our goal is to find the
velocity field in the stationary state of the problem, and comparing it to the refer-
ence values, for different values of the Reynolds number associated with this fluid.

3.2.1 Fractional Step method

We recall the Navier-Stokes equations for incompressible homogeneous vis-
cous fluids given by (1.17) and the incompressibility condition:

il . 1=

V-i=0
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As seen in section (1.5) we can interpret the role of the pressure in this case as the
projection of the time derivative of R(#) into a divergence free vector. Then we
have:

— = R(il) — ﬁp where Ap = V- R(if)

In order to get the control volume discretization we must integrate over the
control volume. However, we first discretize the time dependence. We use the
notation i’ to denote the velocity at time ¢, and the same notation for other prop-
erties. For the time derivative of the velocity we have a linear profile, such that we

have:
it B ot _ gt

ot ot
For the convective-diffusive term R(if) we use an explicit finite difference second
order backwards method (as it depends in the two previous time steps)!, and get:
1

R(if)! — =R (1),

R(ﬁ>t+5t — 5

2

Finally, for the pressure we assume a fully implicit discretization such that:

(ﬁp) t45t _ ﬁ(p“"st).

With this temporal discretization we can isolate the velocity at the next time
step ! T to get:
1

R(ﬁ)t&t) + §t§pt+(5t

3
S0t et “R(ii [
il i+ ot <2 (i) >

where we impose that the velocities satisfy the incompressibility condition (as we
have an incompressible fluid). Then:

V- L—[t-‘rét -0

By the Helmholtz-Hodge decomposition theorem, there exist a unique decom-
position of a vector @ into a divergence free vector and a gradient of a scalar
function, such that @ = i + @p. Applying the theorem to the previous equation
we get the unique decomposition:

P = 1/—[1‘—&-51‘ + @ﬁ

IThis profile assumption is technically called explicit second-order Adams-Bashforth scheme.



44 Computational solutions of fluid flow properties

where

2

is called predictor velocity, and p = Stp!*® is a pseudo-pressure. Moreover, from
the theorem we also know that the pseudo-pressure is determined by the Poisson
equation:

3 1
il =i’ + ot <2R(ﬁ)f — R(ﬁ)“f”)

V- il = Ap.
To sum up, we have develop a way to calculate the velocity in a given time
step ii' T by performing:

e Calculate the predictor velocity #i” explicitly from #! and the convection-
diffusion term at time t and ¢t — é¢.

* Calculate the pseudo-pressure from the Poisson equation involving the pre-
dictor velocity.

e Calculate #'+% = i/ — Vp.

This method of time discretization of the incompressible homogeneous viscous
equation is called Fractional Step method, or Projection method. In the following
section we develop how to discretize the method for our control volume discretiza-
tion in our Cartesian grid.

3.2.2 Contol volume discretization

In order to give a control volume discretization for our Cartesian grid to im-
plement a computational solution, we have to calculate three things: the predictor
velocity over the control volume (convective-diffusive term over the control vol-
ume); the pseudo-pressure from the poisson equation using the predictor velocity;
and the real velocity by projecting the predictor velocity with the pseudo-pressure.

However, from the last step we get one problem worth mentioning. Given a
grid point with notation as the one used in section (2.3) and given that we have
calculated the predictor velocities and pseudo-pressures in all the points P of a
grid i}, and pp (from now on we will use p for the pseudo-pressure and call it
pressure to simplify notation), we calculate the real velocity at the point:

Lo I R _ P _ 7
/VupdV = UpAxAy = /V (up Vp) AV = ipAxAy /av pii dS

where we have used the divergence theorem. Now using a linear profile for the
variation of the pressure over grid points (that is p, = %) we get:

1 PE + pw PN + Ps
p_ e ro
b g | gty (P

<!

iip =
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In this last step we see the current problem with our discretization. By calculating
in this way the velocities and the pressures, we get that the velocity in one point of
the grid is influenced only by the pressures surrounding this point, without taking
into consideration the pressure at the point. This expression allows checkerboard
solutions (that is alternating two realistic but different pressure fields so that the
central difference of two alternated points is physically realistic) for the pressure
to be acceptable, even if they are not realistic (see diagram for an example).

For this reason, it is necessary to use a dif-
ferent way to calculate the wvelocity. = One such 100 ls00 [100 [300 [100 ]300
method for fixing the checkerboard problem is us- s o s o ls  la
ing a staggered grid for the problem, calculat-
ing the pressure at the grid points as done until
now pp, and the velocities at the interface points

100 300 100 300 100|300

100 300 100 300 100 300

ie.

x

What is more, we can develop this fractional method b
component-wise ¥ = (u,v) and then the horizontal
components of the velocity will be calculated at the hor-
izontal interfaces u, and u;, and the vertical at the ver-
tical interfaces v, and vs. Then, we get the final step of
the fractional method to be:

Figure 3.7: Diagram of
an arbitrary checkerboard
pressure field in two di-
mensions.

1
e = ug — 5 (pe = pr)
with no checkerboard problem. It is important to note that although the control
volume for the pressure is the same as for the other examples, for each component
of the velocity we have a staggered control volume, that we will take with the di-
mensions given by our Cartesian grid (see diagram of staggered control volumes).

T 0 \LT*H

-

1
T

Figure 3.8: Diagram of the staggered grid with the staggered control volumes.

We also need the discretization of the term R(u) = —(ii - V)u + LV - (Vu)
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(and analogously R(v)), where we have both convective and diffusive terms. While
the diffusive term gives no problem by using linear profiles for Vu (equivalently
for Vv) as we have already done in previous sections, special care has to be taken
for the convective term.

We have (i - V)u = V(uil) by the incompressibility condition (for #). Then the
convective term discretization ends up as:

/unﬁ) av = /av(a*. Vu dS = [(Fpur) — (@wuw)] Ay + [(Tuit) — (sus)] SxE.

Note that we are handling # and u differently: i is treated as a transporting
velocity, transporting the scalar property ¢ = u which is treated as a transported
velocity. For the profiles of the different velocities we have the following linear
profile assumptions:

l/lw—f—l/lg — JEr— Un+UnE
Uy = > =iy = U -y but u, = 5

where the notation u,y references the component u, of the north neighbor N, and

UeN + Ue

£ il = il - Ty =

vy denontes the component v, of the east neighbor E (neighbor notation from
figure 2.1). The expressions work in the same way for the other components and
interfaces. With this expressions we can denote the terms R(u) and R(v) in terms
of the values of the staggered velocity grid and calculate the predictor velocity
P = (uP,vP) explicitly without problems.

Finally, the only term we have left to discretize is the Poisson equation to
determine the pressure Ap = V(Vp) = V - ii?. Taking a control volume (not
staggered) around the grid point P we get:

—

| V@ av= [ Gp-iids=[(Tp)e— (V] 8y+ [(Vp)u = (Vp)s] A
/ V- i dV:/a. (it - 1) dS = [ul — uly] Ay + [v} — of] Ax
v v

where we have done the projection ii? - /i, = u}, for all the interfaces. It is important
to point out that in this last integral again we have remedied the checkerboard
problem, as we have the specific velocity components at the interfaces directly
due to the staggered grid. With this integration over the control volume we can
obtain the discretized equation for the pressure:

appp = appe + awpw + anpn + asps + b.

with ap = nyE and analogously for aw, ay and as and ap = ag + aw + an + as.

For the independent term we have the dependence on the predictor velocity, as
b=—([ul —ul] Ay + [0} — o] Ax).
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3.2.3 Numerical solution

Although for the predictor velocity we do not need any special numerical
method to get the values, as we have an explicit expression depending in the
velocity values of the points in the staggered grid; we need a numerical solution
for the Poisson equation of the pressure. As done in the previous example, we use
a line-by-line TDMA method to solve the discretized equation.

For every time step, once we calculate the predictor velocity and solve the dis-
cretized pressure equation for the numerical solution of the pressure, we can cal-
culate the new velocity field for the next time step. However, it is important to
note that for the predictor velocity we will need the previous velocity field infor-
mation to be stored, in particular the term R(u) and R(v) for t — ét. Trivially, for
the first time step 0 — dt the term R(u)%~%" will be treated as 0.

3.2.4 Results and comparison to reference values

Once performed the pertinent discretizations and numerical methods, we can
present the solution velocity field in the stationary state for different values of the
Reynolds number (see appendices with detailed vector field). For visualization
purposes we will use constant grid size of 20x20 points.

Flow velocity field over domain for Re = 100
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Figure 3.9: Diagram of the velocity vector field in the stationary state for the driven cavity
example with Re = 100 in a grid of 400 points (20x20).

For small Reynolds numbers (such as Re = 100 in the first diagram) we see
that the lid that moves (superior boundary) creates a vortex with center near the
boundary. Nevertheless, this vortex smoothly diffuses over the inferior domain.
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This is to be expected, as for low Reynolds number the viscous forces are more
important, that is the diffusive term is more dominant than the convective term,
and the velocities that create the vortex do not transport efficiently through the

fluid. We will see how this changes for higher Reynolds numbers.

Flow velocity field over domain for Re = 1000
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Figure 3.10: Diagram of the velocity vector field in the stationary state for the driven
cavity example with Re = 1000 in a grid of 400 points (20x20).

For higher Reynolds numbers (for instance for Re = 1000 shown in the dia-
gram) we clearly see a main vortex with center over the middle of the domain.
Nonetheless, we see that the vortex still does not transport to the whole domain,

as the inferior corner velocities remain almost O.

Flow velocity field over domain for Re = 10,000
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Figure 3.11: Diagram of the velocity vector field in the stationary state for the driven
cavity example with Re = 10,000 in a grid of 400 points (20x20).
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For even higher numbers (see diagram for R = 10, 000) we see the same vortex
as for the previous case, but in this case the vortex velocities have been transported
to the whole domain. This is to be expected as for high Reynolds numbers the in-
ertial forces are dominant, that is the convective term is more important than the
diffusive term, and so the velocities of the lid that create the vortex are transported
by these inertial forces to the whole domain.

It is important to note that in all cases the superior corners exhibit some sin-
gularities, that arise from the sudden change in boundary conditions between the
walls of the corner, being ii = 0 for the left and right walls of the corners and
ii = (1,0) for the superior wall. In addition, due to the small number of grid
points (in order to visualize the flow properly) we can not see smaller turbulent
behaviors of the flow in the corners that create secondary vortex in those areas
(see appendix with detailed diagrams).

Aside from this qualitative study of the resulting fluid flow, we can compare
the values of the velocity components with the reference values (which are spec-
ified in the appendix). We look at the horizontal component of the velocity at
the bisection of the upper and lower walls, and at the vertical component of the
velocity at the bisection of the left and right walls.

To compare with our computed data, we will use bilinear interpolation of
the nearest grid points for each reference value, and calculate the mean squared
absolute error, with the expression:

1Y _
SqrErrl = i;)(ui — ;)2

where u; is the computed and interpolated value for the reference position, u; is
the reference value, and n is the number of reference values we have (in our case
n = 17). The same expression applies to the component v. The results of the
computed errors are shown for different numbers of grid points and Reynolds
numbers (see table). The values for Re = 10,000 are only computed for a (20x20)
grid and for a (40x40) grid, but not for a (80x80) grid due to excessive computation
time. We choose to compute the values in this two grids in order to see the change
in the error by refining the grid.

We clearly see that the mean squared error is much bigger for higher Reynolds
than for lower, as was to be expected because more turbulence arises for higher
Reynolds, with the secondary vortices arising near the corners. Because of this
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Re 10 1000 10,000

Grid points | SqrErrU  SqrErrV | SqrErrU  SqrErrV | SqrErrU  SqrErrV

400 (20x20) | 8351074 6.571073 | 428102 6.641072 | 14510~ 1.6810°"
1600 (40x40) | 2.0710~* 3.6710~% | 1231072 3.701072 | 8.6710~2 9.29 102
6400 (80x80) | 6.1210~5 3.011073 | 2.7910~3 2.21102 - -

Table 3.2: Table showing the mean squared absolute error for the computed values of the
velocities in the horizontal and vertical bisection lines over the geometric center.

singularities at the corners, the model used does not work well and propagates
error to the numerical solution. Furthermore, we see that the vertical component
of the velocity has more error, in general, than the horizontal one. This could be
explained also by the appearance of the secondary vortices near the corners of the
domain, that have greater effect over this component.

In general for all Reynolds numbers we see that the error is excessively large,
in comparison with the magnitudes involved (velocities from 1 to 0). This is due
to the numerical propagation of the error, that could be improved by using other
numerical solution techniques, and to the grid points involved in the calculation.
To support this last argument, we see that by using finer grids we decrease the
error, for all Reynolds numbers. By using successively finer grids we could ac-
complish greater accuracy of the numerical solution. However, we will not check
to this point for high Reynolds numbers due to the excessive computation time.

To sum up, we conclude this discretization method and numerical solution
gives a good qualitative description of the fluid flow for both low and average
Reynolds numbers, even for coarser grids. However, for high Reynolds numbers
it fails to accurately show, even qualitatively, the effects of turbulence, even for
finer grids. In addition, we conclude the numerical solution has deficient quan-
titative accuracy when comparing it to the reference values, either by numerical
error propagation or model inaccuracy.

This ends our discussion of the second example of computational solution of
fluid flow driven-cavity problem.
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Diagram of the velocity vector field in the stationary state for the driven cavity
example with Re = 100 in a grid of 6400 points (80x80).

Figure 12
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Flow velocity field over domain for Re = 1000
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Figure 13: Diagram of the velocity vector field in the stationary state for the driven cavity

example with Re = 1000 in a grid of 6400 points (80x80).
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Figure 14: Diagram of the velocity vector field in the stationary state for the driven cavity
with a secondary vortex, for region [0 ; 0.25]x[0 ; 0.25].



55

1000

Flow velocity field over region [0.8 ; 1]x[0 ; 0.25] for Re
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Figure 15: Diagram of the velocity vector field in the stationary state for the driven cavity
with a secondary vortex, for region [0.8 ; 1]x[0 ; 0.25].
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Figure 16: Diagram of the velocity vector field in the stationary state for the driven cavity

example with Re = 10,000 in a grid of 1600 points (40x40).



Appendix 2: Reference values for
driven-cavity problem

Positiony | Re =100 Re = 1000 Re = 10,000

1.0000 1.00000 1.00000 1.00000
0.9766 0.84123 0.65928 0.47221
0.9688 0.78871 0.57492 0.47783
0.9609 0.73722 0.51117 0.48070
0.9531 0.68717 0.46604 0.47804
0.8516 0.23151 0.33304 0.34635
0.7344 0.00332 0.18719 0.20673

0.6172 -0.13641 0.05702 0.08344
0.5000 -0.20581  -0.06080 -0.03111
0.4531 -0.21090  -0.10648 -0.07540
0.2813 -0.15662  -0.27805 -0.23186
0.1719 -0.10150  -0.38289 -0.32709

0.1016 -0.06434  -0.29730 -0.38000
0.0703 -0.04775  -0.22220 -0.41657
0.0625 -0.04192  -0.20196 -0.42537
0.0547 -0.03717  -0.18109 -0.42735
0.0000 0.00000 0.00000 0.00000

Table 3: Reference values for u velocity along vertical line through geometric center
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Position x

Re =100

Re =1000 Re = 10,000

1.0000
0.9688
0.9609
0.9531
0.9453
0.9063
0.8594
0.8047
0.5000
0.2344
0.2266
0.1563
0.0938
0.0781
0.0703
0.0625
0.0000

0.00000
-0.05906
-0.07391
-0.08864
-0.10313
-0.16914
-0.22445
-0.24533
0.05454
0.17527
0.17507
0.16077
0.12317
0.10890
0.10091
0.09233
0.00000

0.00000
-0.21388
-0.27669
-0.33714
-0.39188
-0.51550
-0.42665
-0.31966
0.02526
0.32235
0.33075
0.37095
0.32627
0.30353
0.29012
0.27485
0.00000

0.00000
-0.54302
-0.52987
-0.49099
-0.45861
-0.41496
-0.36737
-0.30719
0.00831
0.27224
0.28003
0.35070
0.41487
0.43124
0.43733
0.43983
0.00000

Table 4: Reference values for v velocity along horizontal line through geometric center



