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The set of initial conditions for which the pseudoclassical evolution algorithm (and minimality conservation) is verified for Hamiltonians of degrees \( N (N > 2) \) is explicitly determined through a class of restrictions for the corresponding classical trajectories, and it is proved to be at most denumerable. Thus these algorithms are verified if and only if the system is quadratic except for a set of measure zero. The possibility of time-dependent \( \alpha \)-equivalence classes is studied and its physical interpretation is presented. The implied equivalence of the pseudoclassical and Ehrenfest algorithms and their relationship with minimality conservation is discussed in detail. Also, the explicit derivation of the general unitary operator which linearly transforms minimum-uncertainty states leads to the derivation, among others, of operators with a general geometrical interpretation in phase space, such as rotations (parity, Fourier).

I. INTRODUCTION

The relationship between classical and quantum problems, and the use of semiclassical approximations in quantum mechanics, are topics that pervade all branches of physics. The formulation of quantum theory draws heavily on classical concepts. As classically both the position and the momentum are needed to specify the state of a system, it is desirable to define phase-space formulations of quantum theory. The implementation of such formulations can readily be carried out through the use of continuous representations such as that of the minimum-uncertainty states (MUS's). These states provide the most classical-like description of a classical particle in quantum mechanics. A particularly useful formulation of these states can be accomplished through the definition of a family of non-Hermitian operators depending on a real, positive (time-dependent or constant) parameter \( \alpha \),

\[
\hat{\alpha}(\alpha) = \alpha \hat{q} + \frac{i}{2\alpha} \hat{p}.
\]

For each \( \alpha \) the set of eigenstates \( |z(\alpha)\rangle \) of the generalized annihilation operator \( \hat{\alpha}(\alpha) \) defines all the MUS's of momentum variance \( \alpha \). This set, which is overcomplete, is called the \( \alpha \)-equivalence class. This fact and the calculational advantage of dealing with eigenstates of annihilation operators are two basic features of our approach.

In a recent paper (hereafter referred to as I) the relevance of quadratic Hamiltonians has been proved for an appealing algorithm which expresses the nonrelativistic quantum mechanics of a spinless particle in a classical-like way: the pseudoclassical evolution algorithm. This algorithm is defined as follows: Given an initial MUS \( |z_0\rangle \) at \( t_0 \), one studies which physical systems verify the condition that the MUS \( |z_f\rangle \), which has for each \( t > t_0 \) maximum overlapping \( \langle z_f | z_0, t \rangle \) with the evolved state \( |z_0, t \rangle \), follows the classical trajectory in phase space:

\[
\langle z_f | \hat{q} | z_0 \rangle = q_{\alpha}(t),
\]

\[
\langle z_f | \hat{p} | z_0 \rangle = p_{\alpha}(t).
\]

We emphasize that this approach, and in fact all of our investigation, does not deal with any kind of approximation (e.g., the classical limit or the semiclassical ones).

The aim of this paper is to find the most general class of Hamiltonians that allows the description of the dynamics in terms of the pseudoclassical evolution algorithm emphasizing the study of time-dependent \( \alpha \)-equivalence classes of the MUS's and the investigation of the cases in which the algorithm is verified not necessarily for all initial conditions. This program has already been completed for the special case of constant \( \alpha \) and validity for any initial condition in \( L \). In the general case we find here that the pseudoclassical condition is not restricted to quadratic Hamiltonians for some initial conditions. These are explicitly identified for each nonquadratic Hamiltonian. It is proved that they form a denumerable set, which is consequently of measure zero in the phase-space plane. This study is interwoven with the corresponding ones for the Ehrenfest algorithm and the conservation of minimality. By Ehrenfest algorithm we mean the condition that the expectation values of \( \hat{q} \) and \( \hat{p} \) verify the classical equations of motion, so that

\[
\langle z_0, t | \hat{q} | z_0, t \rangle = q_{\alpha}(t),
\]

\[
\langle z_0, t | \hat{p} | z_0, t \rangle = p_{\alpha}(t).
\]

On the other hand, an explicit analysis of the Hamiltonians which conserve the \( \alpha \)-equivalence
classes leads to a natural way of calculating unitary operators which represent geometrical transformations in phase space.

The main body of this paper is divided into three sections. In Sec. II an explicit calculation is done of the transformation of the MUS's under linear unitary operators, that is

\[ \hat{U} \hat{a} \hat{a}^\dagger = u \hat{a} + v \hat{a}^\dagger + w, \]

which are related to the quadratic Hamiltonians of I. Particular cases of the derived general transformation operator are discussed in the Appendix. These results also clarify some misleading points in the literature. In Sec. III, the pseudo-classical and Ehrenfest algorithms and the conservation of minimality are explicitly resolved. These three problems are studied in the general case of time-dependent \( \alpha \)'s and when their validity is not demanded for all initial conditions. The higher-dimensional case is briefly outlined and, in particular, the external magnetic field is considered. We comment on the difference between the MUS's and the gauge-dependent coherent states usually defined. Finally in Sec. IV, the equivalence of the two algorithms and their relation to minimality is considered in detail. These results provide a deeper insight into quantum dynamics through classical notions.

II. LINEAR TRANSFORMATIONS IN PHASE SPACE

All one-particle position-momentum MUS's are obtained as the eigenstates of \( \hat{H} = 1 \)

\[ \hat{a}(\alpha) = a \hat{q} + \frac{1}{2} a \hat{p}, \]

where \( \alpha \) is an arbitrary real, positive parameter. The set of eigenstates \( |z(\alpha)\rangle \) for any fixed \( \alpha \) is complete, and it spans the whole complex plane \( z = (q, p) \). This leads us to consider the phase space defined by the continuous spectra of \( \hat{q} \) and \( \hat{p} \). To any point \( z = (q, p) \) in this space, there corresponds a MUS \( |z(\alpha)\rangle \) in each \( \alpha \)-equivalence class. The parameter \( \alpha \) measures the variance of the Gaussian along the \( p \) axis.

The different \( \hat{a}(\alpha) \)'s are related to each other by the linear relation

\[ \hat{a}(\beta) = c(\alpha, \beta) \hat{a}(\alpha) + s(\alpha, \beta) \hat{a}^\dagger(\alpha), \]

where

\[ c(\alpha, \beta) = (\alpha^2 + \beta^2)/2 \alpha \beta = \cosh r, \]

\[ s(\alpha, \beta) = (\beta - \alpha \beta^2)/2 \alpha \beta = \sinh r, \]

and

\[ r = \ln(\beta/\alpha). \]

As \( \hat{a}(\alpha) \) and \( \hat{a}^\dagger(\alpha) \) verify the boson commutation relations for any \( \alpha \), it follows that all the \( \hat{a}(\alpha) \)'s are unitarily equivalent.

We wish to consider here a generalization of Eq. (2.2), that is, the most general linear canonical transformation on \( \hat{a}(\alpha) \):

\[ \hat{A}(u, v, w) = u \hat{a}(\alpha) + v \hat{a}^\dagger(\alpha) + w, \]

where

\[ |u|^2 - |v|^2 = 1. \]

In the following we shall restrict ourselves to the case \( u = 0 \), since the \( w \) term is induced simply by a displacement operator \( \hat{D}(w) \); if

\[ \hat{V} \hat{a}(\alpha) \hat{V}^\dagger = u \hat{a}(\alpha) + v \hat{a}^\dagger(\alpha) + w, \]

then

\[ \hat{V} \hat{D}(w) = \hat{V} \hat{a}(\alpha) \hat{D}(w) \hat{V}^\dagger. \]

Unitarity means that the \( \hat{A} \) eigenstates \( |Z; u, v\rangle \) (eigenvalue \( Z \)) which we shall call linear transformed MUS's (LTM's) verify the same kind of relations as the MUS's \( |z(\alpha)\rangle \). In particular we have for an arbitrary operator \( \hat{M}(\cdot) \),

\[ \langle Z; u, v | \hat{M}(\hat{A}(u, v, \hat{A}(u, v)) | \psi \rangle = \hat{M}(Z; Z, Z^*; Z^*; \hat{Z}(\alpha) \psi) \]

from where we can calculate the overlap integral

\[ \langle Z(\alpha) | Z; u, v \rangle = u^{-1/2} \exp \left[ -\frac{|Z(\alpha)|^2}{2} - \frac{|Z|^2}{2} - \frac{v^*}{2 u} - \frac{Z^*}{2 u} \right] \]

We remark that naturally a MUS is a LTM but a LTM is not always a MUS, since for the latter

\[ \Delta_{\alpha} = 2^{-1/2} |u^2 - v^2|^{1/2} \]

as it easily follows from the definitions.

A. Hamiltonians for the MUS \( \rightarrow \) LTM evolution

We shall obtain the Hamiltonian which transforms any initial state \( |z_0(\alpha_0)\rangle \) into the LTM \( |Z; u(t), v(t)\rangle \) (Ref. 9), where

\[ Z(t) = n(t)z_0(\alpha_0) + m(t). \]

The LTM eigenvalue equation can be written as

\[ \hat{U}(t) \hat{A}(\alpha_0) \hat{U}^\dagger(z_0(\alpha_0)) = [n(t)z_0(\alpha_0) + m(t)] z_0(\alpha_0). \]

and since the states \( |z_0\rangle \) form a complete set, it follows that

\[ \hat{A}(t) = n(t) \hat{a}(\alpha_0 - t) + m(t), \]

where the subscript \( H \) refers to the Heisenberg
picture (the absence of this subscript implies the Schrödinger picture). We rewrite this equation as
\[ c(t) \hat{a}(\alpha) + s(t) \hat{a}^\dagger(\alpha) = \hat{a}_m(\alpha; -t) + \Delta(t) \] (2.14)
where
\[ c(t) = u(t)/n(t), \quad (2.15a) \]
\[ s(t) = v(t)/n(t), \quad (2.15b) \]
\[ \Delta(t) = m(t)/n(t). \quad (2.15c) \]
As both \( u, v \) and \( c, s \) define two different \( \hat{A} \) operators, we conclude from Eq. (2.5) that \( n(t) \) is a complex phase function.

The initial conditions for the complex functions \( c, s, \) and \( \Delta \) are all \( 0 \), \( 0 \), and 0, respectively. Now the idea is to write down the equation of motion of (2.14), so that we find the relation between the coefficients of the Hamiltonian and the known functions \( c, s, \) and \( \Delta \).

If we consider the normal-ordered expansion of the Hamiltonian\(^9\)
\[ \hat{H}(t) = \sum_{\alpha, \dot{\alpha}} f_{nm}(t) \hat{a}^\dagger(\alpha) \hat{a}^\dagger(\dot{\alpha}) \quad (2.16) \]
we calculate
\[ \frac{\partial}{\partial t} \hat{a}(\alpha) - \Delta(t) = \frac{i}{\hbar} \sum_{\alpha, \dot{\alpha}} f_{nm}(t) [nc(t) \hat{a}^\dagger(\alpha) \hat{a}^\dagger(\dot{\alpha}) - ms(t) \hat{a}^\dagger(\alpha) s^\dagger(\dot{\alpha})] + \Delta(t) \quad (2.17) \]
and as this equals
\[ \frac{\partial}{\partial t} \hat{A}(t) = \hat{c}(t) \hat{a}(\alpha) + \hat{s}(t) \hat{a}^\dagger(\alpha) \quad (2.18) \]
we obtain from a term-by-term comparison
\[ i(c(f_{10} - sf_{00}) + \hat{a} - 0), \quad (2.18a) \]
\[ \hat{c} = i(cf_{11} - 2sf_{01}), \quad (2.18b) \]
\[ \hat{s} = i(2cf_{0m} - sf_{11}), \quad (2.18c) \]
\[ f_{nm} = 0, \quad n + m > 2. \quad (2.18d) \]
This leads us finally to the result
\[ f_{10} = i(\hat{c}c^* - \hat{s}s^*) = f_{01}^*, \quad (2.19b) \]
\[ f_{11} = i(c^* \hat{c} - s^* \hat{s}), \quad (2.19c) \]
\[ f_{20} = \frac{i}{2} (s^* \hat{c} - c^* \hat{s}) = f_{02}^*. \quad (2.19d) \]

It should be noted that given \( u, v, m, \) and \( n \) (six mathematical degrees of freedom) we have defined \( c, s, \) and \( \Delta \) (five degrees) and these determine \( f_{10}, f_{11}, \) and \( f_{20} \) (five degrees). This means that there exists an exhaustive (one-to-one) correspondence between the sets \( u, v, m, \) and \( n \) (c, s, and \( \Delta \)) and \( f_{10}, f_{11}, \) and \( f_{20} \). The liberty in the phase \( n(t) \) explains the apparent disagreement between different results in the literature.\(^{11}\)

As an application we study the case
\[ \hat{A}(t) = \exp [i\varphi(t)] \hat{a}(\alpha) \]
in which \( u/v \) is real, so that \( |Z(t); u(t), v(t)\rangle \) equals \( |z_\tau(\alpha_\tau); \rangle \)
\[ Z(t) = z_\tau(\alpha_\tau) + \Delta(t) = z_\tau(\alpha_\tau). \]

Equations (2.19) lead us to the Hamiltonian [we write \( \alpha_\tau = \alpha(t) \)]
\[ \hat{H}_{u(t)}(t) = \frac{i}{\hbar} \cos2\varphi \hat{a}^\dagger(\alpha) \hat{a}(\alpha) + \frac{i}{\hbar} \left( \cos 2\varphi \sinh 2\varphi - i\varphi \right) \hat{a}^\dagger(\alpha) \]
\[ + i(\hat{\Delta} e^{-i\varphi} \sinh - \hat{\Delta} e^{i\varphi} \sinh) \hat{a}^\dagger(\alpha) + \hat{\omega}(t) + \hbar c, \quad (2.20a) \]
which can be expressed in terms of \( a(\alpha) \) as\(^{13}\)
\[ \hat{H}_{u(t)}(t) = \frac{i}{\hbar} \left[ \hat{\Delta} \cos2\varphi \hat{a}^\dagger(\alpha) \hat{a}(\alpha) \right] \]
\[ - \frac{i}{2} \hat{\Delta} \hat{a}^\dagger(\alpha) \hat{a}(\alpha) + i(\hat{\Delta} e^{-i\varphi} \hat{a}^\dagger(\alpha) + \hat{\omega}(t) + \hbar c. \quad (2.20b) \]

We stress that both these results are expressed in the Schrödinger picture and that \( \hat{a}(\alpha) \) is not to be identified with \( \hat{a}_m(\alpha; t) \), as follows from Eq. (2.13).\(^{14}\)

The physical meaning of \( \hat{H}_{u(t)}(t) \) is that it conserves minimality with \( \hat{\alpha}_\tau \neq 0 \) \( (\tau \neq 1) \); it generalizes the \( \hat{\alpha}_\tau = 0 \) case\(^{15}\) through the \( f_{30} \) and \( f_{00} \) terms. The relationship between both cases is expressed by the equations
\[ \hat{a}_{1,0}(-t) = (\alpha_\tau/\alpha_\tau) \hat{a}_{1,0}(-t), \quad (2.21a) \]
\[ \hat{a}_{0,0}(-t) = (\alpha_\tau/\alpha_\tau) \hat{a}_{0,0}(-t), \quad (2.21b) \]
where the subindex \( 1 \) \((2) \) refers to \( \hat{\alpha}_\tau \neq 0 \) \((\hat{\alpha}_\tau = 0) \).

Thus \( \hat{\alpha}_\tau \neq 0 \) induces a “canonical reciprocal scaling” of the \( q, p \) axes in phase space.

The presence in \( \hat{H}_{u(t)}(t) \) of the term
\[ \frac{i}{\hbar} \hat{\Delta} (\hat{a}^\dagger - \hat{a}^\dagger) \]
(expressed in terms of any \( \alpha \)) has the one and only role of changing \( \hat{\alpha}_\tau \) (the \( \Delta \) of the MUS) in time and can be thus considered to be apart from the rest of the dynamics. This can be visualized as follows. Making use of the group property we can write
\[ \hat{U}(T, 0) = \lim \hat{U}(n\tau, (n - 1)\tau) \cdots \hat{U}(\tau, 0), \]
where the limit is taken over \( n \rightarrow \infty \) and \( \tau \rightarrow 0 \) (with \( n\tau = T \), as usual), and where
\[ \hat{U}(t + \tau, t) = 1 - i\hat{H}(t)\tau + O(\tau^2). \]

At \( t \) the most general Hamiltonian which preserves the MUS’s of the class \( \alpha_\tau \) is \( \hat{H}_{u(t)}(t) \). Now at \( t + \tau \) the evolved MUS should correspond to \( \alpha_{t + \tau} \) and not \( \alpha_\tau \), so that we have to apply\(^{10}\) \( \hat{U}(\alpha_{t + \tau} - \alpha_{t + \tau}) \).
This repeated process, \( \hat{U}_{\alpha \alpha}(t + \tau, t) \) and \( \hat{U}(\alpha_1 - \alpha, \tau) \), can be understood as a unique evolution process. We shall prove that this combined process is precisely the one corresponding to \( \hat{H}_{\alpha}(t) \); if
\[
\hat{U}(\alpha_1 - \alpha, \tau) = \exp \left( \frac{i}{\hbar} \sinh \frac{\alpha_1^2 + \alpha^2}{2\hbar \tau} \right) \\
\times \hat{a}^\dagger \hat{a}(\alpha_1) - \hat{a}^\dagger \hat{a}(\alpha) + O(\tau^2),
\]
then
\[
\hat{U}(\alpha_1 - \alpha, \tau) \hat{U}_{\alpha \alpha}(t + \tau, t) = \hat{1} - i\tau \left[ \hat{H}_{\alpha}(\alpha_1) - \frac{1}{2} \tau \hat{a}^\dagger \hat{a}(\alpha_1) - \hat{a}^\dagger \hat{a}(\alpha_1) \right] + O(\tau^2),
\]
\[
\hat{U}_{\alpha \alpha}(t + \tau, t). \]
Q.E.D.

Finally, we would like to point out that, although the free (or even driven) oscillator is included in \( \hat{H}_{\alpha} \), a free oscillator with time-varying frequency is not included in \( \hat{H}_{\alpha}(t) \).

B. Transformation operators \( \exp(-i T \hat{H}) \)

In the last section we have found the Hamiltonians which make initial MUS's evolve into LTM's for all \( t > 0 \) in a continuous manner. The calculation of the evolution operator of these \( \hat{H}(t) \) cannot always be given in quadratures. This is related to the fact that the set of differential equations (2.19), now considered with \( f_{\alpha} \) as data, is not always explicitly integrable.

In this section we obtain the transformation operator \( \hat{U} \) of the MUS's into the given LTM's:
\[
\hat{U} \left| z_0(\alpha_\phi) \right> = \exp \left( \frac{i}{\hbar} \hat{a}^\dagger \hat{a}(\alpha_\phi) + \hat{a}^\dagger \hat{a}(\alpha_\phi) \right), \tag{2.22}
\]
where \( c \), \( s \), and \( \Delta \) are given [via Eqs. (2.15)] from the data \( \alpha_\phi \), \( v \), \( m \), and \( n \) for all \( z_0 \) and \( \alpha_\phi \). Although this is not a time-evolution process, we propose to derive \( \hat{U} \) by calculating the evolution operator \( \hat{U}(T, 0) \) of an appropriate constant Hamiltonian which transforms the MUS's at \( t = 0 \) into the LTM's of interest at \( t = T \) (the result being independent of \( T \)). The phase \( \phi \) induced by this operator is then calculated with the aid of normal-ordering techniques.

If we solve Eqs. (2.19a) and (2.19b) for constant \( f_{\alpha} \)'s we arrive at
\[
E + (\frac{f_{11}^2}{2} - f_{20}^2) \phi = 0.
\]
This allows three kinds of solutions: (i) \( f_{11}^2 > 4|f_{20}|^2 \), (ii) \( f_{11}^2 < 4|f_{20}|^2 \), and (iii) \( f_{11}^2 = 4|f_{20}|^2 \).
In the first case (i) we obtain \[ \lambda = (\frac{f_{11}^2}{2} - 4|f_{20}|^2)^{1/2} \]
\[
c(t) = \cos \lambda t + i(f_{11}/\lambda) \sin \lambda t, \tag{2.23a}
\]
\[
s(t) = 2i(f_{20}/\lambda) \sin \lambda t, \tag{2.23b}
\]
so that from (2.20c) there follows
\[
\Delta(t) = (2f_{20} + f_{11}f_{10})(\cos \lambda t - 1) - i(f_{10}/\lambda) \sin \lambda t. \tag{2.23c}
\]
We have to distinguish two possibilities: \( s = 0 \), \( s \neq 0 \) for \( c = 0 \) (and \( |\alpha| = 1 \)) we have
\[
f_{11} = (\text{Imc}) / t = \text{argc} / T, \tag{2.24a}
\]
\[
f_{20} = 0, \tag{2.24b}
\]
\[
f_{10} = i \Delta \ln c / (c - 1) = \Delta \text{argc} / (1 - c), \tag{2.24c}
\]
and
\[
\hat{U} = \exp(-i T \hat{H})
\]
\[
= \exp(-i \text{argc}) \left[ \hat{a}^\dagger \hat{a}(\alpha_\phi) \hat{a}(\alpha_\phi) + \frac{\Delta^*}{1 - c} \hat{a}^\dagger \hat{a}(\alpha_\phi) \right] + \frac{\Delta}{1 - c} \hat{a}^\dagger \hat{a}(\alpha_\phi).
\]
where for simplicity we take \( f_{20} = 0 \). The trivial case \( c = 1 \) is considered in the Appendix (displacement operator).

When \( s \neq 0 \), from Eqs. (2.23) and after some straightforward algebra we infer
\[
f_{11} = \frac{1}{T} \frac{\text{Imc}}{[1 - (\text{Re}c)^2]^{1/2}} \cos^{-i} \text{Re}(c), \tag{2.26}
\]
\[
f_{20} = \text{if}_{11} s / 2 \text{Imc}, \tag{2.27a}
\]
\[
f_{10} = \frac{f_{11}}{2} \text{Imc} \left[ \text{Im}(\Delta \text{Imc} + \text{Im} \Delta (1 + \text{Re}c - \text{Re} \Delta)) 
\right.
\]
\[
+ \text{i}[\text{Im}(\Delta(1 + \text{Re} - \text{Re} \Delta) + \text{Im} \Delta(\text{Imc} - \text{Im} \Delta))] \right] \tag{2.27b}
\]
and
\[
\hat{U} = \exp \left( -i T \mu_{\alpha} \right) \left[ 2 \text{Imc} \hat{a}^\dagger \hat{a}(\alpha_\phi) + \text{i}[s + \text{Im} \Delta(\text{Imc} - \text{Imc} \Delta)] \right] + \text{i}[\text{Im}(\Delta(1 + \text{Re} - \text{Re} \Delta) + \text{Im} \Delta(\text{Imc} - \text{Imc} \Delta))]
\]
\[
+ \text{i}[\text{Im}(\Delta(1 + \text{Re} - \text{Re} \Delta) + \text{Im} \Delta(\text{Imc} - \text{Imc} \Delta))] \hat{a}^\dagger \hat{a}(\alpha_\phi)) \right]. \tag{2.28}
\]
In the second case (ii) we obtain the same result (2.28) except for
\[ f_{11} = \text{Imc} \frac{T}{(\text{Re}c)^2 - 1} \cosh^{-1}(\text{Re}c) \]  
(2.29)
the condition reading |Re c| > 1 (so necessarily s ≠ 0).
In the last case (iii) the only modification is
\[ f_{11} = \text{Imc}/T, \]  
(2.30)
the condition of applicability being |Re c| = 1 and s ≠ 0.
Thus we have explicitly calculated \( \tilde{U} \). There only remains to calculate the phase it induces. This can be done by taking the scalar product of Eq. (2.22) with \( |\tilde{z}_a(\alpha, s)\rangle \),
\[ \langle z_a(\alpha, s)|\tilde{U}|z_a(\alpha, s)\rangle = e^{i\delta|\tilde{z}_a(\alpha, s)|z_a(\alpha, s) + \Delta; c, s). \]  
The left-hand side is evaluated by normal ordering, and the right-hand side through Eq. (2.10). The result is
\[ i\phi = |z_a|^2 \left( A + 1 - \frac{1}{c} \right) + |z_a|^2 \left( B - \frac{s^*}{2c} \right) + z_a^2 \left( C + \frac{s}{2c} \right) + z_a^2 \left( D - \frac{s^*}{2c} \right) + E - \Delta \left( 1 - \frac{1}{c} \right) + \left( F - \frac{|\Delta|^2}{2} - \frac{s^*\Delta^2}{c} \right). \]  
(2.31)
where
\[ A = J^{-1} - 1, \]
\[ B = (y \sinh j)(y j)^{-1}, \]
\[ C = (z \sinh j)(y j)^{-1}, \]
\[ D = j^{-1}(\alpha + 2\mu j), \]
\[ E = j^{-1}(\mu A + 2\tau B), \]
\[ F = \frac{1}{2} \ln J - \frac{1}{2} x + j^{-1} \varphi - x \delta \varphi + j^{-1} \varphi / \mu A \]
\[ + j^{-1} 4y z \varphi - x^2 \varphi - 8y z \delta \varphi \]  
with
\[ J = \cosh j - y^{-1} x \sinh j, \]
\[ j = (x^2 - 4y z)^{1/2}, \]
\[ x = -i T f_{11}, \]
\[ \varphi = y z^2 + 2 \delta z, \]
\[ y \varphi + x \delta \varphi = -i T f_{20}, \]
\[ \tau = x \delta - 2 y, \]
\[ \epsilon = y z^{-1} (4y z \varphi - x^2 \varphi - 8y z \delta \varphi) \]  
(2.32a)
In conclusion, when s = 0 the result is given by Eqs. (2.25), (2.31), and (2.32); when s ≠ 0, by (2.28), (2.31), (2.32) and by (2.26) if |Re c| < 1, by (2.29) if |Re c| > 1, and by (2.30) if |Re c| = 1.
This general result is applied in the Appendix for the derivation of the following particular transformations:

Case s = 0. The displacement operator and the rotation operator about an arbitrary point in phase space. This includes the Fourier operator and parity, which is closely related to the Wigner distribution function. As s = 0 the equivalence class of MUS’s is conserved. This means that the actuation of \( \tilde{U} \) on an arbitrary state conserves the same geometrical interpretation in phase space as it has for the MUS’s (in terms of which it is originally defined).

Case s ≠ 0 and |Re c| < 1. Rotations of the MUS’s.
Case s ≠ 0 and |Re c| > 1. The change of \( \alpha \)-equivalence class with an added displacement. We comment here on the \( r - \delta \rightarrow \infty \) limit of the MUS’s.

III. QUANTUM DYNAMICS IN PHASE SPACE - CLASSICAL ALGORITHMS

The question envisaged here is: When and how does classical “intuition” work in the quantum-mechanical dynamics of a nonrelativistic, spinless particle? To begin with, the classical picture of a particle as a point in phase space is best translated by a MUS with the same localization. Thus the initial condition of the quantal systems’ evolution will always be taken as MUS’s in our discussion.

Given the Hamiltonian \( \tilde{H} \) as a function \( H(\tilde{q}, \tilde{p}, t) \) and the initial MUS located at \( z_q \), we can determine the corresponding classical problem. Three different algorithms are studied below in order to see when and in what way does the time evolved state follow the classical trajectory in phase space: Ehrenfest, minimality conservation, and pseudo-classical. The analysis is done in two cases: for any initial MUS, and not for all initial MUS’s; in each case both \( \dot{\alpha} = 0 \) and \( \dot{\alpha} \neq 0 \) are considered.

A. The Ehrenfest algorithm

In this well-known problem, the question is when do the expectation values \( \langle \hat{q}, \hat{p} \rangle \) follow the classical trajectory \( z_q(t) \). We write \( (\hat{A})_t \) as shorthand for \( \langle \phi(t) \hat{A} \phi(t) \rangle \). The answer is if and only if
\[ -i \langle \hat{q}, \hat{H} \rangle_t = \delta H c(t, \hat{q})^{1/2}, \]
\[ -i \langle \hat{p}, \hat{H} \rangle_t = \delta H c(t, \hat{q})^{1/2}, \]
(3.1a)
(3.1b)
where \( c(t) = z_q(t) \).

1. For all \( z_q \). Equations (3.1) are verified for a general quadratic operator \( \hat{H} \), and for all initial states \( \langle \phi(t) \rangle \) (not necessarily MUS’s). But in general \( z_q(t) \) cannot be identified with the coordinates of the classical particle; the classical trajectory, solution of a second-order differential equation, is determined by the initial conditions,
while the expectation values \( \langle \cdots \rangle \) depend upon the initial wave function. Given this function, \( \langle \hat{q} \rangle \) and \( \langle \hat{p} \rangle \) are determined, but they are not independent. Thus if, for example, \( \langle \hat{a}(t_0) \rangle \) is an energy eigenstate of an oscillator, \( \langle \hat{q} \rangle \) is zero for all \( t \). This fact also underlines the importance of dealing with the MUS’s as initial conditions.

2. Not for all \( \mid \hat{z}_0 \rangle \). We can write

\[
-i[\hat{q}, \hat{H}] = (2\alpha_0)^{-1} \{ (c^* - s^*)[\hat{A}, \hat{H}] + (c - s)[\hat{A}^*, \hat{H}] \} = \sum_{r,s} F_{r,s} \hat{A}_r^* \hat{A}_s
\]

\[
= \sum_{r,s} F_{r,s} \left\{ \alpha_0 (c^* + s^*) \hat{q} + \frac{i}{2\alpha_0} (s^* - c^*) \hat{p} \right\}^T \left\{ \alpha_0 (c + s) \hat{q} + \frac{i}{2\alpha_0} (c - s) \hat{p} \right\}^T \leq \sum_{r,s} F_{r,s} P_{r,s}(\hat{q}, \hat{p}) ,
\]

(3.2)

where \( F_{r,s} \) and \( P_{r,s} \) are defined in the second and fourth equalities. The expectation value of (3.2) equals \( \sum_{r,s} F_{r,s} P_{r,s}(\langle \hat{q}_r \rangle_{\hat{H}}, \langle \hat{p}_s \rangle_{\hat{H}}) \) if and only if \( \langle \hat{A}^*(t) \hat{A}^*(t) \rangle \) factorizes. This necessity stems from the fact that the \( \hat{A} \)'s, linear in \( \hat{q} \) and \( \hat{p} \), provide the most general realization of the commutation relations. The factorization is trivial when the maximum of \( r + s \) is one (for \( \hat{H} \)). When this is not the case, the necessary and sufficient condition that \( \langle z_0(\alpha_0); t \rangle \) be a LTM with \( c(t) \) and \( s(t) \) (see the Appendix and Ref. 35 for a comment on the case of \( \langle \hat{q}^* \hat{\sigma} \rangle \) and the MUS's; the proof for \( \langle \hat{A}^* \hat{A} \rangle \) and the LTM's is a straightforward generalization). We shall prove below that for Hamiltonians more than quadratic, conservation of the LTM's can be verified, but only for some initial conditions. In particular, we shall obtain a similar result for minimality conservation (both for \( \tilde{A}_i = 0 \) and \( \tilde{A}_i \neq 0 \)).

B. Conservation of the LTM’s and MUS’s (minimality)

We are interested in finding the conditions under which a particular initial LTM state \( \mid z_0; c_0, s_0 \rangle \) is an eigenstate of \( \hat{A}(t) \) for all times \( t \) with an eigenvalue \( z_t \). A first-order calculation leads us to

\[
[\hat{A}(t), \hat{H}(t)] \mid z; c(t), s(t) \rangle = i[\hat{z}_t + (\hat{c} s^* - \hat{c} c^*) \hat{A}(t) + (\hat{c}s - \hat{s}c) \hat{A}^*(t)] \times \mid z; c(t), s(t) \rangle ,
\]

(3.3)

where \( \mid z; c(t), s(t) \rangle \) is the time-evolved state from \( \mid z_0; c_0, s_0 \rangle \) (except for a phase). In the Heisenberg picture we have

\[
[\hat{A}_{\alpha_0}(t), \hat{H}(t)] \mid z_0; c_0, s_0 \rangle = i[\hat{z}_t + (\hat{c} s^* - \hat{c} c^*) \hat{A}_{\alpha_0}(t) + (\hat{c}s - \hat{s}c) \hat{A}_{\alpha_0}^*(t)] \times \mid z_0; c_0, s_0 \rangle
\]

so that the argument that follows is valid in both pictures.

Making use of the normal-ordered expansion of \( \hat{H} \) in terms of \( \hat{A} \),

\[
\hat{H}(t) = \sum_{n,m} F_{n,m}(t) \hat{A}^n(t) \hat{A}^m(t)
\]

(3.4)

and taking the scalar product with an arbitrary \( \mid z; c(t), s(t) \rangle \), Eq. (3.3) leads us to

\[
\sum_{n,m} n F_{n,m}(t) z_t^{n-1} z_t^m = i[\hat{z}_t + (\hat{c} s^* - \hat{c} c^*) z_t + (\hat{c}s - \hat{s}c) z_t^*].
\]

(3.5)

The arbitrariness of \( z_t \) implies

\[
\sum_{m} F_{1,m}(t) z_t^m = i[\hat{z}_t + (\hat{c} s^* - \hat{c} c^*) z_t],
\]

(3.6a)

\[
\sum_{m} F_{2,m}(t) z_t^m = \frac{1}{2} i(\hat{c}s - \hat{s}c),
\]

(3.6b)

\[
\sum_{m} F_{n,m}(t) z_t^m = 0, \quad n > 2.
\]

(3.6c)

If \( \hat{H} \) is a polynomial of degree \( N \) (the maximum, over all terms, of the sum of exponents of \( \hat{q} \) and \( \hat{p} \)), an upper bound to the number of possible \( z_t \)'s will be \( N - 2 \), which is the degree of the \( N - 2 \) polynomial equations (3.6c). From (3.6) we conclude that, given \( F_{i,j} \), \( N - 2 \) solutions \( z_t \) are possible although their existence is not guaranteed. On the other hand, given \( z_0 \), there exist many \( \hat{H}'s \) which verify (3.6).

As we are interested in minimality conservation where \( c \) and \( s \) are cosh\( \theta(t) \) and sinh\( \theta(t) \), respectively, from (3.6) we obtain

\[
\sum_{m} F_{1,m}(t) z_t(\alpha_t) = i\hat{z}_t(\alpha_t),
\]

(3.7a)

\[
\sum_{m} F_{2,m}(t) z_t(\alpha_t) = -i\hat{\alpha}_t/2, \quad (3.7b)
\]

\[
\sum_{m} F_{n,m}(t) z_t(\alpha_t) = 0, \quad n > 2, \quad (3.7c)
\]

where in this case the \( F_{n,m} \) correspond to the normal-ordered expansion of \( \hat{H} \) in terms of \( \hat{A}(\alpha) \). In the particular case \( \hat{A}_i = 0 \), the right-hand side of (3.7b) becomes zero.\textsuperscript{22}

If we restrict the condition of validity for only a particular initial condition, to validity for any in-
initial condition, Eq. (3.6) leads us to

\begin{align}
F_{sm} &= 0, \quad n + m > 2, \\
F_{2m} &= \frac{2}{3} i(\gamma s - 3c) = F_{2s}, \\
F_{1s} &= i(\delta s + \gamma c) = F_{1s}^*, \\
F_{0s} &= i \Delta = F_{0s}^*,
\end{align}

where

\[ z_t = z_0 + \Delta(t). \]

When the corresponding \( F_{sm} \) of (2.16) are calculated, we naturally reobtain (2.19), with the only difference that the initial conditions (for LTM conservation) for \( c \) and \( s \) are \( c_0 \) and \( s_0 \) different from 1 and 0.

In particular when minimalistic is conserved, we recover the same condition as \( \hat{H}_m(t) \) if \( \alpha_t = 0 \) and \( \hat{H}_s \) if \( \alpha_t = 0 \) (see Sec. II A). For this reason any \( |z_0(\alpha_0)\rangle \) was valid.

We note that when \( z_t \) in Eq. (3.5) is taken as \( z_t \), we get precisely the classical evolution for \( \hat{q}_t \) and \( \langle \hat{p}_t \rangle \) (Ehrenfest algorithm). The explicit time dependence of \( \hat{H}_Q(t) \), of which the evolved LTM is an eigenstate, reflects itself in the right-hand side of (3.5). In the case of minimalistic conservation, the effect is a dilatation (if \( \alpha_t > 0 \) of the \( q \) axis (at a rate \( \alpha_t/\alpha_0 \)) and a reciprocal contraction of the \( p \) axis. These renormalizations of the phase-space axes are due to the \( \frac{1}{2} i\gamma \langle \hat{p}^2 - \hat{q}^2 \rangle \) term in \( H_{m(t)} \), and are in agreement with the interpretation given in Sec. II A.

C. The pseudoclassical evolution algorithm

As stated above, once the quantum problem is defined \([\text{Hamiltonian } \hat{H} \text{ and initial condition } |z_0(\alpha_0)\rangle \text{ at } t_0]\), we can immediately calculate the solution to the corresponding classical problem \( z_0(\alpha_0) \). The pseudoclassical evolution\(^4\) is verified when \( z_0(\alpha_0) \) equals a \( z_0(\alpha_0) \) defined for the quantum problem as follows. Although there is a one-to-one correspondence between \( |z_0(\alpha_0)\rangle \) and phase space (for each \( \alpha_0 \)), this is not the case for the time evolved \( |z_0(\alpha_0); t\rangle \) since this state is not in general a MUS. Taking into account

\[ |z_0(\alpha_0); t\rangle = \pi^{-1} \int d^2z(\alpha) |z(\alpha)\rangle |z_0(\alpha_0); t\rangle |z(\alpha)\rangle, \]

we define for \( |z_0(\alpha_0); t\rangle \) the phase-space point \( z_0(t) \), which corresponds to the maximum overlap:

\[ z_0(t) = \max_x |z(\alpha)\rangle |z_0(\alpha_0); t\rangle |z(\alpha)\rangle |^2, \]

(3.10)

since, of the set \( \{|z(\alpha)\rangle\} \), it is \( |z_0(t)\rangle \) which best describes \( |z_0(\alpha_0); t\rangle \). This is the idea behind the pseudoclassical condition: That the best (of the most classical-like\(^9\)) position-momentum measures lie along the classical trajectory in phase space.

1. \( \alpha_t = \theta \)

We shall first consider the same \( \alpha(=\alpha_0) \) for all \( t \). The point \( z_0(t) \), which corresponds in fact to the maximum of the antinormal distribution function,\(^7\) verifies

\[ \langle z_0(t)|\alpha_0\rangle \langle \alpha_0|z_0(t); t\rangle = \langle z_0(t)|\alpha_0\rangle \langle z_0(t)|\alpha_0; t\rangle, \]

(3.11)

where \( |z_0(t)|\alpha_0\rangle \) is the \( \alpha_0 \) equivalence class MUS of eigenvalue \( z_0(t) \). To first order in time this is

\[ z_0(t + \tau) = z_0(t) + \tau F \]

(3.12)

where \( z_0(t) \) denotes the expectation-values (Ehrenfest) phase space point. So the verification of the pseudoclassical condition implies the Ehrenfest condition in first order. On the other hand, the Ehrenfest condition, if it is required for any \( t_0 \), is equivalent to the Ehrenfest condition (not in first order). This necessary condition is also sufficient as we prove below.

(i) For all \( |z_0(t)\rangle \). In this case the Ehrenfest condition is verified by (and only by)

\[ \dot{\hat{H}}_Q(t) = c_{20}(t)\dot{\hat{p}}^2 + c_{02}(t)\dot{\hat{q}}^2 + c_{11}(t)\{\hat{p}, \hat{q}\} + c_{10}(t)\dot{\hat{p}} + c_{01}(t)\dot{\hat{q}} + c_{00}(t). \]

(3.13)

These Hamiltonians verify, in addition, the pseudoclassical evolution. Equation (3.10) now reads

\[ z_0(t) = \max_x |z(\alpha)\rangle |z_0(\alpha_0); t\rangle |z(\alpha)\rangle \]

(3.14)

and this gives

\[ |z_0(t)|\alpha_0\rangle = c(t)|z_0(\alpha_0) + \Delta(t)| - s(t)|z_0(\alpha_0) + \Delta(t)|^* \]

(3.15)

The initial condition is correct, and so are the evolution equations: From (2.18) it follows

\[ \dot{z}_0(t) = -i\dot{c}_1(t)z_0(t) + 2i\dot{c}_{20}(t)z_0(t) - i\dot{c}_{10}(t) \]

(3.16)

which is the same as the classical equation of motion

\[ \dot{q}_c(t) = 2c_{20}(t)q_c(t) + c_{11}(t)q_{c*}(t) + c_{10}(t), \]

(3.17a)

\[ \dot{p}_c(t) = -c_{11}(t)p_c(t) - 2c_{20}(t)q_{c*}(t) - c_{01}(t), \]

(3.17b)

taking into account the relation between the \( f_{sm} \) and \( c_t \). This proof completes the one given in I.

(ii) Not for all \( |z_0(t)\rangle \). The Ehrenfest condition is equivalent to LTM conservation, Eqs. (3.6). But from (2.9) it can be shown that the MUS \( |z(\alpha)\rangle \) with maximum overlap with the LTM \( |Z; c, s\rangle \) is defined
by
\[ z(\alpha) = c^* Z - s Z^* , \]
so that its localization \( z = (q, p) \) in phase space is precisely the LTM-expected values of \( \hat{q} \) and \( \hat{p} \). The conjunction of these conditions implies the pseudoclassical algorithm.

2. \( \alpha \neq 0 \)

We next approach the same problem when the \( \alpha \)-equivalence class chosen in each time varies continuously as \( \alpha \). This extra liberty in \( \alpha \) could generalize the \( \alpha = 0 \) results. That this is not the case can be seen as follows.

(i) **For all \( |z_\alpha \rangle \)**. The equivalent to (3.11) is now
\[ \langle [z_p(t)](\alpha_p) | \hat{a}(\alpha_l) | z_\alpha(\alpha_0); t \rangle \]
\[ = [z_p(t)](\alpha_p) \langle [z_p(t)](\alpha_l) | z_\alpha(\alpha_0); t \rangle . \]  

Nevertheless, a first-order calculation based on the relations
\[ \alpha_{\text{eq}} = \alpha_{\text{t}} + \hat{a} \tau + O(\tau^2) , \]
\[ z(t + \tau) = [q(t + \tau), p(t + \tau)] \]
\[ = z(t) + z^*(t) \tau + O(\tau^2) , \]
\[ [z(t + \tau)](\alpha_{\text{eq}}) = \alpha_{\text{eq}} q(t + \tau) + (i/2) \alpha_{\text{eq}} p(t + \tau) \]
\[ = [z(t)](\alpha_t) + [\hat{a} / \alpha_t] [z(t)]^*(\alpha_t) \tau \]
\[ + [z^*(t)](\alpha_t) \tau + O(\tau^2) , \]
\[ [z(t)](\alpha_t) ; t + \tau = [[z(t)](\alpha_t)] - i \tau \hat{H}(t) [z(t)](\alpha_t) \]
\[ + O(\tau^2) , \]
\[ \hat{a} \alpha_{\text{eq}} = \hat{a} \alpha_t + (\hat{a} / \alpha_t) \tau \hat{a} \alpha_t + O(\tau^2) \]  

also leads to Eq. (3.11), so that the result cannot be more general than \( \hat{H}_Q \).

In order to explicitly prove the sufficiency of \( \hat{H}_Q \), we translate the nonconstant-\( \alpha \) problem into a constant-\( \alpha \) one for each \( t \), by writing
\[ [z_\alpha(q_\alpha) + \Delta(t); c(t), s(t)] = [z_\alpha(\alpha_t) + \Delta(t); \bar{c}(t), \bar{s}(t)] , \]

where
\[ z_\alpha(\alpha_t) = z_\alpha(\alpha_0) , \]
\[ \bar{c}(t) = c(t) c(\alpha_0, \alpha_t) - s(t) s(\alpha_0, \alpha_t) , \]
\[ \bar{s}(t) = -c(t) s(\alpha_0, \alpha_t) + s(t) c(\alpha_0, \alpha_t) . \]

Equation (3.10) is now formally a problem with fixed \( \alpha = \alpha_t \), for each \( t \), and the solution is [see Eq. (3.15)]
\[ \langle [z_p(t)](\alpha_p) | c^*(t) c(\alpha_0, \alpha_t) - s^*(t) s(\alpha_0, \alpha_t) \]
\[ \times [z_\alpha(\alpha_t) + \Delta(t)] \]
\[ - [s(t) c(\alpha_0, \alpha_t) - c(t) s(\alpha_0, \alpha_t)] \]
\[ \times [z_\alpha(\alpha_t) + \Delta(t)]^* \]  

The equation of motion for \( z_p(t) \) calculated from Eqs. (2.20) and from
\[ \hat{c}(\alpha_0, \alpha_t) = (\hat{a} / \alpha_t) s(\alpha_0, \alpha_t) \]  

\[ \hat{s}(\alpha_0, \alpha_t) = (\hat{a} / \alpha_t) c(\alpha_0, \alpha_t) \]
is
\[ \frac{d}{dt} \langle [z_p(t)](\alpha_p) = c(\alpha_0, \alpha_t) [\hat{a}_t / \alpha_t] z^*_p(\alpha_t) + s(\alpha_0, \alpha_t) [\hat{s}_t / \alpha_t] z^*_p(\alpha_t) \]
\[ + (\hat{a}_t / \alpha_t) \tau [\hat{a}_t / \alpha_t] z^*_p(\alpha_t) , \]

where
\[ z_t(\alpha_t) = c^*(t) [z_\alpha(\alpha_t) + \Delta(t)] - s(t) [z_\alpha(\alpha_t) + \Delta(t)]^* . \]

Equation (3.24) implies
\[ \hat{z}_p(t) = \hat{z}_t . \]

The physical significance of \( z_t \) is the pseudoclassical phase-space point in the case \( \hat{a}_t = 0 \), Eq. (3.15). As \( z_t \) equals \( z_{\alpha_0} \), so does \( z_p(t) \).

(ii) **Not for all \( |z_\alpha \rangle \)**. A similar argument to the one for the \( \hat{a}_t = 0 \) case leads to Eqs. (3.6) as necessary and sufficient conditions.

D. The 3-dimensional case

The generalization of the previous results to higher dimensions is straightforward. We define a vectorlike operator \( \hat{a}(\alpha) \) whose three components are
\[ \hat{a}_j(\alpha_j) = \alpha_j \hat{a}_j + (i/2) \alpha_j \hat{p}_j , \quad j = 1, 2, 3 . \]

The commutability of these component operators allows the definition of common eigenstates \( \hat{Z}(\alpha) \) as the direct product of three component MUS's of \( \hat{z}_i(\alpha) \) eigenstates of \( \hat{a}_i(\alpha) \).

All proofs and results go through to the 3-dimensional case, the only qualitative difference being the appearance in all the Hamiltonians of crossed \( \hat{q}_i \hat{p}_j \) terms for \( i \neq j \); as \( \hat{q}_i \) and \( \hat{p}_j \) commute, their appearance is natural.

The appearance of these crossed terms implies that a charged particle in a magnetic field \( \bar{\mathbf{H}}(t) \),
\[ \hat{H}(t) = (2m)^{1/2} \left[ \hat{p} - \mathbf{A}(\mathbf{q}) \right] \]
with
\[ \mathbf{A}(t) = \nabla \times \bar{\mathbf{A}}(t) \]
conserves minimality (and verifies the pseudoclassical condition) if and only if \( \bar{\mathbf{A}} \) is uniform,
as follows from the previous sections. Obviously, this result is independent of the gauge chosen.
In the usual treatment of the uniform magnetic field, a class of coherent states is defined which depends upon the gauge. This coherence is conserved by (3.27). We remark that due to this gauge dependence not all these classes are MUS’s. The usually considered coherent states, the symmetrical gauge ones, are MUS’s. As the unitary gauge transformation operator is

\[
\hat{G} = \exp\left(\frac{i\omega f(\hat{q})}{h}\right),
\]

where \( \omega \) is a real constant, we conclude that it corresponds to minimalism-conserving transformations only in the case of a linear \( f \) function. In fact \( \hat{G} \) has to be restricted to a displacement operator. So the gauge function \( f \) referred to the symmetrical gauge\(^{27} \) can only be linear in \( \hat{q} \). We conclude that, in this sense, coherence and minimalism are different matters.

IV. CONCLUDING REMARKS

The previous discussion leads us to establish the equivalence between the pseudoclassical and Ehrenfest algorithms, for both the \( \alpha = 0 \) and \( \alpha \neq 0 \) cases. Furthermore, the requirement of LTM conservation is verified by the same class of Hamiltonians. This is true in the two cases when all or only some particular initial conditions are studied. We note that minimalism conservation implies the above algorithms, but the converse is not true. We interpret this in the sense that MUS conservation is a restriction on mean values but also on the second moments’ relation. The significance of the subindexes \( \alpha \) and \( \alpha(t) = \alpha_t \) of \( \hat{H}_\alpha, \hat{H}_\alpha(t) \) is the reference made to which of the \( \alpha \)-equivalence classes does the conservation of minimalism refer to.

These equivalences are synthesized in the table below. But first we would like to emphasize the conceptual distinction\(^4 \) between the \( \alpha_t \)’s which characterize the equivalence class of the MUS’s and the arbitrary \( \alpha \)’s in terms of whose \( \hat{a}(\alpha), \hat{a}^\dagger(\alpha) \) one can express the Hamiltonians. This is exemplified by \( \hat{H}_\alpha(t) \) which allocates \([z,_{\alpha}(\alpha); t]\) in the \( \alpha_t \)-equivalence class: \( \hat{H}_\alpha(t) \) can be expressed in terms of \( \hat{a}(\alpha_t), \hat{a}^\dagger(\alpha_t) \) [see Eq. (2.24b)] but also in terms of \( \hat{a}(\alpha), \hat{a}^\dagger(\alpha) \) [see Eq. (2.24a)] and in terms of any \( \hat{a}(\beta), \hat{a}^\dagger(\beta) \). This distinction plays a central role in our discussions, as is highlighted by the study of the rotation operator in the Appendix. On the other hand and also in relation with \( \hat{H}_\alpha(t) \), we remark that the time dependence of \( \hat{a}(\alpha_t) \) is an explicit one, and it does not correspond to the dynamics in the Heisenberg picture.\(^{11} \) The same comment is relevant for the time dependence of the \( \alpha_t \)-equivalence class considered in the pseudoclassical equations, and of the \( \hat{A}(t) \) considered in the LTM conservation.

The relevant features of these Hamiltonians are the following (all the coefficients are time-dependent functions):

\[
\begin{align*}
(\text{i}) \quad & \hat{H}_\alpha(t) = c_{20} \hat{p}^2 + c_{00} \hat{q}^2 + \frac{1}{2} c_{11} [\hat{p}, \hat{q}]_*, \\
& \quad + c_{12} \hat{p} + c_{21} \hat{q} + c_{00}, \\
(\text{ii}) \quad & \hat{H}_\alpha(t) \text{ equals } \hat{H}_\alpha \text{ with } c_{20} = 4 \alpha_t, \quad c_{11} = t \alpha_t / \alpha_t, \\
(\text{iii}) \quad & \hat{H}_\alpha \text{ equals } \hat{H}_\alpha(t) \text{ with } \alpha_t = 0, \\
(\text{iv}) \quad & \hat{H}_t(t) = \sum_{11} \frac{1}{2} c_{11} [\hat{p}^1, \hat{q}^t]_* \equiv \sum_{\text{all}} F_{nm} \hat{A}^m(t) \hat{A}^m(t) 
\end{align*}
\]

(4.1)

(4.2)

(4.3)

**TABLE I.** Equivalence of the pseudoclassical and Ehrenfest algorithms with LTM conservation, and their relation with minimalism conservation.

<table>
<thead>
<tr>
<th>Initial condition</th>
<th>Alphabets</th>
<th>Applicability</th>
<th>Valid for all initial conditions</th>
<th>Valid only for some initial conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUS</td>
<td>(\alpha = 0)</td>
<td>(\alpha \neq 0)</td>
<td>(\hat{H}_\alpha)</td>
<td>(\hat{H}_\alpha(t))</td>
</tr>
<tr>
<td>Pseudoclassical</td>
<td>(\hat{H}_\alpha)</td>
<td>(\alpha \neq 0)</td>
<td>(\hat{H}_\alpha(t))</td>
<td>(\hat{H}_2)</td>
</tr>
<tr>
<td>Ehrenfest</td>
<td>(\hat{H}_\alpha)</td>
<td>(\alpha \neq 0)</td>
<td>(\hat{H}_\alpha)</td>
<td>(\hat{H}_L)</td>
</tr>
<tr>
<td>LTM</td>
<td>(\hat{U}(t, \phi) [z_\alpha; C_\alpha, S_\alpha] ) is a LTM</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(4.3)
with
\[ L_1(t) = i \left( \hat{z}(\beta) + \frac{1}{2} \hat{s}(\beta) \right) \hat{c}(\beta) \]
\[ L_2(t) = i \left[ \hat{c}(\beta) \hat{s}(\beta) - \hat{s}(\beta) \hat{c}(\beta) \right] \]
where
\[ L_n(t) = \sum_{m} \frac{F_{m}}{\alpha_{m}} \left[ \hat{c}(\beta) \hat{s}(\beta) \right] \]

and
\[ \hat{A}(t) = \hat{c}(\beta) \hat{a}(\beta) + \hat{s}(\beta) \hat{a}^*(\alpha) \]
\[ z_{ct}(t) = \hat{q} \hat{t}(\beta) \hat{q}^*(\beta) \]

(\nu) \( \hat{H}_1(t) \) equal \( \hat{H}_2(t) \) with \( c(t) \) and \( s(t) \) being
\[ \hat{H}_1(t) = \sum_{m} f_{m} \hat{t}^*(\beta) \hat{a}^*(\alpha) \]
\[ L_1(t) = i \hat{z}(\beta) \hat{a}(\beta) \]
\[ L_2(t) = i \hat{t}(\beta) \]
\[ L_n(t) = 0, \quad n > 2 \]

and
\[ L_n(t) = \sum_{m} n f_{m} \left[ \hat{c}(\beta) \hat{a}(\beta) \right] \]

(vi) \( \hat{H}_1(t) \) equals \( \hat{H}_2(t) \) with \( \hat{a}_t = 0 \).

Although Eqs. (4.4) must be verified for all \( t > t_0 \), they express restrictions on the initial conditions if \( \hat{H} \) is given; conversely, they restrict a class of \( \hat{H} \) if the initial conditions are given. These equations essentially restrict the quantum class of physical systems in which the algorithms are verified, to those in which the classical trajectories comply with a number of restrictions. In conclusion, we have shown that for Hamiltonians of degree \( N > 2 \), the pseudoclassical algorithm is verified at most by \( N - 2 \) classical trajectories. In this respect, the main conclusion of our analysis can be thus stated as follows:

Theorem. The set of initial conditions for which the pseudoclassical evolution algorithm [minimality conservation] is verified for Hamiltonians more than quadratic is defined by (4.4) [(4.7)] and is denumerable. Thus, the pseudoclassical algorithm [minimality conservation] is verified if and only if the Hamiltonian is at most a general [restricted] quadratic form in the dynamical variables (4.1) [(4.2)], except for a set of measure zero.
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APPENDIX

1. Change of \( \alpha \)-equivalence class. \( \hat{U}_1 \) verifies
\[ \hat{U}_1 \left| z(\alpha) \right> = e^{i\alpha} \left| (z' + \Delta') \right>(\beta) \]
with
\[ (z' + \Delta') = z' + \Delta' = z(\alpha), \]
\[ \Delta'(\beta) = \beta \Delta'_1 + \frac{i}{2} \Delta'_2 \]
so that
\[ \hat{U}_1 \hat{a}(\alpha) \hat{U}_1^{-1} = \hat{a}(\beta) + \Delta. \]

This case corresponds to \( | \text{Rec} > \) and we obtain
\[ \hat{U}_1 = \exp \left( i r \left[ 2 \hat{t}(\alpha) - \hat{t}^2(\alpha) \right] \right) \]
with \( r \) defined in (2.3), so that \( c(s) \) equals cosh (sinh r). The phase is
\[ \hat{U}_1 = \exp \left( i \frac{1 - c}{2} \right) \]

with \( \Delta = 0 \), we reobtain the usual operator \( \hat{U}(\alpha - \beta) \) and \( \hat{U}(\beta) = \hat{U}(\alpha) \hat{U}(\beta) \).

which scales as follows
\[ \hat{U} \left| \alpha \right> = e^{i\alpha} \left| \alpha \right> \]

At this point we wish to comment on the limit of (A1) as \( r \to \pm \infty \).

We note the following facts: (i) The norm of \( \hat{U}(\alpha - \beta) \) (\( \alpha \) fixed) is 1, so \( \lim \hat{U}(\alpha - \beta) \) \( \left| z(\alpha) \right> \) when \( r \to \pm \infty \), if it exists, has norm 1; hence this state cannot be an eigenstate of \( \hat{a} \) or \( \hat{b} \). (ii) von Neumann’s theorem states that all representations of the commutation relations are unitarily equivalent within the same Hilbert space.

So if \( \lim \hat{U}(\alpha - \beta) \) exists it cannot drive us out of the original Hilbert space.
space \((L^2)\). (iii) The limit of
\[
\left| \langle q' | \hat{U}(\alpha - \beta) | z(\alpha) \rangle \right|^2
\]
for \(r \to -\infty\) is equal to \(\delta(q' - q)\). (iv) The limit when \(r \to +\infty\) of the \(\hat{U}(\alpha - \beta)\) matrix elements is zero. From these facts, we believe this limit is not well defined.

2. **Displacement in phase space.** A displacement \(\Delta = (a, b)\) of \(|z(\alpha)\rangle\) means \(\langle \hat{q} \rangle\) and \(\langle \hat{p} \rangle\) are displaced by \(a\) and \(b\). This is
\[
\hat{U}_\Delta \ | z(\alpha) \rangle = e^{i\Delta_1} \ | z + \Delta \rangle(\alpha)\]
and corresponds to the case \(s = 0\). As here \(c = 1\), Eqs. (2.24) reduce to
\[
f_{11} = f_{20} = 0, \quad f_{10} = i\Delta / T
\]
and we obtain
\[
\hat{U}_\Delta = \exp[\Delta_1(\hat{q} - \hat{p})^\dagger],
\]
\[
i\phi_{\Delta} = 2\Delta \Delta_1(\hat{q}^\dagger - \hat{p}^\dagger)z(\alpha).
\]
This is the well-known Weyl operator.

3. **Rotation in phase space.** A rotation \(\theta\) of \(|z(\alpha)\rangle\) means \(\langle \hat{q} \rangle\) and \(\langle \hat{p} \rangle\) are rotated an angle \(\theta\) about the origin:
\[
c = \cos \theta - i \sin \theta (a^2 + 1/4a^4),
\]
\[
s = +i \sin \theta (a^2 - 1/4a^4),\]
\[
\Delta = 0.
\]
When \(a = 2^{-1/2}\) we apply the case \(s = 0\) and obtain
\[
\hat{U}_\theta(\alpha = 2^{-1/2}) = \exp[i(\theta + \alpha^2/2\alpha^2)]
\]
\[
eq \exp[i(\theta + \alpha^2 + \hat{p}^2 - 1)],
\]
\[
i\phi_{\theta}(\alpha = 2^{-1/2}) = -\frac{i}{2} \theta.
\]
This is the evolution operator for a harmonic oscillator with \(m = 1, \nu = 1\) at time \(t = -\theta\). For this system the trajectories in phase space of \(\langle \hat{q} \rangle\) and \(\langle \hat{p} \rangle\) are circles, as should be. The structure of \(\hat{U}_\theta(\alpha = 2^{-1/2})\) tells us that it conserves the \(a = 2^{-1/2}\) MUS’s (of course, \(s = 0\)). When \(\theta = -\pi\) we have an implementation of the parity operator.32

For any \(\alpha\), when \(\theta = -\pi\) we apply case \(s = 0\):
\[
\hat{U}_{\pi} = \exp[-i \pi \alpha(\hat{q}^\dagger - \hat{p})]
\]
\[
eq \exp\left[\left(\alpha^2 \hat{p}^2 + \frac{1}{4a^2} \hat{p}^2 - \frac{1}{2} \right)\right],
\]
\[
i\phi_{\pi} = \frac{i}{2} \pi.
\]
We verify that this is the parity operator \(\hat{P}\). From the overlap (2.9) we have
\[
|z(\alpha); -1, 0\rangle = \pi^{-1} \int \! d^2z' |z'(\alpha)\rangle |z(\alpha); -1, 0\rangle |z'(\alpha)\rangle
\]
\[
= -i \langle z(\alpha) | -z(\alpha)\rangle
\]
and as
\[
\langle q | -z\rangle = -\langle q | z\rangle
\]
we obtain
\[
\langle q | \hat{U}_{\pi} | z(\alpha)\rangle = i \langle q | z(\alpha); -1, 0\rangle
\]
\[
= \langle q | -z(\alpha)\rangle
\]
\[
= -\langle q | z(\alpha)\rangle
\]
so that
\[
\hat{U}_{\pi} = \hat{P}.
\]
In the general case when \(\alpha \neq 2^{-1/2}\) and \(\theta \neq -\pi\) in (A2), we apply case \(\Re < 1\) \((s \neq 0)\). The result \(\hat{U}_\theta, i\phi_\theta\) turns out to be
\[
\hat{U}_\theta = \exp[i\theta(\alpha^2 + \frac{1}{4a^2})]
\]
\[
\hat{p}^\dagger + \frac{1}{2\alpha^2} (\hat{q}^2 + \hat{p}^2 - \alpha^2 - \frac{1}{4a^2})
\]
\[
= \exp[i\theta \left(\hat{p}^\dagger + \frac{1}{2} \alpha^2 + \frac{1}{4a^2}\right)],
\]
\[
i\phi_{\theta} = \frac{i}{2} \theta (\alpha^2 + \frac{1}{4a^2}).
\]
As in (A3) and (A4), the independent term of the \((\hat{q}, \hat{p})\) form is directly responsible for the phase \(\phi\). Obviously \(\hat{U}_\theta\) does not conserve the minimality of the MUS’s in the \(\alpha\)-equivalence class. This is only valid for \(\alpha = 2^{-1/2}\). The special role played by this \(\alpha\) is due to the circular trajectories of the corresponding oscillator in phase space (for general \(\alpha\) they are ellipses).

For an arbitrary state \(|\psi\rangle\), a rotation \(\theta\) in phase space implies the corresponding rotation of expected values \(\langle \hat{q} \rangle, \langle \hat{p} \rangle\). It is clear that in the case \(\hat{U}_\theta(\alpha = 2^{-1/2})\) the conservation of minimality assures us that no other changes (see below) have been entailed in the \(|\psi\rangle\) probability distribution. This leads us to define the rotation operator as
\[
\hat{R}_\theta = \hat{U}_\theta(\alpha = 2^{-1/2}).
\]
In this way, \(\hat{R}_{\theta = \pi}\) is the unity operator \(\hat{1}\) and \(\hat{R}_{\theta = -\pi}\) is the parity operator \(\hat{P}\). We can obtain \(\hat{P}\) continuously from \(\hat{1}\) because we are dealing with the rotation group in an even-dimensional space (phase space).

The state \(\hat{R}_\theta |z(\alpha)\rangle\) has the mean-square deviations
\[
\Delta_{\alpha, \theta} = (4\alpha^2)^{-1}\cos^2 \theta + \alpha^2 \sin^2 \theta,
\]
\[
\Delta_{\mu, \theta} = \alpha^2 \cos^2 \theta + (4\alpha^2)^{-1} \sin^2 \theta
\]
which allows us to visualize the wave function \(\langle q | z(\alpha)\rangle\) (where \(\langle q \rangle_\theta\) denotes \(\hat{R}_\theta |q\rangle\) as a Gaussian probability distribution of variance \(\Delta_{\alpha, \theta}\) for each \(\theta\) over phase space. This Gaussian over
phase space is rigidly rotated around the origin by $\hat{R}_y$. This rigidity was what was meant by no other changes. In this sense it should be stressed that $\hat{R}_y |z(\alpha)\rangle (\alpha \neq 2^{1/2})$ is not equal to $|e^{i\theta}z(\alpha)\rangle$ nor to $|z_\alpha(\alpha)\rangle$ with $z_\alpha(\alpha) = e^{i\theta}z(\alpha)$: these states are the MUS’s of the $\alpha$-equivalence class, while $\hat{R}_y |z(\alpha)\rangle$ is clearly not.

The previous analysis can be done for the rotation operator around the phase-space point $\Delta = (a, b)$:

$$\hat{R}_y(a, b) = \exp(\pm i\theta(a\dot{z}^2 + \ddot{z}^2) + \frac{1}{\beta}[a\frac{\beta}{2}\dot{\theta}^2 + \cos \theta - 1] + b\sin \theta \theta - \theta)]\hat{q} + \frac{1}{\beta}[b(\frac{\alpha}{2}\dot{\theta}^2 + \cos \theta - 1) \alpha \sin \theta \theta - \theta)]\hat{p} + \frac{1}{\beta}[a^2 + b^2 - 1] (1 - \cos \theta).$$

The transformation it induces is

$$\hat{R}_y(a, b) |z(\alpha)\rangle = e^{i\theta/2} |z(\alpha); c, s, w\rangle$$

with

$$c = \cos \theta - i \sin \theta \left(\alpha^2 + \frac{1}{4a^2}\right),$$

$$s = + i \sin \theta \left(\alpha^2 - \frac{1}{4a^2}\right),$$

$$w = (1 - \cos \theta) \left(\alpha a + \frac{i}{2\alpha} b\right) + \sin \theta \left(\alpha b - \frac{i}{2\alpha} a\right).$$

The presence of $w$ only alters our scheme in that now $\Delta - w$ plays the role of $\Delta$. The parity about $\Delta$ in $\hat{R}_y(a, b)$ and $\hat{R}_0(a, b) |z(\alpha)\rangle = \hat{D}(2\Delta) (-z(\alpha))\rangle$.

This operator has a special interest since its expectation value, that is the overlap of the wave function with its mirror image about $(a, b)$, is the Wigner distribution function at $(a, b)$.

4. **Fourier operator.** The $\pi/2$ geometrical rotation in phase space interchanges the roles of the coordinate and momentum axes. This is in accordance with the performance of $\hat{R}_y\frac{\pi}{2}$: it is easily verified that

$$\langle q' | \hat{R}_{y\frac{\pi}{2}} | z(\alpha)\rangle = \langle \rho' \rangle |z(\alpha)\rangle,$$

where $|q'\rangle (|\rho'\rangle)$ is an eigenstate of $\hat{q} (\hat{p})$ with $q' = \rho'$. This $\hat{R}_{y\frac{\pi}{2}}$ is the Fourier operator.33

This result gives us an insight into the physical interpretation of $\hat{R}_y$. $|q'\rangle |\rho'\rangle |d q' d \rho'\rangle$ is the probability distribution in a vertical [horizontal] slit of phase space (with the $q'$ axis as abscissa axis) through the phase-space point $(q', 0) [0, \rho')]$. As $|\rho' \rangle |q'\rangle$ is $\langle q' | \hat{R}_{y\frac{\pi}{2}} | \rho'\rangle$, the conclusion is that $|q' | \hat{R}_{y\frac{\pi}{2}} (a, b) | \rho'\rangle|^2$ is $d q' d \rho'$ ($\alpha$, $\beta$), which factorize

$$\langle \phi | \hat{a}^n \hat{a}^m (\alpha) | \psi\rangle = \langle \alpha | \hat{a}^n \hat{a}^m | \psi\rangle = \langle \alpha | \hat{a}^n | \psi\rangle \langle \alpha | \hat{a}^m | \psi\rangle \langle \phi | \hat{a}^n | \psi\rangle.$$
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