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Abstract

In this dissertation, I explore and defend the hypothesis that language is occasion-sensi-
tive. I understand occasion-sensitivity as a combination of two claims. The first claim
has it that, for a large class of non-indexical sentences, linguistic meaning underdeter-
mines truth-conditions. According to the second, sentence-tokens only determine a
partial function from states of affairs to truth-values. Travis cases provide evidence for
both claims. After discussing and dismissing minimalist and indexicalist explanations
of Travis cases, I outline a situationalist approach in which the truth-value of a sentence-
token partly depends on the constraints imposed by the activity that the token concerns.
Finally, I discuss the compatibility of occasion-sensitivity with systematic theories of

truth-conditions.
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Introduction

It is common to conceive the content of a representation in terms of truth-conditions.
However, this conception raises an interesting question: Should we think of represen-
tation types as the bearers of truth-conditions or is it rather representations in use that
impose a condition on the world? This question has become specially pressing when it
comes to linguistic representations (natural language sentences).

The notion of truth (and related notions such as reference or extension) has played a
crucial role in the study of natural language. For many philosophers, including notably
early Wittgenstein and Davidson, understanding a sentence S consists in grasping the
conditions under which S would be true. This claim has motivated the identification of
the meaning of S with its truth-conditions, or with something that determines truth-
conditions. Following this idea, the meaning of the subsentential expressions can be
seen as a contribution to the truth-conditions of the sentence—proper names contribute
areferent, predicates contribute an extension or an intension, and so on. Let us call this
approach the traditional view.

Let us suppose that we have a syntactic theory for a natural language or a fragment
of it. We have a list of expressions, classified into categories or types (proper names,
predicates, quantifiers, definite descriptions, and so on) and syntactic rules providing
the means to form grammatically correct sentences out of them. The task of semantics
is to assign meanings to those well-formed sentences. This is standardly achieved by as-
signing meanings (semantic values) to the simple expressions and compositional rules
determining the meanings (semantic values) of complex expressions. Since Frege’s writ-
ings, truth has played a central role in the task of assigning semantic values to sentences.
Frege famously divided meaning into sense and reference (Frege, 2010). To different
types of expressions correspond different types of referents. At the most basic level, the
referent of a proper name is an object and that of a sentence is a truth-value (the True or
the False). Other referents can be defined by using these two. For instance, the referent

of a predicate is a function from objects to truth-values. The referent of complex expres-

ix



sions, including sentences, can be obtained by compositional rules. These elements can

be used to provide a semantic theory for natural language. A very simple example:

(1) The referent of the predicate ‘is a philosopher’ is the function f from ob-
jects to truth-values such that the value of f{x) is the True if and only if x is a
philosopher.

(2) The referent of the proper name ‘Frege’ is Frege.

Since Frege is a philosopher, the value of f{F7ege ) is the True and, consequently,

the referent of the sentence ‘Frege is a philosopher’ is the True.

The traditional view comes with a certain answer to the question about the bearers
of truth-conditions. According to it, non-indexical sentences express truth-conditional
content outside a context of use. Having such-and-such truth-conditions, or express-
ing such-and-such truth-evaluable content, is a property of the sentence-type. Index-
ical sentences express different truth-conditions at different contexts. However, this
content can be conceived as a structured proposition, and structured propositions are
usually thought of as having truth-conditions independently of the context at which
they are tokened.

There are reasons for calling into question the traditional view. Some philosophers
have noted that, when it comes to actual communication, truth-conditional content
is often the result of adjusting meaning to the context of use. Here is an oft-discussed
example. The sentence ‘T've had breakfast’ only establishes that the speaker has had
breakfast at a time t such that tis prior to the time of utterance. However, utterances of
this sentence are typically interpreted as saying that the speaker has had breakfast the day
of utterance—not a week before, etc. Similarly, an utterance of ‘He eats rabbit’ will very
likely be interpreted as saying that the salient man eats rabbit meat, and not rabbit fur".
The relevant truth-conditions of an utterance seem to go beyond the properties of the
sentence-type, even in absence of classical indexicals—they are the output of pragmatic
interpretation.

In a more radical vein, some authors have called into question the thesis that mean-
ing can be identified with reference or truth-conditions. Chomsky* seems to be sceptical
that common-sense concepts, such as book or house, or proper names as ‘London’, are
apt for figuring in a theory of meaning that specifies truth-conditions. His worry is
that whether something can be rightly described as a ‘book’ or a ‘house’ depends on a

number of things, including how we use the object. To what object the expressions ‘the

'See Sperber and Wilson (1995, pp. 189-190) and Recanati (2004, p. 24).
*See specially his (2000).
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book’ or ‘the house’ refer depends on human interests. For example, ‘book’ can be used
to talk about the physical object or the story, or both (as in “The book he wrote weighs
two pounds’). ‘London’ can also be used to refer to a number of things. Words seem to

relate to objects in intricate ways.

One of the strongest criticisms against the traditional view has been that of Travis’
on the basis that extension is sensitive to the occasion of use. Travis targets the the-
sis that the meaning of a declarative sentence can be identify with truth-conditions
or with something that determines truth-conditions. He has identified a certain phe-
nomenon of truth-value shifts across occasions and used it to argue that expressing a
truth-evaluable content is a property that sentences have in use. What a sentence says,

Travis holds, depends on the character of the occasion on which it is used.

The aim of this dissertation is to explore the hypothesis that language is occasion-
sensitive. The first task is to examine what is meant by ‘occasion-sensitivity” and the
arguments in support of the claim that natural language is occasion-sensitive. This task
is undertaken in chapter 1, an introduction to Travis’ view. To hold that language is
occasion-sensitive is to hold that the truth-conditions (or satisfaction-conditions) of
most of our utterances depend on the occasion of use in a way that is not determined
by meaning-or, in other words, that the semantics of most sentences underdetermine
the truth-conditions of its tokens. In this chapter, I reconstruct what I take to be Travis’
main arguments: Travis cases and the proliferation argument. Travis cases depict a sen-
tence S and two different occasions of use. Whereas in the first occasion S seems to be
true, in the second it seems to be false (or vice versa), despite the state of the world and
the referents of indexicals and descriptions being the same. Travis concludes that the
semantics of S (the properties of the type) do not determine the truth-conditions of its
tokens. The proliferation argument is intended to cast doubt on the existence of rep-
resentations that are immune to Travis cases on the basis that these can be created for
more precise versions of S. Because of his endorsement of this argument, Travis holds
that there are no truth-bearers outside a context of use. One of the aims of this chapter
is to argue that a certain development of this claim—namely, the view that whether an
utterance is true or false depends on what we judge reasonable-runs the risks of pre-
cluding the objectivity of content. This imposes some requirements on how to think

of truth-conditional content on the assumption that language is occasion-sensitive.

In chapter 2, I set out to defend the claim that language is occasion-sensitive against
minimalist and indexicalists replies to Travis’ arguments. In order to do so, I distinguish

the Principle of Compositionality from what I call Semantic Propositionalism. Ad-
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vocates of occasion-sensitivity reject only the latter. Semantic Propositionalism states
that the semantics of a well-formed sentence S determines a truth-evaluable content (at
a context). I argue that neither minimalist nor indexicalist accounts succeed in their
defence of Semantic Propositionalism vis-a-vis Travis cases. Minimalists find them-
selves in an unstable position. In order to secure minimal propositions, they need to
dismiss common reactions to Travis cases. But this casts doubt on the possibility of
finding out what the literal satisfaction conditions of the expressions used in Travis
cases are. Indexicalism tries to secure Semantic Propositionalism by claiming that some
predicates are context-dependent, usually because their syntactic form contains some
context-sensitive variables. These proposals have a different problem. If they are to be a
defence of Semantic Propositionalism, indexicalist theories must fulfil two conditions.
First, they must provide a set of necessary and sufficient variables. Second, it must be the
case that semantics determines, and not merely constrains, the extension of the predi-

cate. I argue that current proposals do not succeed in fulfilling both conditions.

As a consequence of this discussion, I take it that there are good reasons to think
that natural language is occasion-sensitive—namely, Travis cases together with the ab-
sence of good arguments to the contrary. At this point, two questions arise. First, one
might wonder whether occasion-sensitivity applies to non-linguistic representations,
such as mental representations. Second, it is interesting to assess to what extent formal
frameworks that make use of double-indexing are compatible with occasion-sensitivity
and whether these frameworks can be used to account for our capacity to grasp truth-

conditional content.

Chapter 3 addresses the first question. Some pragmatist approaches hold that, in the
case of natural language, semantics does not determine extension, but take it that the
same is not true of mental representations. In this chapter, I focus on Fodor’s arguments
and on Carston’s theory of ad hoc concepts. Fodor has provided two arguments to the
effect that, in contrast with natural language, mental representations are not underde-
termined. The productivity argument has it that the best explanation to the productiv-
ity of thought is compositionality, and mental representations being compositional pre-
vents them from being underdetermined. The argument from equivocation is based on
the idea that only a non-equivocal mental representation can resolve a linguistic equivo-
cation. In order to properly assess the arguments, I distinguish Truth-conditional Com-
positionality from Meaning Compositionality. Following (Clapp, 2012b) and (Reca-
nati, 2007), I argue that neither argument work. The productivity argument only es-

tablishes Meaning Compositionality, something compatible with (truth-conditional)
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Underdeterminacy. As to equivocation, the context of use can solve the equivocation
in absence of a non-equivocal mental representation. I also argue that if Carston’s ad
hoc concepts are created on line, then she cannot avail herself of the productivity argu-
ment. On the other hand, if ad hoc concepts are created out of pre-existing concepts
that are similar to the ones encoded in natural language, as Carston’s explanation seems
to suggest, then there is no reason to think that mental representation are immune to
Travis cases. An additional aim of chapter 3 is to distinguish Type-Underdeterminacy
from Token-Underdeterminacy. I argue that there are reasons to think that even to-
kens suffer from some Underdeterminacy in the sense that they only determine a partial
function from states of affairs to truth-values.

In chapter 3 I conclude that we are left with no reasons for positing occasion-insensi-
tive representations. Instead of relying on occasion-insensitive mental representation
or having recourse to occasion-insensitive structured propositions, occasion-sensitivity
calls for a non-standard notion of utterance content. The aim of chapter 4 is to pro-
vide such a notion. I hold that Austinian propositions, conceived as including a lekton
and an activity, can do the work. Travis cases suggest that the feature of the context
that affects the extension of the predicate is the activity in place. To different activ-
ities correspond different criteria of applicability for words. Thus, adopting a situa-
tionalist framework?, we can think of the truth-conditional content of an utterance as
including not only the conventional meaning of the sentence uttered but also the ac-
tivity against which it is evaluated. This notion of content is compatible with Token-
Underdeterminacy. After having put forward this notion of utterance content, I discuss
a potential problem for the approach. If activities are very finely individuated, as the
possibility of creating complex Travis cases recommends, then sharing content across
contexts will be difficult to achieve. However, sharing content, for example by reporting
what someone has said, is usually easy. I argue that this problem can be solved by hav-
ing Austinian propositions with different granularities, thus adopting a form of multi-
propositionalism. I further argue that this approach to occasion-sensitivity escapes the
potential loss of objectivity introduced in chapter 1.

In chapter 5 I address the question whether phenomenon that Travis has detected

is compatible with standard semantic* theories. Semantic theories have been seen as

3Situationalism can be understood as a form of relativism or non-indexical contextualism in which
the truth-value of the proposition expressed by an utterance is evaluated with respect to a situation (and
not only with respect to more standard parameters as possible world, time and place).

#The term ‘semantics’ can be understood in two ways. First, it can be understood as the study of

meaning or of the properties of expression-types. Second, semantics can be understood as the study of
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an explanation of our ability to interpret speech. Advocates of occasion-sensitivity and
similar pragmatic views are under pressure to show that their rejection of certain the-
ories is compatible with a plausible account of our ability to grasp truth-conditions. I
argue that occasion-sensitivity, and in particular the notion of truth-conditional con-
tent I introduce in chapter 4, is compatible with there being systematic connections
between activities and truth-conditions, which can be used to account for our ability to
interpret speech. Moreover, following (Predelli, 2004, 2005b,a) I argue that occasion-
sensitivity is compatible with double-indexed theories. Double-indexed frameworks
are equipped to deal with different forms of context-sensitivity (broadly understood).
For example, a semantic theory in which indices include standards of precision can deal
with Austin’s well-known example that whether an utterance of the sentence ‘France is
hexagonal’ is true or false depends, roughly, on what is at stake. Similarly, indices can
include activities. I further argue that occasion-sensitivity is compatible with semantic
theories that specify truth-conditions on the assumption that these specifications bear

default understandings.

truth-conditions. Here I am using the term in this second sense.



Chapter 1

Occasion—sensitivity

Charles Travis has provided a number of examples aimed at showing that semantics' is
compatible with variation in truth-conditions (keeping the value of indexicals fixed).
According to Travis, this shows that language is occasion-sensitive. The aim of this
chapter is to introduce occasion-sensitivity and Travis’ arguments in support of his
pragmatist position. In order to do so, I reconstruct what I take to be Travis’ main
arguments (Travis cases, the proliferation argument). After this, I argue that a certain
reconstruction of some of Travis’ positive remarks about truth-conditions runs the risk
of precluding objectivity and that therefore occasion-sensitivity calls for a non-standard
notion of content that escapes the threat. In the last section I briefly present the current
positions in the contextualist debate and, follwoing Borg, argue that Travis’ approach

is different from other pragmatists approaches usually labelled as ‘contextualism’.

1.1 A phenomenon in need of explanation

Here is a phenomenon exhibited by natural languages. Take a declarative sentence S.
Make sure that S contains no indexicals or, if it does, make sure that their values are kept

fixed throughout the process. Imagine two different scenarios in which S is used. Keep

'In what follows I mean by ‘semantics’ the properties of the expression type or the properties de-
termined by the expression type at a context of use. In this sense, it is a substantial question whether

semantics must deal with truth-conditions
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the state of the world fixed in the relevant respects across these scenarios. For a large
class of sentences, it can be the case that the sentences is true in one of those scenarios
and false in the other. This phenomenon of variation is the core of occasion-sensitivity.

Charles Travis, the philosopher who coined the expression ‘occasion-sensitivity’
and the main advocate of the claim that natural language is occasion-sensitive*, has come
up with many different examples in which the phenomenon is deployed. Let me quote

at length some of them’.

[“The kettle is black’]

Consider the following two contrasting cases:

A. Max fills his shiny new aluminum kettle with the makings of a stew, and
sets it over the campfire. An hour later, he informs Sam that he has done this.
“That was pretty stupid’, Sam replies, and rushes out to the fire. He returns hold-
ing a soot-blackened pot and says (speaking truly), ‘Look. The kettle is black.”

B. Everard and Clothilde are acquiring their first common batterie de cuisine.
For many reasons, including tradition and presumed heat-retaining properties,
they want only black pots. (Though what sort of black pot happens not to mat-
ter much.) Coincidentally, Max’s soot-blackened pot has come to rest precisely in
the shop window into which they are now staring. Everard says, ‘Look. There’s
a nice black pot.” But Clothilde is more observant. ‘No it isn’t black’, she replies,
‘it’s only covered with soot. How careless of them to let that get in their window.”
And off they go elsewhere, with, to all appearances, Clothilde having spoken the
truth. (Travis, 2008b, p. 26)

[“The ball is round’]
Consider the sentence “The ball is round’, and two cases of its use. Case A: What
shape do squash balls assume on rebound? Pia hits a decent stroke; Jones watches.
“The ball is round,” she says at the crucial moment. Wrong. It has deformed into
an ovoid. Jones did not say the ball to be as it was, so spoke falsely. Case B: Fiona
has never seen squash played. From her present vantage point the ball seems a
constant blur. “What shape is that ball?,” she asks. “The ball is round,” Alf replies;

truly, since it is the sort of ball a squash ball (and this one) is. It is not, e.g., like a

*Despite the originality of his examples, Travis is not the first philosopher to have detected the phe-
nomenon of occasion-sensitivity. As he often acknowledges, Austin (1975) had already expressed similar
worries about the relation between sentences and truth-values and put forward a famous Travis case in-
volving the sentence ‘France is hexagonal’. Searle (1978; 1980) also presents similar examples and argues
that satisfaction conditions are relative to a background of implicit assumptions.

3T will call this kind of example a Travis case.
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very small rugby ball. (Travis, 1996, p. 97)

[‘The leaves are green’]

A story. Pia’s Japanese maple is full of russet leaves. Believing that green is the
colour of leaves, she paints them. Returning, she reports, “That’s better. The
leaves are green now.” She speaks truth. A botanist friend then phones, seeking
green leaves for a study of green-leaf chemistry. “The leaves (on my tree) are green,’
Pia says. “You can have those.” But now Pia speaks falsehood.

If the story is right, then there are two distinguishable things to be said in
speaking (1) with the stipulated semantics. One is true; one false; so each would
be true under different conditions. That semantics is, then, compatible with se-
mantic variety, and with variety in truth-involving properties. So what the words

of (1) mean is compatible with various distinct conditions for its truth. (Travis,

1997, p. 1I-112)

[“There’s milk in the refrigerator’]
Suppose that the refrigerator is devoid of milk except for a puddle of milk at
the bottom of it. Now consider two possible speakings, by Odile, of the words,
“There’s milk in the refrigerator.” For the first, Hugo is seated at the breakfast
table, reading the paper, and from time to time looking dejectedly (butmeaning-
fully) at his cup of black coffee, which he is idly stirring with a spoon. Odile volun-
teers, “There’s milk in the refrigerator.” For the second, Hugo has been given the
task of cleaning the refrigerator. He has just changed out of his house-cleaning
garb, and is settling with satisfaction into his armchair, book and beverage in
hand. Odile opens the refrigerator, looks in, closes it and sternly utters the above
words. I claim that the example bears at least the following description: though
there is no ambiguity in the English words “There is milk in the refrigerator’, or
none relevant to the differences between the two speakings, Odile’s words in the
first case said what was false, while in the second case they said what was true.

(Travis, 1989, pp. 18-19)

[‘Hugo weighs 79 kilos’]
Consider the words, ’Hugo weighs 79 kilos’ and the following situation: when
Hugo steps on the scale in the morning, it reads 79 kilos, and that s a stable result.
However, it is now after lunch; fully dressed (in winter clothing), Hugo would
register 81 kilos on the scales. Now consider two speakings of the words. For the
first, Hugo must weigh 79 kilos, and no more, to qualify for some sporting event.

There is a discussion as to whether he does qualify. Odile, who has seen him step
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on the scale, tries to settle the matter by revealing her information on the subject.
She says, "THugo weighs 79 kilos.” For the second, Hugo is about to step on to a
very delicate trestle bridge across a ravine which can take a maximum of 8o kilos
without snapping. Or Hugo is placed on a balance scale to weigh out 79 kilos of
gold (for some weighty purpose). The question is whether Hugo ought to step
on to the bridge, or whether that really is 79 kilos of gold, and not more. Odile
volunteers, "Hugo weighs 79 kilos.” Again, the claim is that Odile spoke truth in
the first case and falsehood in the second. (Travis, 1989, pp. 19-20)

[“The student has a desk’]
Pia, concerned for an impoverished student, asks Max whether the student has a
desk. Max replies, ‘It depends on what you mean by a desk. If you count a door
over two stacks of milk crates as a desk, then yes. If not, then no’. Max has given a
clear enough reply, making a natural and familiar enough use of English. (Travis,

2000, p. 3)*.

These examples reveal a phenomenon of truth-value changes across uses, with se-
mantics and the relevant state of affairs being fixed. They motivate the claim that se-
mantics, understood as the properties of expression-types, is compatible with variation
in extension across uses (keeping the state of the world fixed). Throughout this work, I
will focus on predicates. Concerning predicates, the examples motivate the claim that,
for a large class of predicates, the meaning of a predicate F, or its semantics, is compat-
ible with different uses of F determining different extensions—not because the state of
the world changes from one use to the other, but because different uses of F impose
different criteria on what counts as F. In this sense, these examples are supposed to re-
veal something about the relation between semantics, truth and use. In particular, the

lesson is that the occasion in which a well-formed declarative sentence is used matters

*As an example of an actual Travis case, see the following quote from an interview to Varoufakis:
‘HL: You must have been thinking about a Grexit from day one...
YV: Yes, absolutely.
HL: ...have preparations been made?
YV: The answer is yes and no. We had a small group, a ‘war cabinet’ within the ministry, of about five
people that were doing this: so we worked out in theory, on paper, everything that had to be done [to
prepare for/in the event of a Grexit]. But it’s one thing to do that at the level of 4-5 people, it’s quite
another to prepare the country for it. To prepare the country an executive decision had to be taken,
and that decision was never taken.” (Newstatesman. 2015. Yanis Varoufakis full transcript: our battle
to save Greece. [ONLINE] Available at: http://www.newstatesman.com/world-affairs/2015/07/yanis-

varoufakis-full-transcript-our-battle-save-greece. [ Accessed 1 June 2017].)
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to the truth-conditions of the utterance. As Travis puts it:

This is pretty much the core idea of occasion-sensitivity. One specifies some
things to speak of-being blue, say, the sky—such that in speaking of them in a
certain structured way-saying the sky to be blue—one might, if things go well, say
something to be so. Then in speaking of those things, in that way, and saying
something to be so, one might say any of many distinguishable things. I mean
the statement to be as general as just stated. Or rather, I mean it to hold for any
sublunary things to speak of. For the nonce, I leave mathematics to one side.
The core idea, naturally enough, has a corollary for semantics—by which I mean
here a theory of what expressions of a language mean. Expressions of a language
identify things to talk about-as ‘being blue’ identifies being blue, “The North
Sea’ identifies the North Sea, and “The North Sea is blue’ identifies the North
Sea’s being blue. By the thesis, in talking about those things (in a given structured
way) one might say any of many things. So what the expressions mean cannot fix
some one of these as that which is thus said. So what they mean cannot fix any
one condition as the condition for ‘their’ truth. Meaning cannot connect to truth

like that. (Travis, 2008a, p. 4)

The variation in truth-conditions deployed in Travis cases is supposed to be a prag-
matic matter. To hold that language is occasion-sensitive is to hold that the variation
in truth-conditions is a pragmatic matter—rather than being driven by linguistic mean-
ing’ . In this sense, occasion-sensitivity is equivalent to what other philosophers call
‘semantic underdeterminacy’. I think that the variety of examples presented and the
intuitions about truth-values they trigger make the phenomenon worthy of interest. It
is important to ask what is going on in the examples and how, in view of the variation
they involve, we should think about language.

This last point becomes salient when one considers the consequences of the claim
that language is occasion-sensitive. It has been common to identify meaning either
with truth-conditions or with something that determines truth-conditions. Here is a
simplified version of a traditional approach to language. First, the meaning of non-
indexical declarative sentences is thought of as being both truth-conditional and system-

atic, that is, it can be generated by a theory consisting in a set of axioms (the meanings

ST will use the term ‘occasion-sensitivity’ not as a synonym for ‘variation in truth-conditions’, but to
refer to a pragmatist view about the phenomenon. To hold that language is occasion-sensitive is to hold
that truth-conditions depend on the occasion of use in a way that is not determined by semantics. See
(Davies, 2o1) for a similar use. In chapter 3 I will introduce Token-Underdeterminacy. I think Token-

Underdeterminacy is also part of the notion of occasion-sensitivity as Travis presents it.
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of simple expressions) and rules of composition. Second, it is sometimes assumed that
most context-sensitivity is linguistically driven. Even though features about the uses of
context-sensitive sentences help determine their truth-conditions (at a context of use),
it is still the meaning of the sentence that determines that this is so. Third, there is a
division of labour between semantics and pragmatics. According to the traditional di-
vide, semantics and pragmatics come in at different stages. First, semantics determines
the truth-conditions of the sentence in question, thus determining what is literally said
by the sentence. Second, on an occasion of use, a sentence can be used to convey some-
thing different from what it, strictly speaking, means (says). This is where pragmatics

enters the picture.

Travis cases cast doubts on the three claims. Against the first, Travis cases pro-
vide reasons to think that meaning does not connect to truth outside a context of use,
that is, that truth-conditions depend on uses of sentences, and not merely on what the
sentences mean. Against the second, it seems that a great deal of context-sensitivity
(broadly understood) is not linguistically driven. Finally, against the third, pragmatics
seems to enter the picture at the first step. Since truth-conditions are affected by features
of the context of use, pragmatics cannot operate at a second, post truth-conditional

level.

Travis is not the only philosopher to have called into question this traditional ap-
proach. During the last decades, several philosophers have argued for a general phe-
nomenon of underdeterminacy in natural language on the basis of the existence of
non-indexical, well-formed declarative sentences that seem unfit to be evaluated as true
or false or, otherwise, that seem to express different truth-conditions at different con-
texts. I will only mention a couple of examples. Bach (1994) argues that some sentences
express incomplete propositions. For example, he argues that the sentence “Tipper is
ready’ does not express a complete proposition, but only a propositional radical. The
proposition, of itself, does not specify what Tipper is ready for. However, Bach claims,
this piece of information is needed in order to get a truth-value. As a result, the lin-
guistic meaning of “Tipper is ready’ underdetermines the truth-conditions of an ut-
terance of this sentence. Similarly, Recanati (2004) argues for the existence of strong
pragmatics effects. According to Recanati, the conventional meaning of an expression
can be pragmatically modified even when the syntactic or logical form of the expression
does not mandate it. ‘Modulation’ is the cover term for these strong pragmatic effects.
Words without context-sensitive variables can be modulated in certain contexts, i. e.,

their meaning is adjusted to the context of use. This adjusted meaning should be re-
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garded, according to Recanati, as what is said by the utterance (as opposed to what is
implicated).

Travis’ position is more radical. First, he generalizes occasion-sensitivity to any sen-
tence (excepts mathematics). Second, as I will show later, he takes it that what goes
for sentences goes for any other representation. Because of this, he calls into question
the notion of proposition as a structured item with intrinsic truth-conditions. This
view can be considered similar to Searle’s ((1978) and (1980)), who claims that truth-
conditions, in general, are relative to a background of non-explicit assumptions, some
of which might not even be representational.

In what follows I examine Travis’ view on occasion-sensitivity. In sections 2 and 3,
I present what I take to be Travis’ main targets and arguments. I distinguish two argu-
ments about the relation between semantics and truth. First, we have the well-known
Travis cases. It is important to note that Travis cases can be iterated. This motivates a
second argument, one that casts doubts on the possibility of domesticating first-order
Travis cases. Section 4 briefly presents the Wittgensteinian roots of Travis’ philosophy
and sketches his positive proposal. The next section examines whether Travis’ positive
remarks are tenable. I finish by placing occasion-sensitivity within the contextualist de-
bate.

1.2 Meaning and truth (I): Travis cases

Travis cases undermine the thesis that semantics is in the business of delivering truth-

evaluable content. In particular, Travis seems to target the following principleé :

Semantic Propositionalism (Travis): The meaning of a well-formed declar-
ative sentence S is identical to or determines a truth-evaluable content (a

proposition, a truth-condition).

This principle seems to underlie Grice’s philosophy. Grice writes that ‘In the sense

in which I am using the word 54y, I intend what someone has said to be closely related

¢Bach (2006) calls this ‘Propositionalism’. In chap. 2 I will use slightly different version of this prin-
ciple.
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to the conventional meaning of the words (the sentence) he has uttered’ (Grice, 1975,
p- 44). If what is said is also assumed to be truth-conditional, the resulting picture will
be an implementation of Semantic Propositionalism. This principle is also on the basis
of Davidson’s thesis that one can specify the meaning of a sentence by specifying the
conditions under which it is true (Davidson, 1967).

I will start with Travis’ argument against the identification of meaning with truth-
conditions. Travis’ argument against this principle is usually presented as concerning
meaning, although he sometimes refers to semantic properties. It goes as follows. What-
ever the meaning of the sentences involved in Travis cases is, it is something that plau-
sibly remains constant across uses’. However, the truth-evaluable content that S ex-
presses vary across contexts. So the meaning of S is compatible with S’s tokens expressing
different truth-evaluable contents. So meaning cannot be identified with any of these
truth-evaluable contents. Meaning is something remains fixed across uses, whereas truth-
evaluable content is something that can vary® .

What does ‘meaning’ means here? Travis is not putting forward a theory of mean-
ing. For example, in his (1981), he simply takes the meaning of an expression to be what-
ever we describe when we explain the meaning of a word—whatever the mis in ‘E means
m’. Now, whatever that might be, it is not to be identified with the extension or the
satisfaction conditions of the expression, since that m will be something that remains
constant across uses, whereas truth-conditions can shift.

In other texts, Travis talks about the semantics of a sentence instead of its meaning.
What about semantics? ‘Semantics is concerned with properties that expressions of a
language such as English have. Itis not per se concerned with properties that only some
occurrences of them—if any—have.” (Travis, 2006a, p. 151). Semantics is concerned
with properties of expressions types. In the previous examples, the same sentence is
used twice. Since it is the same expression type, its semantics must remain constant.
Still, its truth-conditions vary.

If the argument is sound, what a sentence means cannot be identified with when
it would be true. What a sentence means is compatible with expressing different truth-
conditions on different occasions. It seems that truth-value partly depends on the specifics
of the occasion. However, it could still be the case that what a sentence means deter-

mines what a use of it would say at a context of use. Travis reacts against this second

7Iam not yet considering the possibility that the predicates involved are indexical. If so, their character
would remain constant, but the content expressed would shift across contexts. The referents of other

expressions are kept fixed in the examples.
¥See the previous quote for a statement of the argument.
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possibility:

A sentence (nearly any) may, on one speaking or another, say any of indef-
initely many distinct things, each true under different conditions. Nearly any
part—a simple predicate like ‘is red’, say—may make any of many contributions
to what it thus says, specifically to the conditions for its truth. All these contribu-
tions are ones those words would sometimes make given what they mean; all are
compatible with their meaning that. Nor does their meaning provide the means
for deriving when they would make which contribution. Rather, seeing what
words did, or would, say on a given occasion is a matter of properly appreciating
the circumstances of that speaking, and correctly perceiving which of their many
possible contributions they are most reasonably taken to have made in those cir-

cumstances. (Travis, 1991, p. 68)

The quote is about what a sentence on an occasion says. Travis sometimes goes from
truth-conditions to what is said and vice-versa. There is an intuitive sense of ‘saying’
in which what a sentence says in one of the scenarios depicted in a Travis case is not
equivalent to what the same sentence says in the other scenario. If we were to paraphrase
them, we would be using different words. Moreover, this point is reinforce by the usual
idea that content can be conceived as truth conditions. Travis is disputing that meaning,
or semantics, determine truth-conditions, not that grasping what someone says has to
do when knowing in what conditions his utterance would be true.

Travis considers several ways in which his defence of the need of a pragmatic ap-
proach could be rejected (what he sometimes calls ‘domestications’). First, one can look
for an ambiguity in the relevant predicates, so that this is not a case of one sentence hav-
ing different truth-values, but of two different sentences having different truth-values—
something trivial (Travis, 1981,1997). Second, one can claim that the sentences for which
Travis cases arise are elliptical (Travis, 1981, 1997). Third, the meaning of a sentence S
could be said to determine (instead of being identical to) the truth-conditions of ut-
terances of S. One can look for an indexical or somehow apply the model provided by
indexicals or other forms of context-sensitivity to these cases (Travis, 1997).

Moreover, one can deny that there is a change in truth-value in the examples pro-
posed and account for the intuitions of differences in what is said by appealing to impli-
catures or some other kind of communicated, notstrictly speaking said, content (Travis,

2008b,1997). Following Grice? , one could argue that there is here some implicature-like

?See his (1975) and also the Prolegomena to (1991).
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content thatis responsible for the truth-value shiftintuition. The problem with this op-
tion is that, according to Travis, this solution only works assuming that the meaning of
the words ‘is black’ decides which of the utterances (if any) is literally true. However, it
is not at all clear that meaning is able to do this, for it seems perfectly compatible with
what ‘is black’ means that it can be sometimes used to describe the surface of an object
at a determinate moment, whereas other times it is used to describe the object’s original
colour (Travis, 2008b, pp. 28-30). The word ‘black’ simply refers to a colour™ .

What about ambiguity, ellipsis and indexicality? An interesting feature of Travis
cases make these options less appealing than it might firstly appear: Travis cases can
be iterated, i.e., we can created higher-order Travis cases. Take a sentence for which a
Travis case has been proposed. Make explicit the aspect that shifts from one scenario
to the other or keep the dimension that has shifted fixed (select one of the readings of
the sentence). Given ingenuity enough, it is very likely that someone will come up with
a Travis case for this new sentence or the reading of the old sentence that was selected.

This is the core of what I will call #he proliferation argument.

1.3 Meaning and truth (II): The proliferation argument

It could be argued that the variation exhibited in Travis cases does not motivate a prag-
matic view. In this sense, it could be ‘domesticated’. In this section, I reconstruct what I
take to be Travis’ argument against this option. Before that, let me note that Searle has

a very similar argument. He claims that:

[FJor a large number of cases the notion of the literal meaning of a sentence
only has application relative to a set of background assumptions, and furthermore
these background assumptions are not all and could not all be realized in the se-
mantic structure of the sentence in the way that presuppositions and indexically
dependent elements of the sentence’s truth conditions are realized in the semantic

structure of the sentence. (Searle, 1978, p. 210)

His method of argumentation consists in showing how simple declarative sentences,

such as “The cat is on the mat’, have truth-conditions only relative to a number of as-

In chap. 2 I examine current applications of the Gricean strategy.
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sumptions that often go unnoticed—what he calls ‘the background’. In this case, for ex-
ample, the sentence only has application on the assumption that there is gravitational
force”. Could we make gravitational force somehow part of the semantics of the sen-
tence, so as to get rid of background-dependence? Searle’s negative answer is supported
by three considerations ((1978) and (1980)). First, if we started adding assumption, we
would never know where to stop. Second, in spelling out the assumptions, we need
to use sentences, and so we would be bringing in further assumptions. And third, it is
not clear that the background is representational, that is, that all the assumptions are
representational in content. The reason why we understand certain sentences as we do
has to do with our implicit knowledge of the things involved and the practices in which
we use them.

Travis’ occasion-sensitivity is relevantly similar to Searle’s background dependence.
Travis cases can be seen as scenarios where the assumptions vary. For the sake of clarity,
we can establish a distinction between cases in which the application conditions of a
sentence are relative to an assumption that remains constant across all our actual uses
and cases in which the relevant assumption is only present in some ordinary uses of the
sentence. For example, the assumption that an object’s colour is its original colour is
in place only on some occasions. The assumption that there is gravitational force was
an example of the first kind before human beings came to know about its effects and
travelled to outer space. Any time a speaker spoke of cats on mats, his utterance’s satis-
faction conditions included the fact that this expression could only be true (satisfied) in
a situation in which the cat and the mat where subject to the Earth’s gravitational force.
Nowadays it could be an example of the second. Imagine that astronauts in outer space
use ‘x on the mat’ as applying to objects being in contact with mats, or that, in some
conversations, the relevant gravitational force is that of Mars. If that is so, then the as-
sumption concerning gravitational force is dropped or modified in some uses. Travis
focuses on scenarios of this second kind. Although there is no essential difference be-
tween them—-a constant assumption necessary for applying an expression E could stop
being constant if a new practice in which to use E was developed— I will mostly use
the term ‘occasion-sensitivity’ for examples of the second kind. This is compatible with
saying that occasion-sensitivity shows that truth-conditions depend on a number of

implicit assumptions. These assumptions vary across occasions.

The proliferation argument bears important similarities with Searle’s line of reason-

"Waismann’s (19s1) thesis that words have an open texture is similar to Searle’s background-

dependence
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ing. I distinguish three versions of the argument.

1.3.1  Ambiguity and ellipsis

Travis argues that occasion-sensitivity cannot be eliminated by distinguishing different
senses for the predicates involved. The main reason is that for any sense that we can
specify a further Travis case might be created. We can call these further Travis cases
‘higher-order Travis cases’. This speaks against the following domestications of Travis
cases.

If one takes it that the two utterances of “The kettle is black’ in the example have
different truth-values but wants to keep the claim that non-indexical sentences express
stable truth-conditions, one can look for an ambiguity. If some word there is ambigu-
ous, then we have different expressions after all and the claim that meaning fixes truth-
conditions is not threatened. According to this option, ‘is black’ (‘is round’, ‘is my
grandmother’’, ‘is green’, etc.) would have various distinct meanings. Now, if this op-
tion is going to work, the distinct meanings must be immune to further Travis cases
(the disambiguated expressions must be occasion-insensitive), for distinguishing two
or more meanings counts as a rejection of occasion-sensitivity only on the assumption
that the resulting meanings are not occasion-sensitive'™.

The problem, as I mentioned, is that Travis cases can be created for a variety of
words, including ‘superficially black’, ‘painted green’, ‘is usually used by my grand-

mother’, ‘is round in normal conditions’:

[About the possibility of substituting “The leaves are green’ by “The leaves
are painted green’] Or suppose they are painted, but in pointillist style: from a
decent distance they look green, but up close they look mottled. Is that a way
of painting leaves green? It might sometimes, but only sometimes, so count. So
there would be two distinct things to be said in the presumed ‘paint counts’ sense

of ‘is green’. (Travis, 1997, p. 112)

There are, to be sure, several intuitive paraphrases of the content of the speech acts
depicted in Travis cases. We can substitute “The leaves are green’ by “The leaves are
painted green’, “The leaves are naturally green’, “The leaves are superficially green’, etc.
The problem with these paraphrases is that we have not been told what kind of ob-

jects count as ‘painted green’ (what about pointillism?), ‘naturally green’ (what about

" Analogous considerations apply to approaches based on polysemy instead of ambiguity.
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the presence of a bacteria that would make the leaf look green?), or ‘superficially green’
(how much of the surface? Where exactly?). If the disambiguations resemble these para-
phrases, occasion-sensitivity has not been ruled out. So the proponent of the ambiguity
view needs to show that the disambiguated meanings are unlike ‘painted green’, etc.

Recanati, following Searle, gives an analogous argument:

The contextualist emphasizes the unending potential for variation in order to
point out that the (modulated) meaning of an expression always depends upon
the context and cannot be fixed simply by complexifying the expression and ‘mak-
ing everything explicit’. Thus the contextualist gives the following sort of example
in support of the irreducibly contextual character of the interpretation process.
‘John took out his key and opened the door’ is interpreted in such a way that John
is understood to have opened the door with the key ; this we get through mod-
ulation of ‘open the door’ which is understood via the contextual provision of a
specific manner of opening. Can we make that explicit in the sentence, so as to get
rid of the context- dependence ? Not quite : If we say ‘He opened the door with
the key’ the new material gives rise to new underdeterminacies because it, too,
can be variously modulated. The key may have been used as an axe to break the
door open as well as inserted into the keyhole (Searle 1992 :182). And if we make
the way of using the key explicit, further indeterminacies will arise, and different
meanings will emerge through modulation. However, when language is actually
used and something is said, there is a definite context (both linguistic and extralin-
guistic) and it is finite. In virtue of the context, the various expressions used in it

get a definite meaning. (Recanati, 2010, p. 47)

A similar problem arises if one takes the predicate to be elliptic (or incomplete in
Bach’s sense). For any completion, or any explicit form, new Travis cases can be gener-

ated. So substituting ‘is black’ for ‘is originally black’, etc. is not going to work®.

1.3.2 Parameters

In view of the context-sensitivity of natural language one could claim that, in thekind of
cases Travis has put forward, meaning identifies a set of parameters that, given a context,
determine a referent/extension/intension. Let us call this the parameter approach.This

approach maintains the traditional view by assimilating Travis cases to semantically

BThis point is stressed by Cappelen and Lepore (2005) in his argument against the stability of mod-
erate contextualism. According to them, if one accepts some Travis cases, he is thereby committed to

accept an indefinite number of them.
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driven context-sensitivity. According to it, meaning determines truth-evaluable con-
tent (at a context of use).

Again, Travis argues that for any set of parameters that we can specify it is to be
expected that a new Travis case can be generated. If so, then that set of parameters

didn’t fix truth-conditions after all:

But pick any set of further factors you like. It will always be the case that, on
some speakings where values of those factors are fixed,yet further considerations
may dictate taking yet further factors into account, or considering the given fac-
tors in any of many new ways. [...] Since this is true for any packet, throw in the

further factors and the situation repeats itself. (Travis, 1981, p. 53)*

If the factors that one would need to include are similar to the dimensions that we
could make explicit—origin of the colour, part, and the like—, then higher-order Travis
cases can be created for the new semantic item. This line of reasoning would work by
putting forward examples. The proponent of the parameter approach needs to put
forward a set of parameters. Then, the advocate of occasion-sensitivity will argue that
there are further Travis cases. But Travis is skeptical that one can find a satisfactory set
of parameters. He argues that the predicates he uses are unlike other cases of context-
sensitivity for which it seems plausible to find a parameter that determines referent—
indexicals, mainly (Travis, 1997, pp. 115-117). According to Travis, whereas it is part of
the meaning of an indexical as ‘I’ that this word is a device for referring to the speaker,
it is not part of the meaning of, for example, ‘green’, that this word comes with a set of
parameters—green simply refers to a colour. This point is reinforced with an argument
by Recanati (2010, p. 57). Recanati imagines a language containing a predicate ‘red’
that does not involve any context-sensitive variable. This language is used to describe
the colour of different objects. Since the objects have parts and their surfaces do not
always have a homogeneous colour, the question will often arise as to what part of the
object is relevant for the colour attribution. So, the fact that colour attributions can
describe different parts of the object does not imply that they are similar to indexicals.
Even if they simply referred to a colour they would behave the same.

Because of Travis’ rejection of the parameter approach, Davies (2014) holds that

Travis thesis’ is that meaning is neither a content nor a character . However, it is im-

“Travis does not provide examples for predicates, but only for the description ‘the boy’.
5T think that this is equivalent to the version of Semantic Propositionalism that I have presented in
the previous section. Davies’ idea is that, according to Travis, meaning can neither be identified with a

truth-evaluable content nor with something that determines a truth-evaluable content.
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portant to note that Travis’ argument against the parameter approach is intended to
apply whether the role of the parameter is to determine a content (a proposition, as
happens with indexicals) or a truth-value (in which case they would be included in the
index). Let us suppose that we have a context sensitive predicate F. On the first kind
of account, the relevant set of parameters is plugged-into the meaning of F. A sentence
as ‘a is F’ is conceived as a function from contexts to contents. F expresses different
contents at different contexts, with these contents being determined by the set of pa-
rameters. By contrast, on the second kind of account, the set of parameters is part of the
index of evaluation. There is no intermediate step. In a context of use, the (constant)
proposition expressed by ‘a is F’ is evaluated against an index of evaluation including
the relevant set of parameters.

The proliferation argument is directed against both accounts at once. Regardless of
whether the set of parameters is plugged-into the meaning or the index of evaluation,
this argument calls into question the assumption that there is a definite set of param-
eters such that, keeping their values fixed, the truth-conditions of all utterances of the

sentence ‘a is F* will be identical (leaving time aside), no matter what else goes on™.

1.3.3 Properties

At this point, it can be useful to distinguish two questions. First, there is the question
about the determination of truth-evaluable contents. The previous arguments provide
reasons for claiming that the semantics of a well-formed declarative sentence S does not
determine the truth-evaluable content that S expresses on an occasion of use. Second,
there is a further question about the existence of occasion-insensitive truth-evaluable
items fit to be the contents of our utterances. One might agree with Travis on the first
point but claim that there are occasion-insensitive propositions to be had”. On this
view, which proposition a given speech act expresses simply is not a semantic matter.
But the idea that our utterances express propositions—in the sense of Fregean, complete
thoughts—remains untouched.

A way of fleshing out this possibility consists in distinguishing predicate meaning
from genuine properties. We have reasons to think that the linguistic meaning of some

predicates is compatible with variation in the predicate’s contributions to the truth-

*®In chap. 2 I will examine current versions of this approach (indexicalism), as well as an ambiguity
view. To my knowledge, Travis does not apply this argument to any actual account dealing with predi-
cates.

7 According to Borg (2012), this point distinguishes contextualism and occasionalism.
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conditions of sentences in which it appears. If properties are thought to make con-
stant contributions—to always have the same content, to always establish the same parti-
tion among objects—, then it seems that the same predicate must be expressing different
properties across uses.

Travis’ view is that this option is problematic. In a book about Wittgenstein, he
presents what can be considered a version of the proliferation argument concerning

properties:

If “weighs 79 kilos’ or “contains milk’ refers to a family of S-use insensitive
properties, the question is what the members of this family might be. Suppose for
the sake of argument that Odile spoke of some one of these properties in speak-
ing truly of the refrigerator. Then we may speak of ‘the property Odile (then)
attributed to the refrigerator’. (Or we might prefer to speak of ‘the property of
the refrigerator in virtue of which what Odile said was true’.) Call this property
Q. We now have the means to attribute that property to other items, and to con-
sider whether other items, or the refrigerator in other states, have it. Will Q be an
S-use sensitive property? The key point is this. In deciding that Odile spoke truly
of the refrigerator, we solved one problem, or a few, about how to sort things
into those containing milk and those not. But in principle there may always be
more. In fact, we can easily think of countless more: suppose that what was in
the refrigerator was a slice of cheese or cheesecake, or a vial of secretions of rabbit
mammary glands, or a pint bottle of thoroughly coagulated (or very sour) milk,
or synthetic milk with the same molecular structure as milk but which had never
seen a cow; and so on. (Similarly, consider the property we decided Hugo has,
even after lunch, if—but only if— his morning weighing showed—or suitable
ones would show—79 kilos. Would he have that property if the earth’s gravita-
tional force were to be halved overnight? Or if, to take a Wittgensteinian example,
he began occasionally to grow and shrink spectacularly and for no apparent rea-
son?).

Most of these problems, and others, are problems for Q as well. (Travis, 1989,
p-23)

Let’s assume that, in order to explain away Travis cases, we postulate that two differ-
ent properties have been attributed to the object in question. Then, we can ask whether
the property attributed in the first case is one that some other object has. But now, we
might find ourselves unable to answer such a question, for new questions arise, ques-
tions that will be solved in different ways on different occasions. Travis’ conclusion is

that this shows that the alleged property was not occasion-insensitive. This argument
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calls into question the viability of an approach in which there are occasion-insensitive
properties to be had, for now it is on the proponent of such an account to show that his
properties are unlike the ones we ordinarily seem to attribute—green, weighs 79 kilos,
milk, and so on-, yet that they are the ones we in fact attribute™.

I think that this argument only works on the assumption that the metaphysics of
meaning cannot outrun its epistemology. The idea here is that P and Q are no better
than ‘milk’ or ‘weighs 79 kilos’, and this is shown by showing that we are unable to
answer certain questions. However, the conclusion only follows on the assumption
that our being unable to answer certain questions is proof that these questions lack an
answer. And this is true only if the epistemology of meaning imposes a limit on its
metaphysics” Nonetheless, rejecting the assumption has the unpalatable consequence

that the posited properties are not fully transparent to us *°

1.4 Assessing the argument

I think we can reconstruct Travis’ most general critique as targeting the following prin-
ciple” :
Truth-Conditional Compositionality for Structured Representations: The

truth-conditions of a token of a structured representation S are determined

(exhausted) by features of S’s type.

ravis’ notion of property (a way for things to be, in his terminology) is a sui generis but common
®Travis’ notion of property y for things to be, in his t logy g but
sense one. A property simply is a way a thing can be. They are what we usually talk and think about. We
have words for them (or, if we don’t, we can always coin new words). As a consequence of this view on
properties, properties are occasion-sensitive. If F is a property and ‘F’ the word we have for that property,
then it is occasion-sensitive whether an object can be rightly described as ‘F’ because it is an occasion-
sensitive matter whether the object is F . Objects are green, round, etc. on occasions, depending on the
purposes of the classification. Because of this, Travis’ view is not only about words but about what words
mean (as he explicitly says in (Travis, 2008a, p. 178)).

®This view is not unprecedented. According to Gliier (2011), Davidson held a similar view on the
relation between the metaphysics of meaning and its epistemology.

**T will come back to this argument in chap. 3.

*'Travis (2000)targets a notion of content according to which contents can be individuated both in

terms of structure and in terms of truth-conditions. He argues that items that are identified by structure

(as sentences) are typically such that their tokens can express different truth-conditions.
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This principle generalizes Semantic Propositionalism. Semantic Propositionalism
applies to sentences. But one could hold that more complex logical forms (ones to
which, for example, a time, a place, etc. has been added) are such that their seman-
tics determines their truth-conditions, perhaps at a context of use. Or that structured
propositions do. Against this, Travis holds a general underdeterminacy claim.

Travis’ explicit target is Frege’s notion of a thought (Frege, 1956). Thoughts, accord-
ing to Frege, differ from natural language sentences in that they are complete. Frege con-
siders as a an example the present tense. In order to apprehend the thought expressed
by a sentence in the present tense, one needs to know when it was uttered. Because of
this, Frege holds that the time is part of the thought—even though it is not always part
of the sentence that the speaker uses to convey it.

In its most general form, the proliferation argument is about the prospects of either
finding disambiguations of the sentence—classical ambiguity, distinguishing properties—
or complexifying syntactic structures —by adding some additional structure or context-
sensitive parameters. Both options rest on the assumption that there is some set of fea-
tures thata (non-indexical) syntactic structure or a structured proposition can have such
that no matter the tokening context it will always express the same truth-conditions.

Travis targets this assumption:

What [this assumption] says is that for each statement there is some specifi-
able set of representational features which decides all that is decided as to when
the statement would be true. [...] The idea would be this: take any statement and
ascribe to it any set of specifiable representational features you like; then two or
more statements might all share those features, yet differ in what they said, and
hence in when they would be true. We start to find features we must ascribe to
a given statement, S, by contrasting it with other possible ones. We find a state-
ment that differs from S in when it would be true; we thereby see the need to
ascribe to S a feature of a certain sort—F, say. We then find a statement with F
which still differs from S in when it would be true. So we assign S another fea-
ture, F°. And so on. But in the envisioned situation, no matter how we start, or
how we continue this process, there is no way of bringing to a halt the sequence
of statements which, sharing more and more representational structure with S,

nonetheless differ in content from S. (Travis, 2000, pp. 35-36).
We can reconstruct the argument as follows:

1. The semantics of item I (for example, a sentence) is compatible with
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variation in truth-conditions. (First-order Travis cases justify this

premise).

2. Lis substituted by I*, where the semantics of I* explicitly solves the in-
determinacy responsible for the previous variation. Alternatively, a

parameter solving the doubt is added to the semantics of I.

3. Again, the new semantics involve indeterminacies concerning truth-
conditions. (Higher-order Travis cases provide justification for this

premise).

Conclusion. There are no reasons to think that there is a point at which

we will get an item whose tokens always express the same truth-conditions.

There can be different formulations of premise 2. I have already mentioned several

of them. Here is a summary focusing on predicates:

* The predicate involved in a Travis case can be substituted by a more precise pred-

icate. For example, ‘is green’ could be substituted by ‘is superficially green’.

* The semantics of the predicate can be made more precise. For example, instead
of a simple rule determining an intension (‘the semantic value of ‘is green’ is a
function from possible worlds to the the set of green objects at those worlds’),
we could have a more sofisticated semantic theory involving context-sensitive se-
mantic rules (‘the predicate ‘is green’ is true of object x if and only if, for a con-

textually determined part P of x, x is green at P’).

* The predicate is taken to refer to several distinct properties. For example, the

predicate ‘is green’ could be taken to refer to two different properties, F and G.

The underlying problem concerns the relation between structures, or better, rep-
resentational forms identified by structure, and satisfaction-conditions. Thus viewed,
the moral is that no matter how much one complexifies a given structure, this structure
will always be compatible with variation is truth-conditions.

The inferences from 2 to 3 and from 3 to conclusion depend on semantics being
specifiable, on the possibility of having a sentence encoding the item for which Travis
cases can be created. Let me take as an example the parameter approach. The idea that
there is a set of parameters fixing the extension of a predicate in a context of use usually
motivates the claim that we can have semantic theories matching sets of parameters and

extensions. The set of parameters can be thought of as something that we can specify.
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Moreover, we could find a sentence encoding its value at a context of use (‘The leaf
is superficially green in such part’). For contents we could not in principle specify we
could not create a Travis case.

Taking this feature about specifiability into account, the outcome of the prolifera-

tion argument can be paraphrased as follows:

The proliferation argument: No specifiable content (no content that can

be articulated in natural language) has intrinsic truth-condition.

Now, it could be argued that the non-specifiability of occasion-insensitive items is
purely contingent. In order to get a paraphrase not open to new Travis cases we would
need to specify all the relevant details, something that outruns our cognitive capacities.
The problem with taking non-specifiability to be purely contingent, however, is that
what gives ground for creating further Travis cases are the new expressions one brings
in in the paraphrases. Thus, if one was to specify how much of the surface is relevant
(‘green on at least 90% of its surface’), by using measures one would be introducing the
need for a standard of precision* .

How does the proliferation argument fare against Truth-Conditional Composi-
tionality for Structured Representations? I think that the possibility of iterating Travis
cases—i.e., of imagining Travis cases for sentences that overcome the underdeterminacy
of “The leaves are green’ in the example previously presented—raises serious doubts that
Truth-Conditional Compositionality is true for natural language sentences. Italso raises
some doubts that adding standard parameters, such as time and place, to the logical
form of the sentence, or to the structured proposition expressed by the sentence at a
context of use will result in a logical form that respects Truth-Conditional Composi-
tionality. Regarding colour predicates, adding a part parameter is insufficient, for we
can create Travis cases having to do with the illumination conditions and the obser-
vation distance, origin of the colour... and more parameters will be needed as more
examples are imagined.

Now, as I have already mentioned, the argument does not apply to propositions in-

volving properties that are non-encodable in natural language and not fully transparent

** Arguably, the source of occasion-sensitivity is not lack of precision but the relation between descrip-
tive contents and its application conditions. We start with a descriptive content. We try to apply it. And
we sce that there are different ways of applying it. Adding more descriptive content doesn’t seem like a
good option, for then we have the problem of how to apply this new descriptive content. This line of

reasoning, echoing some Wittgensteinian worries, is briefly discussed in chap. 3.
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to us. I think the argumentis also insufficient against more general, or non-standard, pa-
rameters. Although it seems reasonable to conclude that positing, let’s say, a parameter
for partand another for illumination conditions in the logical form of colour terms will
not get us a content that is immune to further Travis cases, it is difficult to see whether
the same would happen in case we added more generic parameters such as ‘what is at
stake’. Moreover, one could go for less standard notions of content, such as Austinian
propositions including situations (or occasions)* . Similarly, but in a more Searlian
spirit, one could define utterance content as including not only a structured proposi-
tion but also a background of implicit assumptions (some of which, as Searle claims,

might be non-representational).

1.5 Wittgensteinian themes

Travis’ view on language is shaped by his interpretation of Wittgenstein and Austin.
From Austin he took the claim that sentences are not, per se, true or false, the core idea
behind occasion-sensitivity. As to Wittgenstein, the proliferation argument bears im-
portant similarities with the discussion on rules in the Philosophical investigations* : ‘A
rule stands there like a signpost. Does the signpost leave no doubt about the way I have
to go? Does it show which direction I am to take when I have passed it, whether along
the road or the footpath or cross-country? But where does it say which way I am to
follow it; whether in the direction of its finger or (for example) in the opposite one?’
(Wittgenstein, 2009, 85). Rules, and in Travis discussion this means semantic rules, are
open to different interpretations, and can be followed in different ways. However, as
Wittgenstein shows, adding interpretations (disambiguations, for Travis) of the rules
does not solve the problem, for the new interpretations are themselves open to differ-
ent interpretations. We, nonetheless, when trained in the use of language and situated
in the proper circumstances, have no problem in following rules. Let me develop the
parallelism with some more detail.

Signposts, of themselves, as the objects they are, do not tell us what the correct way

»One could read Travis’ claim that speech is situated as calling for such a notion.
*#Travis sometimes makes reference to this Wittgensteinian origins. See for instance Travis (2000,

p-25)
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of following them is. We can give alternative interpretations. The same happens with
the rule governing the use of ‘green’ (its meaning). We are presented with different sce-
narios, one in which the rule is naturally followed in way A, and another in which it
is naturally followed in way B. The rule ‘green’ stands there like a signpost, and leaves
doubts about how to follow it—does it apply to an object in case green is its natural
colour? Or in case most of its surface is green? But then perhaps we could add some-
thing to the signpost so to remove the doubt about how to follow it. The proposal
might be that that ‘something’ is a rule for interpreting the rule or a sharper meaning.
In the case of ‘green’, perhaps we should have a second rule such as ‘green on the sur-
face’. To put it more explicitly, the rule could be something like: ‘In this context, apply
‘green’ only to objects that are superficially green’. This (contextually determined) rule
has removed a doubt: natural colour does not matter, pay attention to the surface. But
it has not removed all possible doubts: how much of the surface? Is dust part of the
surface? So we need a third rule that explains how to apply the second one: ‘green on
most part of the object’s surface, excluding dust’. And so on. So, this way of thinking

seems to lead to a regress.

The moral of the rule-following considerations, for Wittgenstein, is the rejection of
the idea that understanding a word, and acting in accordance to a rule, is a case of inter-
pretation. In Travis’ philosophy, our parochial ways of thinking decide how it is more

reasonable to follow the rule in particular circumstances. Their role is indispensable.

As a result, when presenting occasion-sensitivity Travis doesn’t speak of one sen-
tence expressing different propositions or contents in different occasions of use. In-
stead, he often speaks of words bearing different understandings. Understandings are
not further representations. Although Travis does not provide a precise characteriza-
tion, understanding an utterance seems to mean being able to act in accordance to it.
The idea that understandings are abilities is explicit in Travis’ discussion of what it takes
to understand an utterance (Travis, 2000, pp. 207-211). When someone understands
some words, he thereby gains an ability to see when they would be true. This ability
needs not, according to Travis, be further explained as grasping a proposition. Being
able to deploy the ability depends on two things: wordliness (or knowledge about the

world and social practices) and reasonableness.

Reasonableness plays an important role. According to Travis, in particular in his
discussions about Wittgenstein, the correct understanding is the one that seems reasonable—
to thinkers like us. Whether some painted leaves count as ‘green’ on a certain occasion

depends on whether this is a reasonable way of taking them, given the point of the ut-
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terance and for thinkers like us. Here are some examples:

The standards of correctness (truth where relevant) governing a given use of
‘chaussure’ in saying something are those it would be most reasonable to see as

imposed, given the circumstances of that use (Travis, 2006b, p. 29).

Content is inseparable from point. What is communicated in our words lies,
inseparably, in what we would expect of them. How our words represent things
is a matter of, and not detachable from, their (recognizable) import for our lives.
Calling something (such as my car) blue places it (on most uses) within one or
another system of categories: blue, and not red, or green; blue, and not turquoise
or chartreuse; etc. If I call my car blue, the question arises what the point would
be, on that occasion, of so placing it; or, again, what one might reasonably expect
the point to be; what ought one to be able to do with the information that the car
so classifies. What Iin fact said in then calling my car blue is not fixed independent

of the answers to such questions (Travis, 2006b, p. 33).

Were Pia said Sid to grunt, things count as being as she thus said just where,
on our shared (and parochial) understanding of reasonable, that is the reasonable

view of things being as they are (Travis, 2006Db, p. 107)

Travis’ idea of reasonableness involves two components: (i) how it is reasonable to
understand an utterance depends on the point of the utterance, on what we are doing
with it, on the possibilities of action it affords, and (ii) what is reasonable is relative to

specific ways of thinking—what he calls ‘parochial ways of thinking’.

1.6 Isoccasionalism a tenable approach?

On a reading consistent with some o his texts, Travis’ view can be understood as involv-
ing the claim that the truth-value of our utterances depends on what thinkers like us
find reasonable, given the surroundings—for example, given the point of uttering the
sentence. In this section, I will argue that occasionalism thus conceived runs the risk of

precluding the objectivity of content™.

»T will not try to identify or assess Travis’ answer to this problem. My aim here is to argue that there

is a potential problem for occasionalism.
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The problematic view is suggested in passages as the following, together with the

ones quoted in the previous section:

If circumstances of a stating matter to what was stated along the lines indi-
cated here—lines on which what was stated is fixed by what one then had a right
to expect of things being as stated (of a cat’s having mange, say) — then there is in
principle no end of opportunities for circumstances of a stating to matter to what
was stated. There is no point at which circumstances choose for us some truth-
evaluable item which is itself immune in principle to admitting of different fur-
ther understandings — no pointat which, through appeal to circumstance, we ar-
rive at the sort of invisible, intangible truth-bearer (what Frege called a ‘thought’)
which, Frege held, was the only thing that could really make a determinate ques-

tion of truth arise. (Travis, 2008a, p. 6)
And, contrasting Frege’s and Wittgenstein’s view:

What Frege leaves out on Wittgenstein’s view—in fact, explicitly denies—is that
‘true’ and ‘false’ are in the first instance evaluations of particular historical events—
speakings of words on particular occasions, in particular circumstances—and of

the fittingness of the words for those circumstances. (Travis, 2008a, p. 254)
Or:

On the presentidea of reason and responsibility, when, in given circumstances,
one speaks of a thing (my car, say) in given terms (one calls it blue, say), what one
thus says as to how things are, so when one would have spoken truly, is deter-
mined by what it is reasonable to expect of that particular describing — reason-
able to hold one thus responsible for — given the circumstances of its giving;
what expectations would, in those circumstances, reasonably be aroused. (Travis,

2006Db, pp. 30-31)

Travis rejects Fregean thoughts—contents whose truth-conditions are intrinsic, that
do not admit of different understandings. The proper bearers of truth-conditions are
utterances, not thoughts or propositions. The problem now is that whether an utter-
ance is true or false of a certain state of affairs seems to depend, for him, on whether it fits
the occasion and on what we find reasonable to expect. But if that is so, our psychology
might end up playing a too crucial role.

I will be concerned here with the relation between there being meanings that de-
termine correct application and the objectivity of judgement, and assess occasionalism

in light of Wright’s reflections about Wittgenstein’s rule-following considerations® .

26See Wright (2001a).



CHAPTER 1. OCCASION-SENSITIVITY 25

Adapting McDowell’s metaphor (McDowell, 1984) to occasion-sensitivity, the prob-
lem is how to steer a course between Scylla and Charybdis. Scylla would be the idea
that words, of themselves, impose a condition on the world. Charybdis would be the
idea that no item imposes a condition, that it all depends on how we happen to react.
Once we have seen what is wrong with Scylla (sentences impose different conditions on
different occasions) we risk steering too close to Charybdis. By abandoning the Fregean
notion of content, occasionalism runs the risk of ending up claiming that whether a
speech act is true or not depends, at least to a great extent, on how we happen to react

to it. And this would undermine the objectivity of judgement.

Many of our judgements and utterances aim to objectively describe how things
are. Judgements like “The Earth revolves around the Sun’, “Water is colourless’ or, in
more mundane examples, “There is a chair in the living-room’, “The leaves are green’,
etc., seem to reflect how things are independently of us—of our best opinion or the
state of our investigation. As Wright (2001b) holds, investigation-independence char-
acterises objectivity: the objectivity of decidable statements consists in the possession of
investigation-independent truth-values. The notion of objectivity marks a distinction
between our (perhaps justified) opinion and the true facts of the matter (Wright, 2001b,
pp- 33). As way of comparison, the common assumption that taste or comic discourse is
non-objective is motivated by the intuition that there are no facts of the matter in these
domains but only opinions, which abolish the distinction between how things are in

themselves and how we take them to be.

Now, Wright has argued that possession of objective truth-values requires posses-
sion of objective meaning (Wright, 1984). If that is so, the objectivity of the truth-value
of the sentences mentioned in the previous examples requires the objectivity of the
meaning of the terms ‘water’, ‘revolves’, ‘chair’, ‘green’, etc. What is the objectivity of
meaning? According to Wright (2001b), objective meaning can be conceived as a pat-
tern that determines correct uses in unconsidered cases, independently of our opinion.
“The pattern is thus thought to of as an extending of itself to cases which we have yet to
confront” (Wright, 2001b, pp. 34). Objective meaning is meaning that extends of itself
to unconsidered cases. Since it extends of itself, it is independent of our opinion or the
state of our investigation. It is judgement-independent. An example: let’s assume that
the meaning of ‘chair’ is objective. Then whether this word can be correctly applied to
an object in room 4010 of the Faculty of Philosophy —whether “That s a chair’, used to
describe that object is true or false— is independent of our opinion. We might never en-

ter that room and be unaware of the objects inside. Nonetheless, if meaning is objective,
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then it extends to this case. Meaning determines application conditions independently

of us.

The identification of meaning with functions provides a good model for objective

meaning. Let us assume that we identify the meaning of a predicate with a function

from objects to truth-values. Thus, the meaning of ‘is a chair’ maps objects onto the

truth-value True (those that are chairs) of the truth-value False (those that are, e. g,

tables, couches...). It covers past and future uses alike, considered and unconsidered

cases. For every object in the domain, it yields one, and only one, verdict, one that is

independent of our judgements. It extends of itself, independently of our judgements.

Here is Wright’s argument:

[The truth-meaning platitude] If the truth value of S is determined by its

meaning and the state of the world in relevant respects, then non- factuality in one

of the determinants can be expected to induce non- factuality in the outcome.[...]

A projectivist view of meaning is thus, it appears, going to enjoin a projectivist

view of what is for a statement to be true. Whence, unless it is, mysteriously, pos-

sible for a projective statement to sustain a biconditional with a genuinely factual

statement, the disquotational schema “’P’, is true if and only if P” will churn out

the result that all statements are projective. (Wright, 1984, p. 769)

The argument can be reconstructed as follows:

First, from the non-objectivity of meaning to the non-objectivity of truth:

Pr.

The truth-value of a statement S is a function of the meaning of S
and the state of the world. (Meaning-Truth Platitude)

P2. Non-factuality in one of the determinants (meaning or state of the

Ps.

world) induces non-factuality in the outcome (truth-value). (MP 2,
1)
The meaning of S is non-factual. (Hypothesis)

*. The truth-value of S is non-factual.

Second, from the non-objectivity of truth to the non-objectivity of the statement:

Pr.
Pa.
Ps.

The truth-value of S is non-factual (“‘S is true” is non-factual).
‘S’ is true if and only if S. (Disquotational schema)

The non-factuality of one statement of a biconditional entails non-

factuality in the other statement of the biconditional.
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.. Sisnon-factual.

What about occasion-sensitivity? The outcome of Travis’ critique is that the tra-
ditional notion of content is ill-conceived. So we’d better do without it. This would
be unproblematic if the role of the occasion were that of identifying a further semantic
item-such as a property—that extended of itself to unconsidered cases. But the prolif-
eration argument is intended to cast doubts on the existence of such items. Now, if
there is a gap between our representational items (sentences, propositions) and truth-
evaluability, it seems that either we are unjustified in taking some items as true (and
others as false) or there is some extrinsic source of normativity. But what could play
this role? We might intuitively take some speech acts as true, others as false, but our
so reacting is insufficient to bridge the gap—if truth is partially determined by our reac-

tions, then it looses its objectivity.

At this point, there are two possibilities. First, one can abandon the idea that there
is some level of content that extends of itself and try to ground objectivity on the reason-
ableness of our reactions. According to this option, uttering a sentence would not be a
matter of expressing a structured content with intrinsic truth-conditions, or anything
similar. Some speech acts are reasonably taken as true, others are reasonably taken as
false. Second, one can reject the traditional approach to content but keep the idea that
we arrive at something that is similar to a Fregean thought in thatitis only to the world

to decide whether it is true or false.

Travis’ way of writing sometimes suggest the first option. However, instead of try-
ing to ground objectivity on our reactions or judgements and on the notion of reason-
ableness, an an advocate of occasion-sensitivity can follow the second option and revise
the notion of content. In chapter 4 I will go for this second option. The main idea of
the outline sketched there is that the practice, or the activity, in which a sentence is used
provides the constraints needed to reach something truth-evaluable. Truth-evaluable
content can be seen as a pair including a structured proposition and an activity. Thus

understood, content can extend of itself.
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1.7 The contextualist debate

During the last decades there has been a growing interest in the semantics-pragmatics
divide. On the one hand, a number of philosophers have provided philosophical and
linguistic arguments showing that natural language contains more context-dependent
expressions than it was thought. It has been claimed that quantifiers (Stanley and Sz-
abd, 2000), knowledge attributions (DeRose, 1992), and epistemic modals (Egan et al.,
2005), to cite just a few examples, are context-sensitive in some sense or other*” . Se-
mantic frameworks deal now with a great amount of context-dependence. On the other
hand, the role of pragmatics in the determination of truth-conditional content has been
the focus of much debate. Once it is acknowledged that an expression has different
senses, or expresses different contents, at different contexts of use, it remains to be de-
termined whether this variation is semantically mandated.

Borg (2012) distinguishes five current positions about how to draw the semantics-
pragmatics divide. These five positions have explained Travis cases in different ways.

Two of these views can be considered semantic. Minimalism, the first of them, is the
current representative of the traditional view. According to this view, the semantic con-
tent of a well-formed declarative sentence is, in absence of indexicals, truth-evaluable.
Thus, minimalists®® take the shift in truth-value in Travis cases to be merely apparent.
By contrast, indexicalism® takes it that there is a shift in truth-value, but revises the log-
ical form of the predicate involved so as to assimilate it to an indexical by positing some
context-sensitive hidden variables.

The other three views can be considered pragmatic*®. According to these views, the
underdeterminacy of natural language calls for truth-conditional pragmatics® . Contex-
tualism disagrees with minimalism in the assumption that truth-conditional content

can be recovered via semantics alone. According to contextualists® , at least in some

*7The discussion is often about whether the linguistic data are better account for by indexical or non-
indexical contextualism. I take it that both options agree that the expression in question is context-
sensitive in a broad sense.

*$See Sainsbury (2001), Berg (2002), Cappelen and Lepore (2005), and Borg (2004, 2012).

*See Stanley (2000), Szab6 (2001) and Hansen (2011)

3°Relativism can also be seen as a semantic view. I am classifying it as pragmatic because, according to
it, the truth-conditions of utterances depend on something beyond meaning.

*Truth-conditional pragmatics is the view that the meaning of a sentence does not determine the
truth-conditional content of an utterance of it (even after fixing the referent of indexicals), for truth-
conditions need to be pragmatically supplemented.

See Sperber and Wilson (1995), Recanati (1989, 2001, 2004), and Carston (1988, 2002).
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cases, the recovery of the proposition expressed by an utterance, whatis said, even in ab-
sence of indexicals, must go via pragmatic interpretation, where pragmatics usually has
to do with speaker meaning. Typically, a contextualist claims that, in a Travis case, the
sentence expresses different propositions or, in a fairly common terminology, that what
is said in the first utterance is different from what is said in the second. It is common
to distinguish moderate and radical contextualism. According to radical contextualism,
the recovery of a truth-evaluable content must always go via pragmatic interpretation.

According to moderate contextualism, this is only sometimes the case.

Relativism, also called non-indexical contextualism, agrees that the semantic con-
tent of a sentence might not be truth-evaluable, but doesn’t make use of a further kind
of content. Instead, relativism takes it that truth is relative to a variety of parameters
besides possible world. A relativist® , or a nonindexical contextualist, would account
for Travis cases by claiming that the truth of the sentence is relative to some parameter

(as the purposes of the conversation) whose value shifts across contexts.

The fifth view is occasionalism. According to Borg, occasionalism claims that there
is no determinate content outside a context of use. Despite of being very close to radi-
cal contextualism in its general context-dependence claim, occasionalism rejects the as-
sumption that there is something deserving being called ‘the proposition expressed’-

unless ‘proposition’ just means truth-conditions*.

Although I find this classification very useful, I have some doubts that occasional-
ism is on a par with the other approaches, for Travis has mainly put forward a negative,
not a positive, proposal. As Borg acknowledges, Travis has sustained an attack on a
traditional notion of content that seems to be shared by minimalists and contextual-
ists. Despite the fact that most people in the debate have used Travis cases to argue that
semantics doesn’t determine truth-conditions (or have disputed that the examples sup-
portsuch a claim), occasion-sensitivity, as it is presented by Travis, is intended to under-
mine standard notions of content such as structured propositions or Fregean thoughts.
In this sense, occasion-sensitivity motivates a rejection of what can be called Semantic
propositionalism (the thesis that the semantics of a sentence determines the proposition
this sentence expresses, relative perhaps to a context), but also of Pragmatic proposition-
alism (the thesis that the features of the use of a sentence determine the proposition that

sentence, on that occasion, expresses), for what is problematic is the notion of (struc-

33See Predelli (2004, 2005b,a) and MacFarlane (2007, 2009)
3#Besides Searle’s and Travis’ positions, I think Recanati’s meaning eliminativism could be considered

an occasionalist approach to language.
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tured) proposition.®. Occasion-sensitivity is supposed to show that, in the case of nat-
ural language, individuating structures is not a way of individuating truth-conditional
content. Additionally, assuming that language is occasion-sensitive and therefore that
we cannot specify contents with intrinsic truth-conditions, occasion-sensitivity is in-
tended to cast doubt on the existence of a further level of representation for which
Travis cases could not arise. As Wittgenstein would have it, “You have no model of this
inordinate fact, but you are seduced into using a super-expression’ (Wittgenstein, 2009,
192). The very notion of there being structured propositions with context-independent
truth-conditions to be had is called into question36 . For Travis, this motivates a gen-
eralization: any structure (including propositions and mental representations) is com-

patible with its tokens having different truth-conditions.

So far Travis has put forward a negative view. However, it is not clear how a positive
occasionalist view should look like. Travis holds that being true and false are properties
of tokens. However, he also speaks of words bearing ‘understandings’ and of truth be-
ing relative to the character of the occasion—something very close to certain forms of
non-indexical contextualism. So it is difficult to identify what his version of occasion-

alism amounts to.

I think that an advocate of occasion-sensitivity can opt for two kinds of approaches:
he can stick to the claim that being true and false are properties of our utterances having
to do with what it is reasonable to expect, or he can put forward a non-standard notion
of content, as it is suggested by the idea that truth is relative to the character of the
occasion. I will opt for the second. However, in Borg’s classification, my proposal, as
well as Travis’ remarks on how truth depends on the character of the occasion, could be

considered a form of relativism.

31t is also common to identify truth-conditional content not with structured propositions but with
sets of possible worlds. Travis’ criticism does not apply to this notion of proposition.
36 Travis often speaks of what an utterance says. However, the locution ‘what is said’ is not equivalent

to ‘the proposition expressed’. Travis calls propositions ‘shadows’ and aims at ‘unshadow’ thought.
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1.8 Conclusions

Occasion-sensitivity is a phenomenon of truth-conditional variability not driven by se-
mantics. In this chapter I have presented Travis’ arguments to the effect that natural
language is occasion-sensitive. The first argument is provided by so-called Travis cases.
I have called the second ‘the proliferation argument’. This argument is directed against
several ways of making the truth-value shift exhibited in Travis cases compatible with
truth-conditional semantics. The argument casts doubts on the possibility of specifying
an item for which no Travis case can be created.

After reconstructing Travis’ negative proposal, I have related Travis’ occasionalism
to the contextualist debate. I have argued that Travis’ position is more radical than
standard contextualism, for Travis casts doubt on the assumptions that there is a stock
of structured propositions with context-independent truth-conditions. Nonetheless, I
have noted the difficulty of identifying Travis’ positive proposal.

I have raised a problem for a possible reconstruction of some of Travis’ passages.
The reconstruction would have it that truth-value depends on what thinkers like us find
reasonable. Following Wright, I have understood objectivity as judgement indepen-
dence. The problem with the reconstruction is that it makes truth-conditions depen-
dent on our judgements, which calls into question objectivity. However, I have noted
that occasionalism need not be reconstructed along those lines, for occasion-sensitivity

calls into question a standard notion of content, but other notions are possible.
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Chapter 2

Truth-evaluable content and the role of

semantics

Travis cases challenge the claim, often assumed in truth-conditional semantics, that se-
mantics determines truth-evaluable content (call this principle ‘Semantic Proposition-
alism’). After characterising Semantic Propositionalism and distinguishing it from the
Principle of Compositionality I will assess two families of arguments intended to deac-
tivate the challenge. On the one hand, minimalists call into question the assumption
that Travis cases involve a shiftin truth-value. I will argue that the minimalist arguments
found in the literature are defective for various reasons. On the other hand, proponents
of context-dependent analyses argue that Travis cases can be accounted for within the
framework of truth-conditional semantics. I will argue that these accounts, when prop-
erly scrutinised, either are insufficient to explain the variety of Travis cases found in the
literature or do not respect Semantic Propositionalism and therefore do not touch upon

the claim that semantics does not determine truth-evaluable content.

2.1 Semantic Propositionalism
It has been common to assume a semantic principle along the following lines:

Truth-Conditional Compositionality: The truth-conditions of a well-formed

33
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declarative sentence S are determined by the semantics (or the meaning) of

the expressions in S and the syntactic structure of S.

As an illustration of the implicit use of this principle, here are some lines from the

opening pages of Heim and Kratzer’s Semantics in Generative Grammar:

A theory of meaning, then, pairs sentences with their truth-conditions. The

results are statements of the following form:

Truth-conditions
The sentence “There is a bag of potatoes in my pantry’ is true if and only if there

is a bag of potatoes in my pantry. [...]

A theory that produces such schemata would indeed be trivial if there wasn’t
another property of natural language that it has to capture: namely, that we un-
derstand sentences we have never heard before. We are able to compute the mean-

ing of sentences from the meanings of their parts’. (Heim and Kratzer, 1998, pp. 1-

2)

Heim and Kratzer take the project of semantics to be that of attributing truth-
conditions to sentences in a way that it explains the productivity of natural language
(our ability to understand new sentences). The aim is to give an account of meaning in
terms of truth-conditions that models linguistic competence.

In case S contains some indexical expression E, one should distinguish the charac-
ter (linguistic meaning) of E from its content at a context. The linguistic meaning of
indexicals is usually conceived, following Kaplan (1989), as a function from contexts to
contents (referents). Given a context C, the content of E will be its referent at C. Al-
though indexicals motivate a revision of the principle, its spirit can be maintained—the
semantics of an indexical sentence S are supposed to determine, in a context of use C,
the truth-conditions of S at C. In the first half of the paper, I will focus on a version of
the principle for indexical-free sentences. I will come back to indexicality in section 4.

Truth-Conditional Compositionality combines two other principles' : Semantic
Compositionality and what I will call Semantic Propositionalism. Semantic Composi-
tionality is a principle about the relation between the semantic content of a (declarative)

sentence and its parts:

'See (Searle, 1980), (Clapp, 2012b), (Davies, 2014), for similar distinctions.
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Semantic compositionality: The semantic content of a well-formed declar-
ative sentence S is determined by the semantic content of the expressions

in S and its syntactic structure® .

By contrast, Semantic Propositionalism concerns the relation between semantic

content and truth-evaluable content. It is this principle I will be concerned with:

Semantic Propositionalism: The semantics of a well-formed declarative sen-

tence S determinesa truth-evaluable content (a proposition, a truth-condition)’?

This truth-evaluable, semantically determined content has been traditionally iden-
tified with the literal content of an utterance of the sentence.

Semantic Compositionality and Semantic Propositionalism are different principles.
One could be true with the other being false. For example, it could be case that the
semantic content of a well-formed declarative sentence, determined by the semantics of
its components and its structure, is a time-neutral content. This content would not be
truth-evaluable—so nota proposition in the classical sense—unless a time of evaluation
was provided. In this scenario, Semantic Propositionalism would be false, but Semantic
Compositionality would be true* .

It has been fairly standard to think of semantic content as truth-conditional con-
tent o, in the case of sub-sentential expressions, as a contribution to truth-conditional
content’. What else, if not ‘truth-conditional content’ could one mean by ‘semantic
content’? As an answer, semantic content is content determined by semantics, and the
semantics of a given expression E are restricted to the properties E has qua type. Seman-
tic properties are shared by all uses, or tokens, of the expression. By contrast, some prop-

erties are properties of the token, not of the type. For example, being written in black or

*One could have instead a principle of pragmatic compositionality. If so, the composition would be
of pragmatically determined values.

3 AsI define Semantic Propositionalism, itis a principle about meaning determining truth-conditions
in the sense of determining a content that can be evaluated as true or false, not about semantics deter-
mining an intension (a function from possible worlds and other features such as standards of precision,
etc, to truth-values). See footnote 1o. It could also be doubted that meaning can be identified with an
intension.

*Bach’s propositional radicals (Bach, 1994) are plausibly semantic compositional, but they are not
truth-evaluable, for they are incomplete.

SThus Lewis writes: ‘Semantics with no treatment of truth-conditions is not semantics’ (Lewis, 1970,

p-18).
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being uttered in Madrid, being inappropriate, etc. In this sense, semantic content just
is linguistic meaning. In the case of indexical sentences, semantic content can also be
understood as the content determined by the semantics (character, linguistic meaning)
of the sentence at a context of use. In this sense, the expression ‘semantic content’ is
not short for ‘whatever goes into composition and delivers truth-conditions’: it refers
to the content of the expression type or, for indexicals, to the value determined by the
value of the expression type.

According to Semantic Propositionalism, truth-conditional content is a semantic
matter. If this principle is true, being truth-evaluable, or determining a truth-evaluable
content, is a property of sentence-types. Fix the semantics of S and you will have fixed a
truth-evaluable content—or, for indexical sentences, you will have fixed something that
fixes a truth-evaluable content at a context of use. Assuming the world is cooperative
enough, you will have fixed the truth-value of S as well.

Semantic contents thus conceived, as being both semantically determined and truth-
evaluable, are sometimes called ‘minimal propositions™ . Minimal propositions have
been the focus of much debate. On the one hand, it has been argued that minimal
propositions don’t play any role in communication or even in our cognitive lives, for the
contents relevant for communication and the contents interlocutors are aware of, of-
ten, and perhaps always, go beyond semantics—they are pragmatically adjusted propo-
sitions. Consider again this often discussed example” . Imagine that, as a reply to the
question ‘Would you like something to eat?’, the addressee says ‘T’ve had breakfast’. Let
us assume that the semantic content of this sentence is, roughly, that the speaker has
had breakfast before the time of utterance. It seems that this semantic content would
be true if he had had breakfast one week ago. Now, this sentence, in this context, com-
municates something else: that the speaker has had breakfast that morning. This is,
arguably, the content relevant for communication and the one interlocutors are aware
of.

On the other hand, the very notion of a minimal proposition has been challenged.

Travis, Searle, and others® have argued that semantic content is not truth-evaluable con-

T will reserve the term ‘minimal proposition’ for contents that are truth-evaluable and semantically
determined where the semantics of all the expressions in the sentence, except for classical indexicals,
demonstratives and descriptions is taken to be context-insensitive. Specifically, a sentence expresses a

minimal proposition only if its predicate is context-insensitive.
7See Sperber and Wilson (1995, pp. 189-190) and Recanati (2004, p. 8), among others.
$See Travis (2008a) and Searle (1978) for a radical pragmatist attack on minimal propositions. Related

views are held or explored, among others, by Bezuidenhout (2002), Carston (2002) and Recanati (2004).
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tent’ . One of the main arguments they have used consists in a series of examples, as
Travis cases, in which two uses of a well-formed declarative sentence S have different
truth-values—despite the referent of indexicals and the relevant state of affairs being
fixed. Since the truth-value shifts, the two uses of the sentence must be true under dif-
ferent conditions. However, being tokens of the same type, they share their semantic
properties. So the semantics of S doesn’t seem to be determining the truth-conditions
of an utterance of S. If the argument works, and assuming the class of sentences for
which we can generate such examples is large enough, we would have reasons to think
that minimal propositions are a chimera and that semantics is not in the business of

delivering truth-evaluable content *° .

Here I will focus on the second criticism™ . In particular, I will focus on Travis cases
and on how the argument based on them has been contested by philosophers who (of-
ten implicitly) endorse Semantic Propositionalism. These philosophers can be classified
into two groups. Minimalists (as Sainsbury (2001) and (2008), Cappelen and Lepore
(2005), and Borg (2004) and (2012)) typically claim that semantic content can be recov-
ered without pragmatic interpretation and keep context-sensitivity to a minimum. By
contrast, indexicalists™ (Szab6 (2001), Hansen (2011)) aim at securing truth-conditional
semantics by positing context-sensitivity beyond the list of classical indexicals (follow-
ing the model provided by indexicals). I will argue that the minismalist and indexicalist
responses to the pragmatist challenge found in the literature are defective for various
reasons. Hence, in view of Travis cases, we have no reasons to maintain Semantic Propo-
sitionalism. This does not mean that there is no such a thing as semantic content. Words

and sentences have fixed linguistic meanings. We can keep the term ‘semantic content’

°For a large class of sentences.

Predelli (2005b) argues that Travis argument relies on a false premise, namely, that if two utterances
of S, uand v, seem to have different truth-conditions, then an adequate system ought to assign to uand v
different intensions. Against this, Predelli, an advocate of relativist semantics, argues that u and v might
have the same intension but be evaluated at different points of evaluation. This, however, is of no help to
the advocate of Semantic Propositionalism, for the output of Predelli’s system (a function from clause-
index pairs to points of evaluation) is not, of itself, truth-evaluable. on an occasion of use, it remains to
be determined which is the point of evaluation. In a sense, u and v do have different truth-conditions: u
is true if and only if S is true at the point of evaluation determined by the context of u, whereas v is true
if and only if S is true at the point of evaluation determined by v. I will not discuss relativism here. For
the sake of clarity we can distinguish intensions from truth-conditions.

"Note that the second criticism is stronger than the first, for it is still compatible with Semantic Propo-
sitionalism that semantic contents don’t play any relevant role in communication.

*Together with indexicalism I will discuss other related views (sec. 4).
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to refer to it. It just means that semantic content is not truth-evaluable content.

The plan is the following. In sec. 2 I will present some Travis cases for colour predi-
cates and the argument they motivate. In sec. 3 I will present and reject some minimalist
arguments intended to deactivate the challenge by denying that Travis cases involve a
truth-value shift. In sec. 4 I will assess some theories that take colour predicates to be

context-sensitive. I will conclude that neither of these strategies works.

2.2 Semantic Propositionalism vis-a-vis Iravis cases

Travis cases have been generated for a variety of words. However, the most discussed
examples involve colour terms. Because of this, I will focus on those. Here are some of
them:

The leaves are green’:

Pia’s Japanese maple has russet leaves; she paints them green. Addressing her
neighbor, a photographer looking for a green subject, she says, apparently truly:

(1) the leaves are green.

Imagine now that Pia’s botanist friend is interested in green leaves for her dis-
sertation and that, in reply, Pia utters (1) again. This time, her utterance seems

intuitively false. (Predelli (2005b), modifying Travis’ example)

The painting is purple’:

Max buys a red painting and hangs it on a blacklight room. When he turns on
the blacklight, he says: “The painting is purple’. This seems true. When he turns
the light off, he says: “The painting is not purple’. If he is talking about how the
painting looks in normal illumination conditions, then itis true. If he talks about

things changing colour, then it is false. (Travis, quoted in (Recanati, 2010))

Swatch 27 is green’:
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Suppose we are scientists studying color-blindness, and each week is devoted
to studying a particular subject. During the first week we are studying subject #1.
Heis shown various swatches, and when one looks green to him he responds affir-
matively. During this first week, we adopt our use of ‘green’ to match subject #1s
perceptual judgments; so, during the first week, a swatch counts as green if and
only if it is green for subject #1. The following week we are studying a different
subject, subject #2, and during this second week we adopt our use of ‘green’ to
match her perceptual judgments. And of course it might happen that a particu-
lar swatch, swatch 27 say, is green for subject #1, but not for subject #2. And thus
uses of ‘Swatch 27 is green’ might count as true during the first week, but not dur-
ing the second week, and the intuitive dimension of ‘contextual incompleteness’

concerns the judge. (Clapp, 20124, p. 79)

And a last example, not involving colour terms (inspired on an example by Searle):

“The cat is on the mat’

Roberto arrives home after work and, wanting to play for a while with his cat,
asks Frangois: “Where’s the cat?” Frangois answers: ‘[ The catis] on the mat’. As it
happens, the catis sitting on a piece of paper on the mat. The piece of paper, how-
ever, is irrelevant for the purposes of locating the cat, and so the utterance seems
true. Now, imagine the next scenario. Roberto and Frangois have recently got
all the mats in the house cleaned. On rainy days, their cat often goes outside and
comes to the house with mud on his legs. They don’t want the mat the cat usu-
ally sits on to get dirty, so Roberto has covered it with a piece of paper. Frangois,
worried about the mud, asks: “Where is the cat?” Frangois replies: ‘Don’t worry,

it’s not on the mat, I covered it with a paper, the cat is sitting on the paper’.

The argument against Semantic Propositionalism can be reconstructed as follows

(assuming S is free of indexicals® and assuming the relevant state of the world remains

fixed):

P1. If Semantic Propositionalism is true, then tokens of S will all express

the same truth-evaluable content.

BThe sentences involved in Travis are not free of indexicals, but their value is kept fixed. I am not yet

considering the option that predicates contain hidden context-sensitive variables.
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P2. In a Travis case, tokens of S have different truth-values.

P3. If two tokens of a same sentence, assessed against the same state of affairs,
have different truth-values, then they must have different truth-conditions

(express different truth-evaluable contents).

P4. Given that the two tokens of S are being assessed against the same state of
affairs, it follows that not all tokens of S express the same truth-evaluable

content.

C. Semantic Propositionalism is not true.

Note that with the examples, the advocate of truth-conditional pragmatics' is not
merely claiming that there can be shifts of truth-value of the discussed kind, but also
that in absence of a context of use the sentence lacks a truth-value. Since uses of it can
be true and can be false (again, keeping the relevant state of affairs fixed), the type is
compatible with truth and falsity, and so is neither true nor false.

Those with a Gricean spirit might want to dismiss the argument by claiming that it
is based on an equivocation between an utterance being true/false and it being appro-
priate/inappropriate. For example, it certainly is inappropriate to tell a botanist that
you have green leaves when all you have are painted green leaves. But this, the thought
goes, doesn’t mean that the utterance is false. It might be simply misleading (given the
context).

However, this idea, of itself, is not yet a counterargument. Some work needs to be
done in explaining how to apply the Gricean insight to Travis cases and isolate what
is strictly speaking said in both scenarios, i.e., one needs to justify why the utterance
should be considered true instead of false (or vice versa). It seems that the meaning of
the predicate is of no help here® . ‘Green’, for example, refers to a colour; ‘is green’ is a
means for describing things as having that colour. But the meaning of ‘green’ doesn’t
seem to decide whether painted things count as having that colour. However, if Seman-
tic Propositionalism is true, the semantic features of the predicate should be doing the
work.

The challenge, in short, is that semantics doesn’t seem to be fit to do the work Se-
mantic Propositionalism assigns to it. Advocates of minimal propositions need either
a good argument for choosing one truth-value over the other, or, in absence of such

an argument, a good explanation why we are unable to choose—with semantics, by

“I'include here both contextualists and occasionalists, in Borg’s terminology.
5See Travis (Travis, 1997, p. 90).
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contrast, being able to determine a unique truth-value. Hence, those who endorse Se-
mantic Propositionalism typically reject premise 2. In section 3 I assess four minimalist
strategies to this end. Alternatively, advocates of Semantic Propositionalism can argue
that, whereas the semantics of the sentence remains fix, its content varies across contexts.
Semantic content is content determined by semantics and this, following Kaplan’s anal-
ysis on indexicals, can vary. I will explore the prospects of this way of securing Semantic

Propositionalism in section 4.

2.3 Rejecting P2

In this section I will review four arguments that attempt to rebut the truth-value shift
intuition. If they were successful in rejecting premise 2 in the argument, then they
would thereby secure minimal propositions. However, I will argue that they are de-

fective for various reasons.

2.3.1  Rejecting P2: Unspecific meanings

How can one make sense of the claim that Travis cases don’t involve a truth-value shift?
According to Sainsbury (2001, 2008), the meaning of ‘is green’, etc. is unspecific. The
satisfaction conditions of this expression are unspecific relative to different ways of be-
ing green. Thus, the two utterances of “The leaves are green’ are true. “The leaves are
green’ can be made true by virtue of the leaves being painted green, or by the leaves
being naturally green by the effect of chlorophyll, etc. These are simply more specific
ways of being green. But there being different ways of being green is not equivalent,
according to Sainsbury, to there being different satisfaction-conditions for ‘is green’.
The general idea Sainsbury is putting forward is that some predicates can be satisfied
in different ways. For example, one can dance in different ways. Paul dancing in some
particular way makes an utterance of the sentence ‘Paul is dancing’ true, regardless of

the specific way in which he is dancing and of the possibility of dancing in other ways.
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Borg, another proponent of this view, calls this ‘liberal truth-conditions’—‘liberal’ be-
cause they ‘admit of satisfaction by a range of more specific states of affairs’ (Borg, 2004,
p- 230).

The problem with this proposal is that it relies on there being context-insensitive
ways of classifying things as green. But this is precisely what Travis cases call into ques-
tion and what needs to be argued. Sainsbury’s argument depends on the following two
assumptions. First, if an object o is F in some way, then ‘o is F’is literally true (bracketing
time). Second, whether o is F in some way or not can be decided in a context-insensitive
manner. This second assumption is problematic. We can ask: Is being painted green a
way of being green? Is looking green in non-standard conditions a way of being green?
Is being perceived as green in such-and-such illumination conditions a way of being
green? What about being perceived by someone wearing green glasses? Travis cases sug-
gest that there are no purpose-independent answers to these questions—change what
is at stake at the conversation and the answer varies. Because of this, assuming that
being painted green is (purpose-independently) a way of being ‘green’ is question beg-
ging—this is precisely the claim that would need to be argued for.

Moreover, when one moves from the green leaves example to the purple paint ex-
ample or the swatch 27 example Sainsbury’s strategy sounds less convincing. If one ac-
cepts that being naturally green and being painted green are more specific ways of being
green, should one also accept that being perceived as green in such-and-such illumina-
tion conditions, or when wearing certain glasses, is a way of being green? After all, we
can create Travis cases involving these circumstances. In general, many objects that are
not perceived as green in normal illumination conditions (daylight, no glasses, let’s say)
would appear as green if we changed the light, or wore special glasses. Is that a way of
being green? Or, many objects have green paint in what, for most purposes, are irrele-
vant parts—think, for example, of a book with one tiny word printed in green. Is the
sentence ‘This book is green’, when ‘this book’ refers to the described book, literally and
purpose-independently true? There is no clear answer to this question, unless we em-
bed the sentence in a conversation where a topic of discussion has been fixed. However,
extending Sainsbury’s answer to these cases, one should conclude that all these ways of

being are simply more specific ways of being green.

As a consequence, the advocate of unspecific meanings faces a difficult position. On
the one hand, he can insist that all the sentences in the previous examples are literally
true, i.e., he can extend Sainsbury’s analysis to other examples and take these examples

to involve different specific ways of being green. But this, as I have argued, has the un-
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palatable consequence that it would automatically make many sentences of the form
‘x is green’ true, for many objects are perceived as green in some condition or other, by
some observer or other, or have some very tiny green parts. In particular, it would make
true sentences that are best seen as false in most ordinary situations. For example, the
sentence ‘This sheet is green’ (talking about a normal white sheet), would be true if be-
ing seen green by someone wearing green glasses is a way of being green. However, in
most occasions in which this sentence is used to describe the sheet it seems like a blatant
falsity.

On the other hand, he can insist that there is a criterion distinguishing literally true
and literally false colour-sentences in Travis cases, i.e., he can try to find a robust crite-
rion establishing which ways of being are ways of being green. However, the prospects
of finding such a criterion seem rather dim. We know;, for specific purposes, or in spe-
cific circumstances, which ways of being are ways of being green. But besides this, it is
not at all clear that we know, independently of any purpose, which ways of being are

strictly speaking ways of being green—unless we stipulate it or explicate the concept (see

sec. 3.3).

2.3.2  Undermining the justification for P2: Privileged intuitions

The justification for premise 2 (the truth-value shift) is given by appealing to the intu-
itions triggered by Travis cases. Consequently, one can reject the argument by under-
mining the assumption that our intuitions support the existence of truth-value shifts.
Borg suggests that intuitions do not clearly justify premise 2, for some intuitions are
in line with the prediction of insensitive or minimal semantics (a semantics that would

respect Semantic Propositionalism). She appeals to two different kinds of intuitions:

[I]f we are really interested in finding out what the words and sentences we
use literally mean, then we have no need to look further than the meaning which
can be recovered via sensitivity to formal features alone. Recall also that there is
evidence that speakers can grasp this very liberal, literal meaning when they want
to: children and philosophers, I often find, have a very acute sense of what they
have literally committed themselves to by a given utterance and this fits entirely

with the liberal truth-conditions specified above. (Borg, 2004, p. 243)
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I think it is not right to portray minimalism (as it sometimes is) as running
counter to all pre-theoretical intuitions about utterance-level content. Given the
right context (i.e. one where subjects are asked to reflect on ‘literal’ or ‘strict’
meaning) ordinary interlocutors can and do grasp exactly the kinds of contents

minimalism predicts. (Borg, 2012, p. 14)

According to Borg, we could focus on the intuitions of particular groups: children
and philosophers. Or, we could ask ordinary speakers to reflect on literal meaning.
Now, would this secure Semantic Propositionalism? It is important to note that these
two tests could deliver inconsistent verdicts, and that the results could also be in contra-
diction with Borg’s (and Sainsbury’s) liberal truth-conditions. For example, it could be
the case that children and philosophers took painted green objects to satisfy ‘is green’
(thus to coincide with Borg’s liberal truth-conditions) but that ordinary speakers, when
asked to evaluate the literal or strict meaning of “The leaves are green’ would answer that
the leaves are not strictly speaking green, but only painted greenlé . Let’s bracket this is-
sue and focus on the proposals.

I'am not sure that philosophers’ intuitions will be of much help for the advocates of
minimal propositions. After all, many philosophers of language, impressed by Travis
cases and other similar examples, have put forward different versions of contextualism
(in a broad sense) and relativism. What about children? Children are precisely those
who are being trained in the use of language. Their linguistic knowledge is incomplete.
Why should we trust their intuitions more than adults’ intuitions?

The third option (to ask speakers to reflect on literal meaning) seems like a more
reasonable proposal. But here we have two problems. First (I have already mentioned
this problem), it is not at all clear that this test will be in line with Borg’s version of
Semantic Propositionalism (perhaps painted green things are not, for ordinary speak-
ers, literally, or strictly speaking, green). But more importantly, there is no reason why
we should focus on explicit judgements, in very specific contexts (including the words
‘strict’ and ‘literal’) instead of focusing on implicit judgement. Borg is assuming that
ordinary speakers can reflect upon literal meaning when asked—but ordinary speak-
ers are people who master the use of language, not necessarily people who will achieve,
during a test, relevant discoveries about meaning. To begin with, it is not at all clear
that ‘literal meaning’ is an ordinary term—it seems rather like a technical term. If one

wanted to put to the test the linguistic knowledge of ordinary speakers, why not put

©This is the reply I sometimes get when I present the green leaves case. Some people complain that

the leaves are not green, because they are painted green.
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truth-conditional semantics to the test by observing which utterances ordinary speak-
ers hold true, as Davidson suggested?

Davidson (1973) puts two constraints on a theory of interpretation for a language L.
First, the theory must be finite but deliver truth-conditions for any sentence in L, i.e.,
for an infinite set of sentences. Second, the theory must be empirically correct, i.e., the
truth-conditions it attributes to a sentence S must coincide with the truth-conditions
speakers of L attribute to S. How can we check that a semantic theory is correct in this
second sense? For Davidson, the evidence justifying the formal theory can be obtained
by observing the behaviour of speakers. A starting point for the justification of the for-
mal theory is provided by the attitude of holding a sentence true. The outputs of the
theory must coincide with the sentences speakers hold true (assuming there is no reason
to think they are mistaken). Following this idea, a good way to check whether advocates
of Semantic Propositionalism as Borg are right would consist in checking whether the
liberal truth-conditions they attribute are in line with the sentences speakers hold true
(in context). The problem for Borg is that it is likely that we will find that there are vari-
ations in the sentences speakers hold true across contexts (keeping the relevant state of
affairs fixed). A quite ordinary example: on some occasions speakers seem to hold true
the description ‘is blond’ as applied to someone who has dyed his hair (‘Jess is the blond
guy’), whereas on others they seem to hold not true the same description as applied to

a similar (or even the same) person (‘He’s not blond, he dyed hid hair’).

2.3.3 Rejecting the role of intuitions (I): Experts

Cappelen and Lepore suggest a way of discarding the truth-value shift intuition (Cap-
pelen and Lepore, 2005, p. 164). According to them, whereas it might be part of the job
of the semanticist to tell us that the proposition semantically expressed by ‘a is green’ is
that ais green, and that an utterance of ‘ais green’ is true if and only if a is green, it is to
the metaphysician to tell us what it is for a to be green. So it is to the metaphysician to
tell us what the truth-value of Pia’s utterance is.

The problem with this answer is that, given that semantics is neither in the business
of telling us what it is for an object to be green, nor in the business of telling us which

sentences are true, how can it be in the business of telling us that two utterances of a
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sentence must share a truth-value? The metaphysician could very well take properties
to be occasion-sensitive or, alternatively, he could take the predicate ‘is green’ to express
different properties in different occasions.

Let me explore a related line of reasoning. Perhaps the idea is that, if everything
goes well, and after philosophical inquiry, philosophers will tell us what the literal sat-
isfaction conditions of ‘is green’ are (whether this expression is literally true of painted
leaves). Is this line of reasoning promising? I think it won’t work as a defence of min-
imal propositions. If the advocate of minimal propositions is interested in finding out
more about the property ordinary speakers attribute when they use the expression ‘is
green’, he will have to pay attention to ordinary uses. However, again, chances are that
he will have to give up minimal propositions. Alternatively, he can opt for explicat-
ing the term in Carnap’s sense” . Explicating a concept consists in taking an ordinary
concept, more or less inexact (in this case, one whose satisfaction-conditions seem to
shift across contexts) and transforming it in a new, more precise concept (in this case,
one whose satisfaction-conditions don’t shift across contexts). Thus, the philosopher
who opts for explicating ‘green’ would be coining a new concept—the philosophical ‘is
green’. In this second case, he would not be illuminating the discussion about our pred-
icate ‘is green’, but about a new, more philosophical one. But what we are interested

here in is natural language.

2.3.4 Rejecting the role of intuitions (II): epistemicism

It might be the case, as for example Borg (2012) holds, that some of the examples used
against Semantic Propositionalism arise from misplaced intuitions: our intuitions might
be telling us something about some property of the utterance or the sentence (maybe
about a presupposition, about its triviality...) but not about its literal truth-value.
However, finding out where exactly our intuitions have gone wrong might be a difficult

task for those who endorse Semantic Propositionalism. Nonetheless, there is another

7“The task of making more exact a vague or not quite exact concept used in everyday life or in an
earlier stage of scientific or logical development, or rather of replacing it by a newly constructed, more
exact concept, belongs among the most important tasks of logical analysis and logical construction. We

call this the task of explicating, or of giving an explication for, the earlier concept’ (Carnap, 1947, pp. 8-9)
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strategy they might follow. Semantic Propositionalism is a principle about semantics,
or about meaning, not about us and what we are able to do. In this sense, it is about the
metaphysics of meaning. It states that meaning determines a truth-evaluable content,
not that we are able to ascertain, given the actual world, what the literal truth-value of
the sentence is. It could be argued that our inability to grasp the literal truth-value of a
given utterance reveals nothing about the metaphysics of meaning.

One can read some parts of Borg (2012) as an implementation of this line of rea-
soning. According to Borg, the condition that semantic contents seem to fail to meet
vis-a-vis the existence of Travis cases is that of, in Borg’s terminology, sorting worlds.
Travis cases call into question the assumption that semantically determined contents
are truth-evaluable. They do so by showing that we, normal speakers, interpret utter-
ances of the same sentence in different ways in different occasions. Because of this, if
we are asked whether Pia’s leaves are, strictly speaking, green, abstracting from the occa-
sion of use, we are very likely to be puzzled. Now, it could be objected that one should
distinguish semantic contents sorting worlds from us knowing how is the actual world
sorted. Perhaps we should not use our intuitions about truth-values in discussing the
metaphysics of meaning.

Borg presents a view that I will call, because of its similarities with Williamson’s view

on vagueness, Borg’s epistemicism:

[T]he current stance holds that there is a fact of the matter about whether or
not, say, the sentence “That cat is on that mat’, relative to a context ¢, is true or
false, but the approach also allows that this fact of the matter may be unknown to
an agent who both fully comprehends the literal meaning of the sentence and is

in a position to assess the relevant state of affairs in the world. (Borg, 2012, p. 109)

So, according to the minimalist, a sentence like ‘the catis on the mat” expresses
acomplete proposition on the basis of lexico-syntactic constituents alone and this
proposition is what a subject needs to grasp to understand the literal meaning of
the sentence, yet grasp of such a proposition may not, in and of itself, allow a
subject to immediately tell for all possible worlds whether they are worlds which
satisfy or fail to satisfy the propositional content (even though there is a fact of

the matter to be discovered here). (Borg, 2012, pp. 109-110)

“The cat is on the mat’ makes reference to a famous example used by Searle in his
argument that truth-conditions are relative to a background of implicit, perhaps non-

representational, assumptions. Searle’s main idea is that the expression ‘is on the mat’
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only has application conditions assuming there is gravitational force—of cats and mats
floating in outer space we wouldn’t know what to say. To be sure, we could have a
practice in which this expression would apply in absence of gravitational force in case,
for example, the cat and the mat were in touch. Astronauts could use the expression in
this way. If so, we could use these two understandings and create a Travis case for the
sentence. Or we can imagine a cat on a paper on a mat and create a different Travis case
(see the example presented in sec. 2). Or we can imagine a cat with three legs on the mat
and one on the floor. Borg focuses on this last example, but the threat to minimalism
is best seen when we realise that the problem that the advocate of truth-conditional
pragmatics is putting forward has little to do with vagueness™ .

Borg claims that a subject who knows the literal meaning of the sentence (plus
the referent of indexicals, let’s say)—i.e., a subject who grasps the minimal proposi-
tion—and who isin a position to assess the object or state of affairs the minimal proposi-
tion is about might be incapable of telling whether the utterance is true or false. Pia, and
all of us, might be a competent English speaker (understand the sentence “The leaves are
green’) and be looking at the relevant leaves, but fail to know whether the sentence is
true or false of precisely those leaves. According to Borg, this is compatible with mini-
mal propositions determining (in a metaphysic sense) a truth-value. To put it in other
words: minimal propositions impose a condition of the world, but whether the world
satisfies that condition might be epistemically closed to well-positioned™ competent
speakers.

In this picture, the fact of the matter determining the truth-value of the minimal
proposition is, allegedly, only contingently epistemically closed to us. We could come
to know it. As Borg puts it, we could discover what the fact of the matter is ‘by fur-
ther investigating the meaning of the expressions involved (e.g. setting out to discover
whether the English word ‘on’ denotes a property true of cats and mats when cats have
only three out of four legs resting on the mat, where this investigation would involve
probing, among other things, ordinary speakers usage of the term).” (Borg, 2012, p. 109)

This is important because, without this, Borg’s epistemicism would imply a rejection of

8 Another example Borg often considers is “The apple is red’. is red’” sometimes describes the colour
of the skin, sometimes its interior. Moreover, Borg consider that indexicalism and contextualism are
unstable positions, and so she takes it that it is either occasionalism (i.e., Travis’ view) or minimalism.

Y By ‘well-positioned’ I mean subjects with access to the relevant state of affairs, paying attention and
with fully operative cognitive capacities. Note that we are talking about green leaves, red apples and cats
on mats and that the source of our inability to assess the proposition is related to meaning—not to the

metaphysics of colour, etc.
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the interpretability of natural language.

Taking language to be interpretable means taking the satisfaction-conditions of words
to be something knowable. There probably are domains in which truth is unknowable.
But meaning doesn’t seem to be one of those. Why? Because language is a social affair.
The meaning a certain word has depends on how we happen to use it. Meaning facts
are not out there, independently of our use of language. In the end, as seems to be im-
plicit in the previous quote, whether the expression ‘on the mat’ is true of a certain cat
depends on how competent speakers use that expression. And this is something we can
observe

Before going to the reasons why the kind of situation Borg is describing is problem-
atic, let me make two remarks. First, we don’t have here new reasons to take Semantic
Propositionalism to be true. Semantic Propositionalism is taken as the default position.
This stance tries to deactivate some criticism by claiming that our not knowing whether
“The cat is on the mat’ is true or false of certain states of affairs is compatible with Se-
mantic Propositionalism. So it works on the assumption that we don’t know whether
that sentence, in a certain context, is true or false, despite the fact that when reading a
Travis case speakers usually have the impression that one utterance is true and the other
false, not that they don’t know whether the utterances are true or false. Claiming that
we don’tknow the literal truth-value means conceding no weight to intuitions triggered
by Travis cases. Borg’s epistemicism works on the assumption that our having shifting
intuitions shows that we are blind to the literal truth-value.

Second, it is important to note that we very often find ourselves interacting with
objects and in situations for which Travis-style cases could be created. Nearly no object
is green in every respect. Few cats sit perfectly on the mat. We often sit on cushions on
chairs (is that a way of sitting oz a chair?). As a result, if Semantic Propositionalism is
true, the situation Borg is describing must be a quite ordinary one. It is not that there
are a few strange situations in which our linguistic competence doesn’t enable us to
see the literal truth-value (despite the fact that there is a literal truth-value). Rather,
for a considerable number of ordinary objects and a considerable number of ordinary
predicates we are unable to see if the object literally is as the predicate describes it. Let
us call this class of objects that are not F (green, etc.) in every respect ‘O’.

Is Borg’s epistemicism a tenable position? Two considerations tip the scale towards

anegative answer™ . The first problem with epistemicism is that it makes our capacity to

2°Recanati (2004 ) provides a response to Borg’s (2004) claim that the contextualist is guilty of con-
4) p p g 4 guilty

fusing truth-conditions and verification conditions, for the contextualist (according to Borg) confuses
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speak literally and convey information mysterious. Let us assume Borg’s epistemicism
and imagine the following situation. I have a shirt that belongs to O for the predicate
‘is yellow’, because it has a yellow label but is not yellow all over. Although I might
sometimes describe it as ‘yellow’, in most occasions, or for most conversations, I take it
not to be ‘yellow’. According to Borg’s epistemicism, and given the fact that if a Travis
cases was to be presented, I would have the truth-value shift intuition, I am ignorant
about whether the description ‘is yellow’ is literally true or false of my shirt. Despite this,
when a friend asks if I have a yellow shirt that she can borrow for a party because, she
tells me, she thinks a yellow shirt would fit nicely with her black trousers, I simply say
‘T don’t have a yellow shirt’ and manage to convey some useful information. However,
given that I don’t know how the actual world is sorted by the sentence ‘My shirt is
yellow’, and related sentences, it is a mystery how I manage to say ‘I don’t have any
yellow shirt” and thereby convey some useful information, i.e., it is mysterious how I
and my friend manage to coordinate ourselves in reducing the set of possibilities (that
I have a yellow shirt, that I don’t) to how things really are. In my case, it is mysterious
how I can find a sentence that operates the reduction of possibilities to the actual one,
given that I am unable to assess how sentences referring to my shirt and describing it
as ‘yellow’ sort the actual world. Strictly speaking, if epistemicism is true and it can be
put to work in explaining away Travis cases I don’t know how is my utterance literally
sorting the actual world.

Perhaps the explanation is that my utterance expresses, besides the minimal proposi-
tion whose truth-value I don’t know, a pragmatically enriched one—something equiv-
alent to ‘I don’t have any shirt whose predominant colour is yellow’. However, if one
explains the case by saying that the proposition we are aware of expressing is one prag-
matically enriched, then one undermines our capacity to speak literally, that is, to use

the contents that, allegedly, are semantically expressed by the sentences we use. Securing

knowing the truth-conditions of a sentence (given by disquotational schema) and being able to verify
whether a given state of affairs satisfy them. Recanati argues (rightly in my view) that the ‘central idea
of truth-conditional semantics (as opposed to mere ‘translational semantics’) is the idea that, via truth,
we connect words and the world. If we know the truth-conditions of a sentence, we know which state
of affairs must hold for the sentence to be true. T-sentences display knowledge of truth-conditions in
that sense only if the right-hand side of the biconditional is used’ (Recanati, 2004, pp. 92-93). This sug-
gests that the situation Borg (2012) describes is not tenable: if a speaker knows truth-conditions, then he
knows ‘which state of affairs must hold for the sentence to be true’ and, in particular, whether the actual
state of affairs is such a state of affairs (assuming he is a position to asses it). I will not pursue this line of
reasoning further. Instead, I will argue that, even granting that the situation described is intelligible, it is

problematic.
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minimal propositions amounts to preventing them from having a use™ .

The second problem has to do with interpretability. Borg’s view is that one could
make more work and find out what the literal truth-value of the sentence is. We could
do some work and find out whether the predicate ‘is green’ is one that is true of Pia’s
leaves, whether a cat sat on piece of paper on a mat makes “The cat is on the mat’ true,
etc. The way to do it is to probe ordinary speakers’ usage of the term. The problem
now is that Borg’s position makes ordinary speakers’ usage unreliable. We have been
told that knowing a minimal proposition is compatible with not knowing its truth-
value relative to a state of affairs we are in a position to assess, and that this explains our
(allegedly) confusion in assessing Travis cases. But then, why should we trust ordinary
speakers? If we, competent speakers, don’t know how the actual world is sorted in the
examples discussed, and have shifting intuitions, why should we think other speakers
do? Are their intuitions about speech act content neither misplaced nor confused? We
haven’t been given any reasons to rule out that they, just like us, are ignorant about

literal truth-values.

2.3.5 Conclusions

I have argued that the arguments offered in support of minimal propositions are prob-
lematic. First, assuming that there are purpose-independent ways of being green is ques-
tion begging, for this is the claim that Travis cases target. Second, relying on the intu-
itions of a specific group of people (children, or those who are asked to reflect on literal
meaning) is unwarranted. Third, explicating the concept would not be fair to the goal
at stake, i.e., finding out whether Semantic Propositional is true of natural language.
Fourth, epistemicism makes our capacity to convey information mysterious, or relies
on pragmatic adjustment to the extent of casting doubts that minimal propositions are
playing any role. Moreover, it is at odds with interpretability.

As a result, advocates of minimal propositions find themselves in an unstable po-
sition. In order to secure minimal propositions, they need minimal propositions to

be immune to common reactions to Travis cases. So they need to reject the intuitions

*'A turther problem would be to justify why epistemicism doesn’t hold for pragmatically enriched

propositions.
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triggered by these cases, either by convincing us that both utterances in a Travis case
are literally true (or false) or by ruling out the role of our intuitions. However, ordinary
speakers’ behaviour and intuitions are the best (if not the only) way of finding out what
the meanings of the words in alanguage are and what their extensions are on an occasion
of use. So they are led to a dilemma. Either they prevent ordinary speakers’ behaviour
and intuitions from having any role, which might preclude the interpretability of nat-
ural language; or they allow ordinary speakers’ behaviour and intuitions to be used in
deciding which is the literal truth-value of utterances in Travis cases, in which case they

run the risk of being forced to renounce to minimal propositions.

2.4 Rejecting the non-indexicality assumption

So far I have assumed that advocates of Semantic Propositionalism take the predicates
involved in Travis cases to be context-insensitive. However, some semanticists have ar-
gued that colour predicates contain hidden context-sensitive variables, or that they are
ambiguous, or that they involve some other form of context-dependence. If this is so,
there is a chance that Semantic Propositionalism can be made compatible with the vari-
ation we find in Travis cases, at least when it comes to colour predicates. In this section

I examine these proposals.

2.4.1  Semantic Propositionalism, ambiguity and context-sensitivity

How would Semantic Propositionalism work for ambiguous and context-sensitive sen-

tences? Let us recall the principle of Semantic Propositionalism:

Semantic Propositionalism: The semantic content of a well-formed declar-
ative sentence S determines a truth-evaluable content (a proposition, a

truth-condition).
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The principle, as it is stated here, is about sentences. If ‘is green’ in “The leaves are
green’ is ambiguous, then we can take it that this inscription can express two different
sentences. The principle would apply to these disambiguated sentences.

In the case of context-sensitivity, one should understand ‘semantic content’ as ‘char-

acter’:

Semantic Propositionalism (context-sensitivity): The character of a well-formed
declarative sentence S determines a truth-evaluable content (a proposition,

a truth-condition) at a context of use.

If a predicate is conceived as exhibiting context-sensitivity, its semantics will need
to be revised. One might, for example, posit some hidden (aphonic) context-sensitive
variable in the logical form of the predicate, following Stanley’s indexicalism (Stanley,
2000). This procedure implies a syntactic revision with semantic consequences. Al-
ternatively, one could argue that the semantics of an expression involves some form of
context-sensitivity, because, let’s say, it is part of its meaning that some contextual con-
tribution is needed. Although this second option does not seem to imply a revision of
the syntax, it is not clearly distinguishable from indexicalism. What is relevant here is
that these options work on the assumption that we can identify the sources of the pos-
sible variations (the dimensions that can provoke a change in satisfaction-conditions)
and translate them into a set of parameters—that we will include either in the syntax
of the predicate or otherwise in its semantics. The route to the identification of these
parameters often goes via Travis cases™ .

In order to be a proper defence of Semantic Propositionalism, an account having
recourse to context-sensitivity must fulfil two conditions. First, it must provide a set of
necessary and sufficient parameters” . The motivation for this condition is not difficult
to see. If the set of parameters that are relevant to account for the satisfaction conditions
of a use of a predicate were to be given by the context, they would not be semantic after
all. Semantics would be compatible with variation in truth-conditions. By contrast,
if semantics is to determine the satisfaction-conditions of a predicate on an occasion

of use, it must encode all the possible dimensions of variation. Any possible Travis

**The fact that the reasons for revising the syntax are merely pragmatic is already a problem for some
advocates of Semantic Propositionalism, as Borg (Borg, 2012). Stanley (2000) provides a syntactic argu-
ment in support of positing certain hidden variables. However, indexicalists dealing with Travis cases
often lack independent arguments supporting the claim that colour predicates contain hidden variables.

»See Davies (2014) for the use of a similar desideratum against some indexicalist proposals.
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case must be generated by shifting the value of a parameter encoded in the syntax, or

otherwise in the semantics, of the predicate.

Not all the accounts to be described in the next section deal with parameters. The
spirit of the condition, however, is that the semantic analysis must be able to handle
all sources of indeterminacy, that is, it must account for all Travis cases. This means
that the semantics of the expression must fix all the possible satisfaction-conditions the

expression can have*+ .

Second, it must be an instance of what I will call semantic determination. It is im-
portant to note that the principle of Semantic Propositionalism is about semantics de-
termining a truth-evaluable content. Applying the character/content distinction does
not automatically get us a framework in which semantics is sufficient for delivering
truth-evaluable content. As Recanati (2017) argues, the idea of indexicals having char-
acters suggests that the semantics of these expressions involve some kind of procedure
whereby a speaker could access the truth-conditional content of an utterance . Lin-
guistic competence is supposed to be sufficient to grasp the referent of an indexical on
an occasion of use. However, many indexicals don’t work like this. Let us compare the
sentences ‘I am in Barcelona’ and ‘She is in Barcelona’. In the first, the semantics of ‘T’
establishes that the referent of this expression is the person uttering the sentence. Given
a context (in the intuitive, not the technical sense), the referent can be said to be auto-
matically determined. That piece of information (‘utterer of this sentence’) is sufficient
for the interpreter to pick up an individual. By contrast, itis plausible to take the seman-
tics of “she’ to be something like ‘salient female’. Given a context of use, this semantic
information is insufficient to pick up a referent. The interpreter needs to know in ad-
vance who is salient in the conversation in order to be able to interpret the utterance.
Whereas the semantics of ‘T am in Barcelona’ can be said to respect Semantic Proposi-
tionalism there are reasonable doubts that ‘She is in Barcelona’ does. The semantics of
‘she’ constrains the referent of this expression on an occasion of use, but it is not at all
clear that it determines it.

Despite this intuitive difference between ‘I’ and ‘she’, ‘context’ is often a technical
notion. A context can be conceived as a sequence of objects. When we conceive contexts
in this or related ways, the referent of a demonstrative is fed into the context. Once thisis

done, the character of the sentence can be said to determine the content at that context.

> Alternatively, one could claim that some cases not accounted for by his theory are not really cases of
truth-value shifts and combine indexicalism with some version of minimalism.
*Perry (2001) distinguishes automatic from discretionary indexicals.
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But one should question whether this kind of mechanism is worth calling ‘semantic
determination’. It does not capture a procedure a speaker could use in order to access
the referent of an indexical. The character is not telling him which object the indexical
refers to. It works on the assumption that he already knows that. Hence, if a theory
based on context-sensitivity is not a genuine case of semantic determination, then it is
not really semantics that is doing the work and the theory will not count as a defence of
Semantic Propositionalism.

Asaresult, a semantic analysis ofan expression E will count as an respecting Seman-

tic Propositionalism only in case the two following conditions are respected:

Condition I: The semantics of E fixes the ways in which E is indeterminate

(for example, by providing a set of necessary and sufficient parameters).

Whether an account satisfies this condition can be checked by applying the account
to a range of Travis cases. The idea would be the following. Let us suppose that we
have a theory T identifying a set of parameters as part of the semantics of expression E.
If T is to be a defence of Semantic Propositionalism, then that set of parameters must
exhaust the sources of indeterminacy, and with it, the possibility of generating Travis
cases. Now, imagine that we keep the value of those parameters fixed and, nonetheless,
are able to create a further Travis case. That would mean that the semantics T attributes
to E are compatible with variation of truth-conditions. So T'is of no use as a defence of

Semantic Propositionalismm 27,

Condition II: Semantics determines, and not merely constrains, the refer-

ent or extension of E on an occasion of use.

We can check that an account fulfils this condition either by taking recourse to the
kind of knowledge a speaker would need to use in order to interpret an utterance includ-
ing the expression, or by assessing whether the information encoded in the semantics
of E is enough to select its referent or extension.

I will only discuss Travis cases involving colour predicates, for these are the exam-

ples often considered by those who intend to meet Travis’ challenge by positing some

2¢Travis often uses this kind of argument ((Travis, 1981, p. 53), (Travis, 2000, pp. 35-36)).
*7Strictly speaking, there could always be further Travis cases we have not yet imagined that are not
explained by the theory, but if we find ourselves unable to provide such a case, this can be seen as a reason

to take the account to satisfy this condition.
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form of context-dependence. However, one might ask whether indexicalism, or sim-
ilar views, could be extended to other Travis cases. I think that approaches based on
context-sensitivity don’t seem very appealing when it comes to other words. Thus, even
assuming the indexicalist succeeds in his analysis of colour predicates, the advocate of
Semantic Propositionalism would still need to do much work. As Clapp puts it As
we stroll through the transportation museum, the extension of our uses of ‘airplane’
will be negotiated and accommodated, and thereby sharpened, butI trust that nobody

maintains that ‘airplane’ is an indexical.” (Clapp, 20124, p. 86).

The theories I will discuss are instances of what is sometimes called indexical con-
textualism®® . Indexical contextualists aim at explaining truth-value shifts by positing
different propositions. By contrast, according to relativism or nonindexical contextual-
ism, the proposition expressed in the two occasions described in a Travis case remains
constant. The shift is due to it being evaluated relative to parameters that get differ-
ent values. Because of linguistic reasons, one might find non-indexical contextualism
preferable (or the other way round)* . I will not address this issue here. If a relativist
was to posit the same parameters as the indexicalists I will discuss, my criticisms could

be applied to this proposal as well *° .

28See MacFarlane (2009). MacFarlane introduces the distinction and advocates for nonindexical con-
textualism.

»Suppose that we have reasons to think that the predicate ‘is hexagonal’ involves a parameter standing
for standards of precision. A proponent of indexical contextualism would take the proposition expressed
by the sentence ‘France is hexagonal’ to change from context to context. A proponent of non-indexical
contextualism could argue as follows. Imagine this conversation:

(A) Italy is boot shaped.

(B) France is hexagonal.

(C) Well, strictly speaking, that is not true.

Here, what (C) says refers to the proposition expressed by (B) and is true. But if indexical contextualism is
true, it cannot be the case, for the proposition expressed by (B) is something like ‘France is roughly hexag-
onal’, and this proposition, strictly speaking, is true. So what (C) says should be false. Because of this,
the context-dependence of ‘hexagonal’ seems to be better explained by locating the parameter standing
for standards of precision at the index. In this way, the proposition expressed by different utterances of
‘France is hexagonal’ is kept fixed but its truth-value is allowed to vary. However, both proposals assume
that positing a parameter standing for standards of precision is sufficient to account for the variations in
extension of this predicate across uses (keeping the state of the world fixed in the relevant respects).

3° As I have noted, Davies (2014) presents a related critique against Szab, Kennedy and McNally, and
Hansen. His argument is based on the claim that these approaches don’t model the meaning of colour
predicates as a character, buy merely as something that varies with context. Itis difficult to assess whether

Davies takes semantic determination to be an intrinsic feature of what he calls ‘characters’.
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2.4.2  Available approaches

In this section I will present six approaches that purport to assimilate Travis cases to the
framework of truth-conditional semantics by appealing to context-sensitivity, broadly
understood ((Szabd, 2001), (Vicente, 2012, 2015) (Giberman, 2016), (Kennedy and Mc-
Nally, 2010), (Hansen, 2011), (Rothschild and Segal, 2009)). In the next section I will
assess whether they respect conditions I and II.

Szabé (2001) presents an analysis of colour predicates according to which the logical
form of these expressions contains hidden context-sensitive variables. The proposal is
based on the idea that ‘different dimensions of incompleteness correspond to different
variables’ (Szabd, 2001, p. 136). Szabd finds two dimensions of incompleteness, com-
parison class and part. The motivation for the first dimension is that different objects
are, for example, green in different respects—it is not the same to be green for a laptop
than for a dress. Regarding the second, objects of the same class can be green in differ-
ent parts. A dress can be green all over, in most of its surface, etc. This provides an easy
explanation of the green leaves example. In the first utterance, the variable standing for
the class of reference gets the value leaves and the variable standing for part gets the value

surface, whereas in the second, this last variable gets as value inside.

Szabd’s analysis locates the shifting dimension in the predicate. By contrast, Vicente
(Vicente, 2012, 2015) locates it in the subject. This proposal is similar to Szabé in that it
also takes parts to be relevant. Vicente is an advocate of conceptual semantics. Accord-
ing to this approach, lexical entries for nouns consist in complex conceptual representa-
tions including rich information about the kind of entity the noun designates* . Thus,
the lexical entry corresponding to ‘leaf’ includes information about it being a physical
object. The entry corresponding to ‘physical object’, in turn, (or the entry for ‘leaf’ it-
self) contains the information that physical objects can have surface properties that are
not their original properties. Although it is not a form of indexicalism, for no hidden
context-sensitive variables are postulated, it is similar to indexicalism in the following
sense. According to Vicente, the meaning of the word ‘leaf” includes the information
that leaves are physical objects and that, as such, they have apparent surfaces and hidden,
original surfaces. This is semantically equivalent to theories that establish that the word
‘leaf’ contains a variable standing for surface that can take two values, original surface

or apparent surface.

In Vicente’s account, a rule such as ‘GREEN modifies LEAVES’ leaves it indetermi-

3'See Belleri (2014a) for a similar view.
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nate which part of the conceptual structure is activated on an occasion of use. However,
the meaning of ‘leaves’ determines the possible meanings of this rule, that is, more spe-
cific rules as ‘GREEN modifies the apparent surface of LEAVES’ or ‘GREEN modifies
the original surface of LEAVES’. Contextual factors decide which of them is selected on
an occasion of use. Vicente concludes that ‘when we have the relevant information, we
are not only supplied with the meaning, but also with the truth-conditional meaning:
which means that meaning does determine truth-conditions after all’ (Vicente, 2012,
p-14)*.

Giberman (2016) also locates the shift in the subject. However, he takes mereo-
logical relations to be the key to accommodating Travis cases within truth-conditional
semantics. On Giberman’s analysis, the logical form of the subject of a sentence of
the form ‘a is F” is an ordered triple <object,, pseudo-mereological operation, object,
>. There are two possible pseudo-mereological operations, addition and subtraction.
Their results are pseudo-mereological fusions of object, and object,. Giberman takes
contextual factors to determine the objects that occupy the slots, as well as the opera-
tion. Once this is settled, the pseudo-mereological operation operates on the objects
and delivers the semantic value of the expression of which the property is predicated.

Giberman’s explanation of the green leaves example goes as follows. The content of

Pia’s first utterance is:
[<THE LEAVES at t, +, paint at t >, greenness]
whereas the content of the second utterance is:

[<THELEAVES att, +, leaf parts spatiotemporally continuous with THE
LEAVES at t that constitute their histories and extend back to a seed of a

green-leafed plant species >, greenness]

It can be a bit unfair to describe Vicente’s analysis as a defence of Semantic Propositionalism for,
in his analysis, the semantics of S doesn’t deliver one truth-evaluable content. Vicente writes: ‘It is up to
pragmatics to select one of these possible meanings, i.e., to pick out some specific (but pre-existent) truth-
conditions.” (Vicente, 2012, p. 14). As a consequence, the truth-conditions of an utterance of a sentence
S are partly a pragmatic matter. Semantics delivers a set of possible readings for S. Which is the one the
utterance expresses depends on pragmatic factors. However, I think the analysis is similar to accounts that
assume Semantic Propositionalism in this sense: according to Vicente’s analysis, semantics can be seen
as determining a set of truth-evaluable contents—in this sense semantics delivers truth-evaluable content.
Moreover, Vicente’s proposal can be translated into a form of indexicalism by posting hidden context-

sensitive variables corresponding to the conceptual information of the noun.
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The fact that two different contents have been expressed, true under different condi-
tions, explains the shiftin truth-value. The analysisisintended to secure truth-conditional
semantics vis-a-vis Travis cases.

In spite of the merits of these analyses, it has been repeatedly noted that parts are
not the only source of shiftiness. Some Travis cases involve changes in the illumination
conditions (the purple painting). Others cases involve changes in who is the relevant
judge (swatch 27). Szabd’s theory is unable to deal with these examples, for here we have
variation in truth-conditions even though the values of the class of comparison and
part parameters are kept fixed. Giberman’s theory is also unable to account for these
examples, for in them the result of the mereological fusion may remain constant (‘is
purple’ refers to exactly the same object: the painting). In the case of Vicente’s theory,
we are not told how much information the lexical entry for ‘leaf’ includes, and we are
not told anything about the lexical entry for ‘painting’. However, the variation in the
purple painting example is due to a property of colours: the colour we perceive an object
as having depends on the observation conditions. It wouldn’t seem very plausible to
claim that the lexical entries for ‘leaf’, ‘painting’, ‘swatch’, etc. contain information
about the metaphysics of colour.

Because of the existence of multiple sources of variation, more complex analyses
have been provided. Hansen’s (2011) approach, a modification on Kennedy and Mc-
Nally’s ambiguity view, is the most complete so far. Let me begin by introducing Kennedy
and McNally (2010).

Kennedy and McNally (2010) present a solution to what they call Travis’ green
leaves puzzle based on the idea that ‘green’ isambiguous. Their proposal is notintended
as a reply to Travis’ occasionalism, but only as an explanation of what is going on in the
green leaves scenario. In order to do this, they provide a semantics for colour predicates.
Roughly, their theory establishes that® colour predicates are ambiguous between three
readings: (1) a gradable quantity reading, (2) a gradable quality reading, and (3) a clas-
sificatory reading, in which the predicate is used to distinguish objects on the basis of
why they are green. The gradable quantity reading is the one we get when using expres-
sions such as ‘completely green’ or ‘half green’, and substitutes Szabd’s Part variable.

The predicate is interpreted with respect to a scale of greenness**. How much green is

»Kennedy and McNally provide linguistic evidence supporting the ambiguity claim.

*#Different degree morphemes introduce different kinds of standards that determine whether the
property in question is held in sufficient degree for the predicate to truthfully apply to its argument. For
example, the (unmodified) positive form involves a null degree morpheme pos that introduces a relation

to a contextual standard of comparison’ (Kennedy and McNally, 2010, p. 95).
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green enough depends on the context (the disambiguated sentence is context-sensitive).
The gradable quality reading works similarly, but here what matters are qualitative as-
pects (hue, etc.). Again, this gradable reading is context-sensitive. In the classificatory
reading, ‘having the property denoted by the color adjective is crucially correlated with
having some other property or properties which are relevant for some purpose or other’
(Kennedy and McNally, 2010, p. 88).

A difference in truth-value in two utterances of “The leaves are green’ might be
thus explained as a difference in the sentence uttered. Pia’s first utterance expresses a
gradable-quality reading of ‘green’ (what matters is how the leaves look), whereas the
second utterance expresses a non-gradable reading.

Despite the merits of Kennedy and McNally’s semantics, their theory is insufficient
as a defence of Semantic Propositionalism for colour predicates. Again, the analysis
cannot deal with examples involving changes in observation conditions. Relying on a
relational metaphysics of colour according to which colours are relational properties,
Hansen (2011) adds three variables to the syntactic form of colour terms: frame of ref-
erence, observation conditions, and observer. These parameters, common to both the
gradable and the non-gradable readings, allow Hansen to handle a variety of cases, in-
cluding the purple painting example. The parameter standing for observation condi-
tions can do the required work: its value shifts from the first utterance (daylight) to the
second (blacklight). The analysis can also explain cases involving other forms of varia-
tion. Imagine someone saying ‘Patch A is greener than patch B’ while looking at two
patches of grass on a shiny day. ‘Greener’ here could be used to describe, how the two
patches look that day, or a more stable property. The variable standing for the frame
of reference explains this variation. This variable can get two values, stimulus or object.
Imagine that patch A looks greener on a shiny day, but that that difference is not stable.
Most of the time, the two patches look exactly the same. If the speaker is talking about
how the patch looks to he and his addressee (stimulus) on a shiny day, an utterance of
‘Patch A is greener than patch B’ will be true. If they are discussing about how those
two patches are in general (object), it will be false.

What about Pia’s leaves? Following Kennedy and McNally, Hansen claims that
an ambiguity gradable/non-gradable explains the difference in truth-conditions. It is

worth quoting Hansen at length ((1) is the sentence “The leaves are green’):

The painted leaves are projected by the color adjective onto a scale of green-
ness that is sensitive to the relevant frame of reference, conditions of observation

and standard observer in the context. The standard value (contributed by pos in
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(1)) that the salient parts of the leaves have to meet or exceed in order to count as
green is determined by features of the context. In Ci, the leaves are projected to a
point on the contextually determined scale of greenness that meets or exceeds the
contextually determined standard value, so when Pia utters (1), she thereby says
something true. In Cz, the falsity of Pia’s utterance of (1) is due to her using green
to go proxy for some contextually relevant property (like naturally green). The
difference in the truth conditions of what Pia says in the two contexts is explained
by a form of ambiguity, and the central commitment of CTCS [Compositional

Truth-Conditional Semantics] is not threatened. (Hansen, 2o11, p. 219)

In the first utterance, ‘green’ is gradable. The context determines a scale and the
parts that must be green in order for an object to count as ‘green’. When Pia first says
“The leaves are green’, the leaves are projected to a point on the scale that exceeds (or
at least meets) what is contextually required to count as ‘green’. In the second utter-
ance, ‘green’ is non-gradable and, consequently, is proxy for another property. Hansen
mentions the property naturally green. This explains the truth-value shift.

Instead of having recourse to hidden context-sensitive variables, Rothschild and Se-
gal (2009) treat predicates as indexicals, like ‘I’ or ‘that’. Their analysis goes as follows.
They group together all tokens of ‘green’ in a context. All tokens of ‘green’ that occur
in j-th context are grouped as being instances of the syntactic type red;. Tokens of this
type can only occur in j-th context. These context-bound types are subtypes of larger
types. The semantics of the larger types is conceived as a function from contexts to ex-
tensions. In this framework, extension is determined by the conversational standards
of the context: ‘an object satisfies a token of ‘red;” in a context, if it counts as red by the
standards of the context’ (Rothschild and Segal, 2009, p. 472). This theory can easily ac-
commodate Travis cases: what counts as red varies from context to context. Therefore,

different objects satisfy ‘red’ on different occasions.

2.5 Assessment

Do the previous analysis respect conditions I and IT? As T have already noted, it is doubt-
ful that Szab¢, Vicente and Giberman have identified a set of sufficient parameters. Ob-

servation and illumination conditions bring problems for these approaches. Moreover,



62 2.5. ASSESSMENT

as Kennedy and McNally (2010) argue, colour terms are sometimes used to classify ob-
jects on the basis of their possession of other correlated properties. Vicente and Szabd’s
accounts might have problems with this. I focus on Vicente’s. Vicente’s account deals
with the property of being originally green, but there are others. For example, one could
use ‘green’ to describe an old wooden box that was painted green in the 13™ century but
which doesn’t exhibit the colour anymore (in a conversation about arts and crafts dur-
ing the middle age, in order to distinguish that box from other boxes that were, at that
time, painted red, on the basis of the presence of some invisible chemical compound:
“The box we own is a green one! The chemical analysis has confirmed it.”). In order to
account for this example, one would need to add more information to the lexical entry
‘box’ (something like: ‘boxes have properties that apply to the original and apparent
surface, where the apparent surface can be the current one or the one it had in the ;3

century, etc.’).

Moreover, it is still possible to create a further Travis case on the top of that. For ex-
ample, a box could have been superficially green by accident (some paint fell on it) and
not as a result of an artisan’s work. Some people might be interested on the colour the
box had at that time, other people might be interested only in artisans’ works. So one
would need to complexify again the information contained in the lexical entry (‘boxes
have properties that apply to the original and apparent surface, where the apparent sur-
face can be the current one or the one it had in the 13™ century, and where the apparent
surface it had in the 13™ century can be the result of an intentional or of an uninten-
tional action’.) But as we complexify the rule it becomes less and less plausible that the

information be in fact lexical, i.e., that this information is part of the meaning of ‘box’.

As to Giberman’s account, even if it could account for cases where there are changes
in illumination conditions, it is not clear that the account respects condition II. Giber-
man writes: ‘[F]or subject term ‘a’ and predicate ‘F’, the “rule” for understanding the
content of ‘a’ in an utterance of ‘a is F’ is roughly: use previously established conver-
sational interests—including interests in the property expressed by ‘F’—to select some
objects to mereologically add to or subtract from the metaphysically perspicuous des-
ignatum of ‘a’ and select the resulting object as the content.” (Giberman, 2016, p. 113).
Semantics is merely telling the interpreter to look for two objects, but it’s not giving any
clue as to which those objects are. Identifying them is a wholly pragmatic affair. The

determination of a truth-evaluable content goes via pragmatic interpretation.

Since Kennedy and McNally’s analysis is included in Hansen’s theory, I will skip it.

Does Hansen’s proposal satisfy condition I? I have some doubts that all the parameters
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posited are necessary for analysing sentences in which the colour is not predicated of an
object, as in ‘Imagine a red spot’ (This example appears in (Recanati, 2010)) or ‘Look,
the rainbow is blue and green, etc.” It is not clear that the frame of reference variable is
playing any role here. But let’s leave this question aside (the analysis could probably be
restricted to certain uses of colour predicates or made more complex)® . The problem
I want to focus on is a different one. Due to the inclusion of a classificatory reading in
which ‘green’ goes proxy for a correlated property, Hansen’s analysis can be expected
to explain a great variety of Travis cases. In all cases in which the variation cannot be
explained as a variation in the part of the object that is supposed to be coloured, or in
the observation conditions, observer or frame of reference, one can claim that ‘green’
refers to a different, although related, property. Now, the problem is that precisely be-
cause of this reading, Hansen’s analysis does not respect condition I13¢ . Which corre-
lated property an instance of ‘is green’ expresses is not determined by the semantics of
green—semantics just fixes that the predicate is used to express a different property, it
does not contain any receipt as to how to identify that property?” .

Let me quote how Hansen understands the project of Compositional Truth-Condi-

tional Semantics to make the point clearer:

The truth condition (or content, or proposition) of an occurrence of a sen-
tence S in a context™ C is determined by the semantic properties of the parts of

S, their mode of combination, the context* C, and nothing else. (Hansen, 2011,

p. 202)

By context* Hansen understands ‘an n-tuple of features required to represent the
contextually variable, but regular, contribution that context sensitive expressions like

indexicals and demonstratives make to the truth condition of sentences.” (Hansen, 2011,

p. 202).

3There are some examples involving objects covered by other objects, for example, tables covered by
tablecloths. Here the predicate can apply to the table or to the tablecloth. Giberman’s analysis fares better
than Hansen’s in this respect.

36Tt is not clear either that the determination of the value of the posited variables is purely semantic,
butitis enough for my point to focus on the classificatory reading. This reading clearly calls for pragmatic
interpretation.

%7See Clapp (2012¢) for a similar argument. Clapp argues that Kennedy and McNally’s ambiguity view
posits something equivalent to a lax discretionary indexical. The interpreter needs to consider what is
reasonable to take the speaker to mean. Thus the approach obliterates the distinction between semantic

interpretation and other forms of interpretation having to do with grasping speaker meaning.
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We are not told how to apply this notion of context to the green leaves example. A
reasonable interpretation is that this n-tuple of features includes the property for which
‘is green’ goes proxy (naturally green, in the green leaves example). However, if this is
the proposal, then it is clear that it does not respect Semantic Propositionalism, since
the semantics of “is green’ are not doing any work here in the determination of the prop-
erty expressed. Whatever property is pragmatically determined goes into composition.
The role of semantics would not be that of determining truth-conditions of S on an
occasion of use but that of (1) constraining the extension of the expressions of S on an
occasion of use and (2) composing those pragmatically obtained values. On the other
hand, if the feature is not the property itself, then we need a further story about the
features included in the context and how they determine which property is expressed
on an occasion of use—a story we don’t have yet.

Rothschild and Segal’s analysis is subject to a similar worry, as Clapp has argued
(Clapp, 2012a). The aspects of contexts that are relevant for the shifts in extension are
not even specified by the character. It is a wholly pragmatic affair to determine the ex-

tension of the predicate on an occasion of use.

2.6 Conclusions

I have argued that neither minimalism nor indexicalism work as a defence of Semantic
Propositionalism. The minimalist arguments offered so far don’t manage to counter
the pragmatist challenge. Some of them rely on there being context-insensitive ways of
classifying things, which is precisely what Travis cases call into question. Others unwar-
rantedly rely on some privileged speakers or experts having access to the literal contents
of colour predicates, assuming, further, that their verdicts will coincide with the min-
imalists preferred semantics. And yet others predict that, in quite ordinary situations,
well-positioned competent speakers are ignorant of the literal truth-value of the sen-
tences they use, thus casting doubts on the possibility of ever finding out the literal
truth-value of the sentences used in Travis cases. On the other hand, the best indexical-
ist theories we have, that s, those able to deal with the corpus of examples that motivate
the pragmatist challenge, have recourse to pragmatic interpretation. As a result, these

are not theories in which semantics determines truth-evaluable content—pragmatics is
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doing a crucial job. Although they might be compatible with both a principle of Se-
mantic Compositionality and with a principle of Pragmatic Compositionality (see sec.
1), they are not a response to the pragmatist challenge, for the pragmatist is attacking
Semantic Propositionalism, not (Semantic or Pragmatic) Compositionality.

At this point, it is important to consider why would one want to maintain Seman-
tic Propositionalism® . A possible answer is that Semantic Propositionalism is on the
basis of truth-conditional semantics and, as for instance Rothschild and Segal claim,
“Truth-conditional semantics is the major research project of linguistic semantics and
the project and its prospects are a central concern in contemporary philosophy of lan-
guage.” (Rothschild and Segal, 2009, p. 467).

Semantic theories are often conceived as interpretive theories, i.e., as theories that
deliver interpretations for indefinitely many sentences in a language L* . These theories

are supposed to model our ability to interpret speech. As an example, Larson and Segal

#One of the reasons Borg (2012) offers in support of minimalism has to do with the modularity of
mind. Her idea is that the mind has a module for semantic interpretation. However, a pragmatist posi-
tion as Travis’ is perfectly compatible with this. On an occasionalist view, pragmatics do not play any role
in the determination of semantic content, for semantic content is only content that sentences have qua
types. By the same token, an occasionalist agrees with Borg that it is not the role of semantics to account
for speech act content. The disagreement concerns whether semantics thus viewed can deliver something
truth-evaluable. The point of disagreement is not whether semantics is free of pragmatic intrusion, it is
whether semantics can deliver something truth-evaluable, or only an indeterminate content compatible
with different truth-conditions.

»This is not the only aim of semantic theories. One of the things semantics is often taken to explain
are logico-semantic relations between sentences. For example, one might be interested in how the truth
of asentence relates to the truth of other sentences, or about synonymy or contradiction. As Davies (2011)
has argued, abandoning Semantic Propositionalism is not a problem for this aim, for we can distinguish
substantial and logico-syntactic truth-conditions. In formal theories we assign truth-values to sentences
and see how the values of other sentences in the theory depend of those assigned truth-values. These are
logico-syntactic truth-values: they are either stipulated or derived from stipulated truth-values. By con-
trast, the substantial truth-value is the truth-value a given sentence has as assessed against the actual word.
Semantic Propositionalism is about truth in this second sense. Similarly, one can take formal semantics
to provide the tools to solve philosophical puzzles. The idea here is that by uncovering the complexities
of a language one might be able to gain some insight into philosophical problems. As an example, con-
sider the sentence ‘John believes that the tallest spy is in Paraguay’ (Dever, 2014). This sentence contains
an ambiguity, it can be read de dicto or the re. A semantic theory might reveal such an ambiguity. As sen-
tences become more complicate (John believes that some linguist followed every philosopher’), semantic
theories become more useful in philosophical discussion. Again, abandoning Semantic Propositional-
ism need not be a problem for this view, for we can have semantic theories working with logico-syntactic,
not substantial, truth-conditions. This, together with a revision of the logical form of the problematic

sentence, is enough to account for the possibility of having different readings.
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write:

A speaker’s knowledge of meaning for a language L is knowledge of a deduc-
tive system (i.e., a system of axioms and production rules) proving theorems of

the form of (T) that are interpretive for sentences of L. (Larson and Segal, 1995,

p- 33).
(T) s, of course, the following schema:
(T) Sis true if and only if p.

These theories take our knowledge of meaning (together with our knowledge of
composition rules) to be sufficient for us to interpret an utterance, where interpret-
ing an utterance means knowing under what conditions the sentence uttered would
be true. Renouncing to Semantic Propositionalism is a problem for this way of seeing
the role of semantics, for it amounts to rejecting the idea that meaning is the route to
extension—that we can identify knowledge of the meaning of ‘is green’ (together with
the meaning of the other expressions and syntax) with something that would be suffi-
cient for us to grasp the truth-conditions of Pia’s utterances and, in particular, to grasp
what counts as ‘green’ on the occasions described. If knowledge of meaning is not the
key to interpretation (to truth-conditional content), then the project is doomed to fail-
ure—our knowledge of meaning is not knowledge of a deductive system proving theo-
rems of the form of (T)*° . We need to provide a different explanation of our ability to
interpret speech.

This might sound as a strong reason for trying to secure Semantic Propositional-
ism. However, if we look at current defences of Semantic Propositionalism there are
some doubts that the original project is still being pursued. I start with indexicalism.
As I have argued, there are two indexicalist theories that can account for Travis cases,
Hansen (2011) and Rothschild and Segal (2009). Are these a development of Larson
and Segal’s mentioned project? I think they are not. Both theories have already given
up the idea that knowing the meaning of “is green’ is sufficient for a speaker to grasp the
truth-conditions of Pia’s utterances. As I have argued, both in Hansen’s (2011) and in
Rothschild and Segal’s (2009) theories, knowledge of truth-conditions requires some-
thing more than knowledge of meaning and syntax—it requires pragmatic interpreta-

tion, the ability to grasp what counts as ‘green’ in a particular occasion of use, which

4°On this point, the pragmatist position bears some similarities with (Chomsky, 2000). One way to
take apart the identification of meaning with extension is to go for an internalist view of meaning (see
(Pietroski, 2003)).
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property the predicate expresses. And this is something that knowledge of meaning
alone will not get us.

What about minimalism? It is also doubtful that minimalism is in the business
of providing semantic theories as theories of interpretation, but for a different reason.
In order to keep the kind of semantic theories they like (ones where predicates have
a stable extension), minimalists need to explain away the actual interpretation many
users of language make of the utterances described in Travis cases. However, because of
this, it is not at all clear that their theories model oxr linguistic knowledge. If we took
speakers’ judgements as a test for correctness of semantic theories, minimalist theories
will not be in a good position. Because of this, minimalists aim at dismissing the kind
of judgements Travis cases trigger. However, in doing so, they loose all warrant that
their semantic theories are interpretive theories that model our linguistic competence.
If we dismiss ordinary speakers’ judgements about truth-values, how can we be sure that

minimalist theories are correct as theories that model the semantics of oxr languages?
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Chapter 3

Are mental representations

underdeterminacy-free?

According to some views (Carston, Fodor), natural language suffers from underdeter-
minacy, but thought doesn’t. According to the underdeterminacy claim, sentence types
underdetermine the truth-conditions of sentence tokens. In particular, the semantics
of a predicate type seems to underdetermine the satisfaction conditions of its tokens. By
contrast, mental representation-types are supposed to determine the truth-conditions
of its tokens. If it works, this approach would motivate a certain version of truth-
conditional pragmatics whose defining feature is its reliance on what I will call ‘Prag-
matic Propositionalism’. In this chapter I critically examine these mixed views. First,
I argue that the arguments supporting the indispensability of including in one’s the-
ory mental representations that are free of the underdeterminacy exhibited by natural
language are not sound. As a result, the possibility that mental representation-types
are as underdetermined as natural language sentence-types has not been ruled out. Sec-
ond, I argue that Carston’s ad hoc concept-types are as underdetermined as word-types.
After this, I argue that mental representations are also underdetermined in a second
sense—mental representation-tokens only determine a partial function from possible
worlds to truth-values. I finish with a discussion about the possibility that structured

propositions (not mental representations) are underdeterminacy-free.
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3.1 Underdeterminacy

As I have argued in the previous chapters, there are reasons to think that the truth-
conditional content expressed by an utterance of a well-formed declarative sentence S is
not determined by the semantics of S. Again, I will focus here on the underdeterminacy
that can be traced to predicates. The contribution a large class of predicates make to the
truth-conditions of an utterance seems to be affected by contextual factors that are not
part of the predicate’s meaning. Consider the following examples, discussed by Carston

(2002)" :

(1) The kettle is black.
(2) Anne is happy.

(3) I want to meet some bachelors.

Imagine an old aluminium kettle that, after years of use, has turned black on most
of its surface. As has been repeatedly noted, sentence (1) can be used to describe the
original colour of the kettle, or the observable colour of most of its surface. The truth-
conditions of an utterance of (1) will consequently vary, and two utterances of (1) used
to describe the old aluminium kettle (in the same state) can have different truth-values.
Similarly, happy’ can be used to describe a range of positive emotions. Someone can be
rightly described on an occasion as ‘happy’ because of being momentarily in a state of
intense joy, whereas in other occasions a more stable positive feeling is required in order
to count as ‘happy’. As to the last sentence, Carston notes that ‘bachelor’ can be used to
refer to unmarried man or in a more restrictive sense excluding men that have commit-
ted themselves to celibacy. Thus, if a woman tells her friend that she is going through
a divorce and wants to meet some bachelors, ‘bachelor’ would most likely be restricted
to unmarried heterosexual men. Moreover, who exactly counts as an unmarried man
can be decided differently on different occasions. The extension of ‘bachelor’ on an
occasion of use could also include men that are currently going through a divorce and
exclude men that are involved in long-term relationships (men who have common-law
partners but are not legally married), or exclude men married in a religious ceremony
but not legally (or the other way round).

As a result, sentences (1)-(3) can express different truth-conditions in different con-

"The reason why I focus on these examples is that these are the ones Carston uses in order to illustrate

her view.
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texts, even when the referent of indexicals and definite descriptions is kept fixed. In this
sense, their linguistic meaning can be said to underdetermine their truth-conditions on
an occasion of use—the satisfaction conditions of some expressions in those sentences
are sensitive to facts about the conversation in which they are used and, probably, to
the interlocutors’ interests and communicative intentions. If that is so, then we need
truth-conditional pragmatics.

The question now is: What sorts of representations exhibit truth-conditional un-
derdeterminacy? I think that, besides natural language sentences, underdeterminacy
could be a feature of Mentalese sentences (mental representations). In particular, both

sorts of representations might exhibit what I will call Type-Underdeterminacy” :

Type-Underdeterminacy: A non-indexical structured representational item?
Sis type-underdetermined if and only if there are tokens of S that have dis-

tinct truth-values* .

That tokens of S have distinct truth-values means that the type does not determine
a unique truth-value (given the state of the world). The tokens are true under different
conditions® . The previous considerations about sentences (1)-(3) suggest that linguistic
representational items, i.e., sentences, exhibit Type-Underdeterminacy. Once it is ac-
cepted that natural language underdetermines truth-conditions in this sense, it might
be disputed whether other representational items are also type-underdetermined. We
can take Type-Underdeterminacy to be a feature of representations in general, and gen-

eralize the underdeterminacy claim to other structured representational systems—saliently,

*In section 5 I will introduce a different notion of underdeterminacy, namely Token-
Underdeterminacy.

3By ‘structured representational item’ I mean a representational item thatisidentified by its structure,
such as a sentence. The definition is intended to apply both to sentences in natural language and to
sentences in Mentalese.

+Type-Underdeterminacy is equivalent to occasion-sensitivity as I introduced the term in chap-
ter 1. The reason why I am using the term “Type-Underdeterminacy’ here is that advocates of truth-
conditional pragmatics, and in particular Carston, talk of ‘underdeterminacy’. Saying that a sentence is
type-underdetermined is also equivalent to saying that it fails to be truth-condition compositional (more
on this later).

5This principle might sound trivial in case the state of the world changes from the first to the sec-
ond tokening context. However, in the underdeterminacy scenarios that advocates of truth-conditional
pragmatics discuss (such as Travis cases), the change in truth-value is not due to a change in the state of
the world. Moreover, if the time at which the sentence is evaluated affects the truth-value of the tokens,

then it must be incomplete with respect to time and, in this sense, underdetermined.
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to mental representations. Or, we can take it to be restricted to language and try to find
another representational system that is, in this sense, underdeterminacy-free. Again,
the candidates are mental representations. Following this second option, the under-
determinacy detected in natural language can be explained as concerning the relation
between natural language sentences and other representational items.

Fodor (2001) and Carston (2002) put forward an approach in which language suf-
fers from Type-Underdeterminacy, but thought does not. Given that they endorse the
Language of Thought (LOT) hypothesis, their claim is to be understood as saying that
natural language sentence are underdetermined but LOT sentences, i.e., mental rep-
resentations, are not. The underdeterminacy detected in sentences (1)-(3) concerns, ac-
cording to this view, the relation between utterances and the mental representations ex-
pressed by them. What is underdetermined is what mental representation corresponds
to an utterance of a natural language sentence S, S’s meaning being compatible with,
let’s say, two different mental representations. Mental representations are seen as fully
propositional. Pragmatics is supposed to bridge the gap between sentences and mental
representations: our mind reading abilities allow us to infer which thought (i.e., which
mental representation) a given utterance expresses. I will call approaches that fit this
second option ‘mixed views’.

A feature of the mixed view that is open to criticism has to do with its reliance on
the existence of items (mental representations) that are identified by a structure and
have fully determined truth-conditions independently of the context of use® . The
first challenge for these approaches arises from the fact that we haven’t be shown that
other representational system behave differently from natural language when it comes
to truth-conditions. Natural language sentences are representational items (i.e., items
that we typically use for representing) that are identified by structure, i.e., syntax. If
two tokens have the same syntactic form, then they are tokens of the same sentence.
According to the Type-Underdeterminacy claim for natural language, there is a gap be-
tween these structural items and the truth-conditions they express on an occasion of
use. In the case of natural language sentences, structure doesn’t automatically get us
truth-conditions. The problem is that, once we have seen that this is what happens
with sentences, the assumption that there are other representational items identified
by structure with context-independent truth-conditions needs to be justified. Why is
it not the case that mental representations, like sentences of natural language, also ex-

press different truth-conditions at different tokening contexts? This line of reasoning

©Travis (2000) calls this the Janus-faced picture of thoughts.
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can be used in order to motivate a generalization of Type-Underdeterminacy to mental
representations’.

The point I will address in this chapter concerns the relation between representa-
tions in the mental realm and truth-conditions. The plan is the following. In section 2,
I will present the mixed view in more detail. In section 3, I will point a consequence of
the mixed view—namely, ineffability. In section 4, I will assess what I call the indispens-
ability arguments. Proponents of the mixed view argue that there are strong reasons for
including in one’s theory these structured representational items that are (allegedly) free
of Type-Underdeterminacy. The main idea here is that they play a role that only rep-
resentation that is free of Type-Underdeterminacy could play. In this sense, they are
indispensable. If their arguments work, then we have reasons for positing fully deter-
mined mental representations. Against these views, I will argue that their arguments
fail to establish that free of Underdeterminacy-Type representations are indispensable.
As a consequence, alternative approaches are, at least, tenable. In section s, I will argue,
that there are reasons to doubt that Mentalese sentences are unlike natural language sen-
tences regarding Type-Underdeterminacy. In particular, I will argue that Carston’s de-
scription of the process of ad boc concept creation suggests that Mentalese sentences are
as type-underdetermined as natural language sentences. In section 6, I will introduce a
second sense of ‘underdeterminacy’—Token-Underdeterminacy—and argue that men-
tal representations are also underdetermined in this second sense. In section 7 I will
examine whether having recourse to propositions, instead of mental representations,

could be a reasonable strategy for a proponent of a (different version of) the mixed view.

3.2 The mixed view

The mixed view can be summarized as follows:

The variety of examples that contextualists have put forward involving
intuitive variation in truth-conditions of non-indexical sentences across

contexts show that linguistic meaning systematically underdetermines the

7This generalization has been pursued by Travis (2000) and Searle (1983).
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proposition expressed by a given sentence on an occasion of use. Identify-
ing the proposition expressed always, or nearly always, goes via pragmatic

interpretation (whatever exactly that amounts to).

What is wrong with this view? It is important to note that it shares an important
feature with traditional approaches. Even if pragmatic interpretation is mandatory,
the view relies on the assumption that there are classical propositions to be had. How
should we understand this talk of propositions? Propositions can be simply conceived
as truth-conditions. Talk about different propositions being expressed might be equiv-
alent to talk about different truth-conditions being expressed. Let me rephrase the view

with this notion of proposition in mind:

The variety of examples that contextualists have put forward involving
intuitive variation in truth-conditions of non-indexical sentences across
contexts show that linguistic meaning systematically underdetermines the
truth-conditions of a given sentence on an occasion of use. Identifying
truth-conditions always, or nearly always, goes via pragmatic interpreta-

tion (whatever exactly that amounts to).

There is, nonetheless, another possible way of conceiving propositions: proposi-
tions can also be conceived as structured strings of items (such as properties, senses or
concepts) with context-independent truth-conditions. In this second sense, it would
not be adequate to replace the reference to propositions with a reference to truth-condi-
tions. Even if propositions are conceived as the primary bearers of truth-conditions,
they are supposed to be so in virtue of having a certain structure—for example, in virtue
of attributing a property to an individual. I will be concerned with this second notion
of ‘proposition’.

The mixed view makes three claims. First, it claims that linguistic representations,
i.e., sentences with their linguistic meanings, or sentences plus the contextual informa-
tion determined by their linguistic meanings, type-underdetermine truth-conditions.
Second, it claims that, besides sentences, there are other items that do not type-underdetermine
their truth-conditions on an occasion of use. Third, it claims that which of this second
kind of item is expressed by a use of a sentence is to be determined via pragmatic inter-
pretation.

I thus take the defining feature of the mixed view to be its reliance on Pragmatic

Propositionalism:
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Pragmatic Propositionalism: there are free of Type-Underdeterminacy propo-
sitions to be had. Which proposition a given utterance expresses is to be de-
termined® pragmatically (for example, by having recourse to speaker mean-

ing or the topic of the conversation) rather than semantically® .

AsThave mentioned, I am focusing on views that work with structured representa-
tional items, not on views that understand ‘proposition’ as ‘truth-conditional content’
o ‘set of possible worlds’. Hence, Pragmatic Propositionalism must be understood as

follows:

Pragmatic Propositionalism (structured propositions): there are free of Type-
Underdeterminacy structured representational items to be had. Which
structured representational items a given utterance expresses is to be deter-
mined pragmatically (for example, by having recourse to speaker meaning

or the topic of the conversation) rather than semantically.

In Carston and Fodor’s views, these contents that are free of Type-Underdeterminacy
correspond to mental representations. In the last section of the paper I will consider the
possibility that they correspond to structured propositions.

Carston’s theory is explicitly a version of the mixed view. Carston (2002) writes:

[T]he position I've been arguing for is that there are no eternal sentences in
natural languages (that is, no sentences which encode a proposition or thought
which is constant across all contexts), from which it follows that the linguistic un-
derdeterminacy of the proposition expressed by an utterance is an essential feature

of natural language (Carston, 2002, p. 42).

¥In the metaphysical and epistemic sense.

% According to Borg, this is the defining feature of contextualism. She writes: ‘According to the con-
textualist there is determinate, context-insensitive content to be had, their objection is just that the con-
tent provided via the lexico-syntactic constituents of the sentence alone isn’t it. Yet min- imalists and
occasionalists agree that, if you are swayed by the phenomenon thrown up by CSAs [Context-Shifting
Arguments] at all, then this is a reason to think that no (or perhaps almost no) content offered in a
context-independent manner will ever reach the standard of a complete proposition. For instance, the
contextualist will want to claim that, though a sentence like ‘the apple is red” expresses an incomplete or
inappropriate content if we look just to the lexico-syntactic constituents of the sentence, there is a com-
plete and appropriate proposition to be had (perhaps at the level of thought).The task then is to get from
the former to the latter.” (Borg, 2012, p. 36)
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It is fully propositional conceptual representations, rather than sentences,
or even utterances of sentences, that are the primary bearers of truth conditions

(Carston, 2002, p. 60).

According to Carston, there are propositions to be had, they are just not encoded by
natural language sentences. Rather, they correspond to mental representations. Strings
of concepts are supposed to be free of Type-Underdeterminacy. The arguments that
Carston presents in support of the underdeterminacy claim include the examples pre-
sented at the beginning of this paper. Concerning predication, she relies on Travis’s
examples™ .

Given thatlinguistic meaning underdetermines the thought expressed by a sentence
on an occasion of use, there must be some mechanism that enables the interpreter to
grasp the thought that the speaker intends to communicate by means of a sentence, i.e.,
a mechanism that bridges the gap between sentences and propositional thoughts. In
Carston’s theory, the mechanism consists in the creation new concepts, slightly differ-
ent from the concepts encoded in language. Concepts of this second kind are called 2d
hoc concepts. The idea is that the interpreter uses his ability for pragmatic interpreta-
tion in order to recover the thought that the speaker intends to communicate by using
as input the encoded content of a sentence and the available contextual information.
Often the recovery of the intended thought is achieved via the adjustment of the en-
coded concepts. In those cases, a new concept is ‘constructed on-line (on the fly) in
response to specific expectations of relevance raised in specific contexts’ (Carston, 2002,
p- 322).

Carston follows relevance theory in her understanding of what a concept is. Atomic
concepts consist on three kinds of information: logical content (a set of inference rules
capturing analytic implications of the concept), encyclopaedic knowledge (scientific
information, general knowledge about the object, personal observations) and lexical
properties (phonological and syntactic properties). Complex concepts are structured
strings of atomic concepts. Language codifies concepts such as CAT™ , with certain
logical content (if something is a cat, then it is an animal), encyclopaedic knowledge
(cats are domestic animals, visual images of cats), and lexical properties. As I said, in a
conversation, in the process of utterance interpretation, interlocutors construct ad hoc

concepts by adjusting the information of the lexically encoded concepts to the specifics

"*Besides rejecting eternal predication, Carston also rejects eternal reference. However, here I will only
consider the underdeterminacy that can be traced to predication.
"T use capital letters for encoded concepts. .Ad hoc concepts are marked with an asterisk.
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of the context. As is common, Carston distinguishes two pragmatic processes of ad-
justment: narrowing and broadening. In cases of narrowing, the concept is made more
specific. Let us imagine a use of (3) by a woman who is chatting with a friend about her
desire to meet a man, get married and have children (Carston, 2002, p. 326). The en-
coded concept BACHELOR makes reference to non-married men. The encyclopaedic
entry might contain information about different types of bachelors: irresponsible and
forever-young-and-free, capable of long-term commitment, etc. However, in this con-
versation the concept expressed by the word ‘bachelor’ is more specific: the speaker
wants to meet some men eligible for marriage (capable of long-term commitment, het-
erosexual). Given what the hearer knows about the speaker (marital interest), during
the process of interpretation a new ad hboc concept will be constructed excluding in
the encyclopaedic entry features standardly associated with bachelors as irresponsible
and forever-young-and-free. The account for broadening is symmetrical. Consider the
sentence ‘France is hexagonal’. France is not a geometrical hexagon. However, loosely
speaking, its shape can be considered hexagonal. What is going on here is that whereas
the concept of HEXAGON includes only strict hexagons, the ad hoc HEXAGON* in-

cludes shapes that deviate to some degree.

Let me pause on two problematic aspects of Carston’s proposal. The first problem-
atic aspect has to do with the relation between encoded concepts and ad hoc concepts. It
is notat all clear whether lexically encoded concepts as HEXAGON are being conceived
here as determining an extension, or whether it is only ad boc concepts as HEXAGON*
that do. In her (2002), Carston holds both that there is no eternal predication (one of
the reasons why natural languages are underdetermined), and that lexically encoded
concepts have extensions. For example, she writes, about narrowing, that ‘the exten-
sion of the concept pragmatically constructed is a subset of the extension of the lexical
concept from which it has been derived.” (Carston, 2002, p. 325). Now, this presup-
poses that the lexical concept has an extension. However, Carston’s radical underdeter-
minacy claim is incompatible with lexically encoded concepts having extensions: if the
lexically encoded concept BACHELOR has an extension, then ‘is a bachelor’ should
have a constant extension. And if so, then there is eternal predication. Nonetheless,
simply dropping the assumption that lexically encoded concepts determine extensions
is also problematic, for encoded and ad hoc concepts have the same structure. As long
as encoded and ad hoc concepts are described in analogous terms it is mysterious why

they should behave differently. In order to avoid this, one could argue that words do
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not encode concepts, but instead that they point towards conceptual spaces™ . This
option has an unpalatable consequence: if there are no concepts corresponding to our
words, then there are no concepts corresponding to the unmodified ‘black’, ‘bachelor’,
‘happy’, etc.

The second problematic aspect has to do with the supposed atomic character of ad
hoc concepts. Ad hoc concepts, just like lexically encoded concepts, are supposed to be
atomic” . However, it is not clear what is meant by ‘atomic’ here, given that they are
created by adding or subtracting information from already existing atomic concepts.
For instance, if we go to Carston’s description of the process of creation of the concept
BACHELOR* (see quote on pp. 91-92), it is not at all clear that it should be considered
atomic instead of the result of composing the concepts BACHELOR, ELIGIBLE and
MARRIAGE—thus giving rise to the complex ELIGIBLE FOR MARRIAGE BACH-
ELOR. I will argue (sections 3 and 4) that both options are problematic. If ad boc
concepts are atomic, then Carston cannot avail herself of the productivity argument
(section 3.1)—something she can do if 4d hoc concepts are complex. However, if they
are complex, as the description of the creation of BACHELOR* suggests, i.e., if they
are compositions of lexically encodable concepts, then one should expect that they be
as underdetermined as combinations of words are (section 4.1).

Fodor (2001) also holds a version of the mixed view. He takes compositionality to
be non-negotiable and argues that, between language and thought, whichever is com-
positional is the one that has content in the first place. He further takes language to
be not compositional. Language being non-compositional seems to mean that linguis-
tic meaning does not determine the (truth-conditional) content of complex expressions
(of declarative sentences)—i.e., that language is type-underdetermined. By contrast, the
contents of the simple constituents of thought, together with a mode of composition,
are supposed to determine the (truth-conditional) content of complex thoughts.

I think that Recanati’s contextualism could also be read as a version of Pragmatic
Propositionalism. According to Recanati (2004; 2010), it is often the case, when a sen-

tence is used, that its linguistic meaning is adjusted so as to fit the context. He writes:

"*Carston explores the possibility that the meaning of substantive words (nouns, verbs, and adjectives)
is procedural, without fully endorsing it, in her (2016).

BThis term [ad hoc] is used to refer to concepts that are constructed pragmatically by a hearer in
the process of utterance comprehension. The idea is that speakers can use a lexically encoded concept
to communicate a distinct non-lexicalized (atomic) concept, which resembles the encoded one in that
it shares elements of its logical and encyclopaedic entries, and that hearers can pragmatically infer the

intended concept on the basis of the encoded one.” (Carston, 2002, p. 322). Emphasis added.
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When someone talks of “wearing rabbit’, the literal meaning of the mass term
rabbit’ (namely 7abbir stuff) is accessed, but it has to compete with other candi-
dates for semantic value. The more specific representation rabbit fur is also ac-
tivated since it is associatively connected to the representations encoded by both
‘rabbit’ and ‘wear’. As a result of this multiple activation, it is possible for the
representation 7abbit fur to be more active, in this context, than the less specific

representation rabbit stuff which is linguistically encoded. (Recanati, 2004, p. 24)
Recanti also refers to properties and senses:

Similarly, the expression ‘ham sandwich’ in “The ham sandwich left without
paying’ arguably denotes, through transfer, the derived property HAM-SANDWICH-
ORDERER rather than the linguistically encoded property HAM-SANDWICH.

(Recanati, 2004, p. 26)

[Modulation,] a family of primary pragmatic processes that make it possible
to adjust the meaning of words and phrases in response to conversational needs,
by endowing them with contextual senses distinct from their literal meanings.

(2010)

Depending on how we understand this talk of ‘representations’, ‘senses’ and ‘prop-
erties’, the approach will or will not be an instance of the mixed view or not. As it is
described, the outcome of modulation could be a classical structured proposition (the
second quote is about properties) or a mental representation conceived as fully propo-
sitional. As an alternative, the modulated value of a predicate could be an extension or
intension. If so, what the utterance expresses would not be a representational structure

with context-independent truth-conditions, but simply a set of truth-conditions.

3.3 Effability

Both Fodor and Carston hold a representational theory of mental content according to
which mental representations are sentences in LOT. Whereas natural language sentence

types are taken to suffer from Type-Underdeterminacy, Mentalese sentence types are
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supposed to be free of it'* . As a consequence, natural language sentences are not apt
to encode Mentalese sentences. In this sense, thoughts are ineffable—although we can
often express them, we cannot find a sentence whose linguistic meaning corresponds to
them.

This ineffability need not be a problem for communication. When we engage in a
conversation and interpret an utterance we typically have access to information beyond
the linguistic meaning of the sentence uttered. We might use this information in order
to infer the thought that the speaker intends to communicate. In spite of this, it is
important to see how radical the implied ineffability is.

First thing to note is that the Type-Underdeterminacy of natural language cannot
be overcome by coining new words. Let us go back to the example involving the word
‘happy’. On an occasion of use, the sentence ‘Anne is happy’ is used to describe Anne
as, roughly, having a mild sense of acceptance of life. Suppose that we coin a new word,
‘quappy’, express this concept and add it to our vocabulary. As soon as we start using
‘quappy’ in different contexts it will most likely behave like any other word in natural
language and, in turn, underdetermine its satisfaction conditions on an occasion of use.
Imagine that some uses ‘quappy’ to describe Mary’s feelings. Now we need to decide
how similar to Anne’s Mary’s feelings have to be for the description “Mary is quappy’
to be true. But nothing prevents us from solving this question differently in different
occasions, just like what counts as ‘happy’ varies across occasions. If so, ‘quappy’ will
be type-underdetermined.

Second thing to note is that if conscious thought occurs in natural language, as in-
trospection suggests” , then conscious thought also exhibits Type-Underdeterminacy.
This means that (assuming thatintrospection is a reliable source here) conscious thought
is as type-underdetermined as natural language. This does not imply that conscious
thought lacks truth-conditional content. Just as we do with speech, we can distinguish
conscious thought-types from episodes of thinking. Whereas the former, just like sen-
tences, might not encode truth-conditional contents, the second can express them. In
particular, this need not be a problem for Carston’s account, for she can argue that
episodes of conscious thought, as well as utterances of natural language, express mental

representations (Mentalese sentences) and inherit from them their truth-conditions.

However, the Type-Underdeterminacy of conscious thought could be a problem

*#Carston (2002) admits some context-dependence in thought, namely the presence of indexicals.
However, she doesn’t admit context-sensitive predicates at the level of thought.
5See (Carruthers, 1996).
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for views that rely on availability as Recanati’s, as Martinez-Manrique and Vicente (2004)
argue. Here is Recanati’s Availability Constraint: “What is said must be intuitively ac-
cessible to the conversational participants (unless something goes wrong and they do
not count as ‘normal interpreters’)’ (Recanati, 2004, p. 20). If conscious thought oc-
curs in natural language, then it is not clear in what sense what is said is accessible to
normal speakers, given that what is said is supposed to be truth-conditional and natu-
ral language sentences are not™ .

To sum up, the problem with ineffability is that it has the unpalatable consequence
that those mental representations that are free of Type-Underdeterminacy can neither
be encoded in a natural language sentence nor consciously entertained. Strictly speak-
ing, we cannot encode those representations in natural language. We can express our
thoughts via natural language, i.e., communicate them by using a sentence, but this
will involve ad hoc concepts. Moreover, it seems that we cannot consciously entertain
them. If conscious thought at least sometimes occurs in natural language, as intro-
spection suggests, then conscious thought might also fail to encode determinate mental
representations-types . What are the grounds, then, for assuming that there is a level of
representations that are similar to natural language sentences yet not type-underdeter-

mined?

3.4 The indispensability arguments

In this section, I will review and reject two arguments that have been oftered in support
of the claim that mental representations (Mentalese sentences) cannot exhibit Type-
Underdeterminacy (Fodor (200r1) and (2003), Carston (2002)). Fodor presents the ar-
guments as concerning compositionality and does not distinguish them. However, in
order to appreciate the dialectics of the discussion it is better to assess them separately.

There are different principles of compositionality. If we focus on natural language
we can distinguish, at least, compositionality of meaning from truth-conditional com-

positionality :

1T think that if what is said is understood as truth-conditions, the problem can be avoided, for we
need not conceive ‘being intuitively accessible’ as equivalent to being consciously entertained.
7See (Searle, 1980) and (Clapp, 2012b) for similar distinctions. Clapp notes that this distinction un-
9 PP PP
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Meaning compositionality: The meaning of a well-formed declarative sen-
tence S is determined by the meaning of the expressions in S and the syn-

tactic structure of S.

Truth-conditional compositionality: The truth-conditions of a well-formed
declarative sentence S are determined by the semantics (or the meaning) of

the expressions in S and the syntactic structure of S.

Itis this second principle thatis at stake here™ . Theideais that the truth-conditional
content of a representation is exhausted by the semantic content of its simple con-
stituents and their arrangement. If natural language is type-underdetermined, then
it is not truth-conditional compositional” . However, it can still be meaning compo-
sitional. If mental representations are also type-underdetermined, then they are not
truth-conditional compositional either, which means that their truth-conditional con-
tent is not exhausted by the concepts that form them and their arrangement. Their
truth-conditions would depend on something else, as Travis sometimes puts it.

Why do mental representations have to be truth-conditionally compositional? Fodor
(2001) addresses the question whether it is language or thought that has content in first
instance. He claims that compositionality is non-negotiable and takes it that between
language or thought the one which is compositional is the one which has content in first
instance. Given the linguistic evidence (including the underdeterminacy arguments), it
seems that language is not compositional. Because of this, Fodor assumes that thought
is. However, one must ask why compositionality is supposed to be non-negotiable.
As it is usual, Fodor mentions productivity and systematicity: ‘Nobody knows exactly
what compositionality demands, but everybody knows why its demands have to be sat-
isfied. Here too the arguments are familiar; and, in my view, they’re decisive. Both
human thought and human language are, invariably, productive and systematic; and
the only way that they could be is by being compositional.”> (Fodor, 2001, p. 6). I

will focus on productivity. So the first argument is that mental representations have to

dermines the systematicity and productivity arguments. He focuses on systematicity.

Fodor (2001) does not state any principle of compositionality. However, it is in this sense of ‘com-
positional’ that language fails to be compositional.

YFollowing Carston (2002), I have framed the discussion in terms of underdeterminacy. However,
instead of talking about sentences of natural language and Mentalese being Type-Underdetermined one
could talk of them failing Truth-conditional Compositionality.

**Itis already odd that Fodor is here taking language to be compositional, when he explicitly rejects it.

I will not try to solve this apparent contradiction.
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be compositional because they are productive, and compositionality is the best (or the
only) explanation we have for this.

This argument, as I will show, is off-target. Given Fodor’s notion of productiv-
ity, meaning compositionality is sufficient for a system of representations to be pro-
ductive. Moreover, if it is creativity we are interested in, or our ability to think new
thoughts, then the best explanation given the scenarios of underdeterminacy involves
the creation of ad hoc concepts, as Carston defends. But then productivity is not the
key to our ability to think new thoughts—the creation of new concepts is. It follows
that a system that is not truth-conditional compositional can still be productive, and
that some forms of creativity are unrelated to productivity. So Fodor hasn’t in fact pro-
vided any reason in support of the claim that mental representations must be free of
Type-Underdeterminacy.

There is, however, a second argument. It has to do with the individuation of con-
tent. Theidea is thatif mental representations were not truth-condition compositional,
then thought would be ambiguous or equivocal: the same representation could express
different truth-conditions. The outcome would be that we wouldn’t be able to tell
some thoughts apart. I will argue that the conditional is false. Mental representations

(types) could be equivocal, yet the tokening context could resolve the equivocation.

3.4.1 Productivity

This is Fodor’s notion of productivity: ‘Productivity is the property that a system of
representations has if it includes infinitely many syntactically and semantically distinct
symbols.” (Fodor, 2001, p. 6).

Natural languages are productive in this sense: there is an infinite number of well-
formed, meaningful sentences. Given that the number of simple expressions is finite,
compositionality is regarded as explaining the productivity of language: there can be an
infinite number of meaningful complex expressions (sentences) because their semantics
are determined by the semantics of simple expressions plus their syntax.

The relation between productivity and compositionality is often used to explain
our ability to understand new sentences. As has been repeatedly noted, we are able to

understand utterances of sentences we have never heard before. The best explanation
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for this ability is that we understand these new sentences because we know the meaning
of the simple expressions that form them and the syntactic rules. A finite mind can thus

be reconciled with the capacity to interpret an infinite number of sentences.

Despite this argument, it has been questioned that knowledge of meaning and syn-
tax suffices for working out the truth-conditions of an utterance, where this questions
the idea that language is truth-conditionally compositional. Searle (1980) argues that
knowing the meaning of ‘cut’, ‘the’, and ‘sun’ doesn’t automatically enable us to un-
derstand an utterance of ‘Cut the sun!’—we might fail to see what are the satisfaction
conditions of this order, what exactly we are supposed to do. We lack some background
that enables us to see what action would fit the order. This suggests that language is not
truth-conditional compositional, but only meaning compositional. There certainly is
something we understand when we first hear ‘Cut the sun!’, but we don’t automatically

grasp satisfaction-conditions.

Whatabout thought? AsFodor (2003) notes, we are able to entertain new thoughts—
potentially, an infinite number of them. However, being finite creatures, we only pos-
sess a finite number of simple concepts. Mental representations being productive would
explain our infinite ability. Again, the reason why we are able to entertain an infinite
number of thoughts could be that simple concepts can be arranged so as to form an
infinite number of complex mental representations. Now, it is important to note two
things. First, as Fodor defines productivity, something equivalent to meaning composi-
tionality would be sufficient for mental representations to be productive. Being able to
entertain an infinite number of mental representations only requires that simple con-
cepts can be arranged so as to form an infinite number of complex concepts. How-
ever, Meaning Compositionality for mental representations is compatible with mental
representations exhibiting Type-Underdeterminacy (i.e., with them failing to be truth-

condition compositional).

Second, it is one thing to have the capacity to form or entertain indefinitely many
mental representations, it is another to have the capacity to entertain indefinitely many
truth-conditional contents. One could have the latter without having the former. Imag-
ine a group of people who only possess two concepts, HUNGRY and THIRSTY, and
no rule of composition (so no complex mental representation). Are these people only
capable of entertaining two truth-conditional contents? No. Imagine that one of them
tokens the concepts HUNGRY at 1oam. And then, he tokens it again at spm. Even
if the mental representation does not include the time, it is possible that the tokening

context adds it and that the truth-conditional contents he entertains are different—the
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first is true if and only if he is hungry at 1oam, whereas the second is true if and only
if he is hungry at spm. So he can entertain an indefinite number of truth-conditional
content by tokening only one simple concept. As a consequence, our ability to think
new thoughts does not inescapably go via compositionality.

What about Carston’s view? Carston’s concern is directly related to the underdeter-
minacy scenarios. In her explanation of theses cases, speaker and hearer token a concept
that they create on-line, as a response to the specifics of the occasion. Now, if that on-
line created concept is, as Carston labels it, atomic, then she is not in a position to use
the productivity argument is support of her view. Recall that productivity is supposed
to reconcile our ability to think an infinite number of thoughts with our having a fi-
nite mind. The traditional answer is that we can create an infinite number of complex
concepts. However, Carston’s explanation is a different one: in the underdeterminacy
scenarios we think new thoughts because we create new simple concepts. Creativity,
then, has to do with an ability to create indefinitely many concepts that fit the indefi-
nitely many situations we encounter.

As a conclusion, Fodor hasn’t offered any argument to the effect that mental rep-
resentations are truth-conditionally compositional, and not merely meaning compo-
sitional —Meaning Compositionality being compatible with Type-Underdeterminacy.
On the other hand, if ad hoc concepts are really atomic, ad not a combination of pre-

existing concepts™ , then Carston cannot use the productivity argument.

3.4.2 Equivocation

It has been argued (Fodor (2001) and (2003), Carston (2002) and (2008a)) that ambi-
guity and equivocation cannot occur at the mental level, since it is thoughts that dis-
ambiguate sentences. According to this line of reasoning, it makes no sense to take
thoughts to be ambiguous themselves: if they were, there would be nothing that could

disambiguate them. The argument can be reconstructed as a reductio. Some English

*'As I noted in sec. 2, Carston’s description of the process of creation of ad hoc concepts raises some
doubts that they are not a combination of pre-existent representations. If they are, in this sense, complex,
then she can avail herself of the productivity argument. However, a different worry would arise, as I argue

in sec. s.
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words, as for example ‘bank’, have distinct meanings (financial institution, side of the
river). Suppose that the same happens at the mental level, that is, suppose that English
speakers only have one concept for BANK. Now, if that is so, then thoughts about fi-
nancial institutions and thoughts about the side of a river are indistinguishable. But,
clearly, thoughts about financial institutions and thoughts about the side of a river are
easily distinguishable. So it is not the case that English speakers have one ambiguous
concept BANK. Rather, they must have two different concepts, corresponding to the
two different meanings of the word ‘bank’. Moreover, these two concepts are the key
to resolving the ambiguity with the English word ‘bank’.

If this argument works for ambiguity, then it also works for other forms of equiv-
ocation such as the ones involved in (1)-(3). Again, if speakers only have one concept
corresponding to the different senses of ‘black’, ‘bachelor’ and ‘happy’, then thoughts
aboutakettle being superficially black would be indistinguishable from thoughts about
a kettle being originally black; thoughts about bachelors capable of long-term commit-
ment would be indistinguishable from thoughts about not legally married men; and
we could not discriminate thoughts about the different degrees and kinds of positive
emotions that ‘happy’ seems to cover. The idea, in short, is that whereas language can,
and often does, equivocate, thought cannot. Thought resolves equivocation. As Fodor

putsit:

[W]hereas the content of a sentence may be inexplicit with respect to the
content of the thought it expresses, a thought can’t be inexplicit with respect to
its own content; there can’t be more—or less—to a thought than there is to its
content because a thought just is its content. ((Fodor, 2001, p. 14); quoted in

(Carston, 2008a, p. 339)).

Fodor and Carston endorse a representational theory of mental content according
to which ‘having a thought with a particular content P involves the occurrence (the
mental ‘tokening’, as it is often put) of a sentence of the language of thought (Men-
talese) that means that P.” (Carston, 2002, p. 74). In this framework, Mentalese sen-
tences (and in particular, their types) disambiguate or resolve the equivocations of nat-
ural language sentences. Whenever there are two distinguishable thoughts, there must
be two different Mentalese sentence-types being tokened.

Now, as Clapp (2012b) has argued, the thesis that a thought just is its content does
not entail the thesis that mental representations, conceived as Mentalese sentences (and
specifically, sentence-types), have context-independent truth-conditions. “Thought’ can

mean thought-content or thought-vehicle (see also (Recanati, 2007)). In the content
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sense, and assuming content is conceived as truth-conditions, it is a conceptual truth
that a thought just is its truth-conditional content. However, Mentalese sentences are
thought-vehicles. Thought-vehicles are not truth-conditional content themselves—at
most, they determine truth-conditional content, or are the bearers of truth-conditional
content. Thus seen, the argument from equivocation relies on the premise that the
only things that can disambiguate between two uses of an ambiguous or equivocal sen-
tence—the only thing that can distinguish their truth-conditions—are thought-vehicles,
and more specifically, types of thought-vehicles. Hence, the argument concludes that,
whenever uses of a sentence involving the word ‘bank’ (‘black’, ‘bachelor’ and ‘happy’)
differ in truth-conditions, these uses must be expressions of different Mentalese sentence-
types.

Making the premise explicit and applied to equivocation, the argument is the fol-

lowing:

1. Two uses of an equivocal sentence can (and often do) differ in truth-

conditions.

2. The only thing that can resolve the equivocation (=account for the dif-
ference in truth-conditions) is a mental representation-type which is

conceived as non-equivocal.

C. Therefore, there must be non-equivocal mental representations.

However, premise 2 is false, because mental representation-types can be equivo-
cal, yet the tokening context can resolve the equivocation. To show this, I will turn to
various examples in which the same mental representation-type gives rise to different
truth-conditions in different contexts of tokening. Let me start with an argument by
Recanati (2007) concerning demonstratives and progressively move to general terms.

Recanati (2007, pp. 33-34) asks whether it is possible to find thought-vehicles with
different truth-conditions at different contexts. His affirmative answer is supported by
the following example. Imagine a subject who entertains the thought corresponding to
“This man is happy’ while looking at a certain man—Bob. His thought is true if and
only if Bob is happy. Now, had the context been different, the truth-conditions of his
thought-vehicle could have been different. Suppose that it is Bill, not Bob, the man
that the subject is looking at. In this case, the truth-conditions of his thought-vehicle
would depend on Bill’s properties, not Bob’s. It seems that the same thought-vehicle can

have different truth-conditional content. If the fact that the visual information that the
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subject has is different is considered a problem, we can imagine that Bob and Bill are
visually indistinguishable for the subject (they are twins).

This example shows that the tokening context can affect the truth-conditional con-
tent of a mental representation-type. Let’s consider another example. Suppose that
some mental representations, those concerning the present, are time neutral. Take the
thought corresponding to ‘Diana is happy’. To say that this mental representation is
time neutral is to say that it contains no element encoding the time at which Diana is
supposed to be happy. Would tokens of this mental representation equivocate as to
when Diana is supposed to be happy? Not necessarily. The time can be provided by
the tokening context. A tokening of the mental representation corresponding to Diana
is happy at time t will be true if and only if Diana is happy at t, whereas a tokening of
the mental representation corresponding to Diana is happy at time t* will be true if and
only if Diana is happy at t*. Not everything that affects truth-conditional content needs

to be encoded in the mental representation® .

Can the tokening context resolve the equivocation of predicates and general terms?
A potential problem comes from the fact that, whereas time and place are automatically
given by the tokening context, the same is not true of the satisfaction conditions of a
predicate or a general term. In the previous example, time can be said to only take one
value—something like now, let’s say. When we move to the cases of underdeterminacy
discussed at the beginning of this paper things get more complicated. The predicate ‘is
black’ can get different satisfaction conditions—roughly, black in some specific relevant
part, originally black, black all over, black in such-and-such observation conditions, etc.
The act of tokening the mental representation corresponding to “The kettle is black’,
of itself, is not going to decide what counts as ‘black’. I think, however, that there is

something else.

Typically, utterances take place in the context of a conversation. Following Lewis
(1979), we can think about the context as the conversational score. The conversational
score can be seen a specification of the state of the conversation. Whatis interesting now
is that the interpretation of a given utterance can depend on the conversational score.
One of the examples Lewis discusses involves the verbs ‘coming’ and ‘going’. These
expressions require a point of reference. Now, this point of reference can be part of the

conversational score, for instance because of being given by a previous utterance:

**Perry (1986) argues that something similar happen with the location needed to get the truth-value
of an utterance of ‘It’s raining’. Although the location is not, as he puts it, articulated in the sentence, it

is necessary in order to get a truth-value. His proposal is that it is provided by the context.
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One way to fix the point of reference at the beginning of a narrative, or to shift
it later, is by means of a sentence that describes the direction of some movement
both with respect to the point of reference and in some other way. “The beggars
are coming to town” requires for its acceptability, and perhaps even for its truth,
that the point of reference be in town. Else the beggars’ townwards movement is
not properly called “coming”. This sentence can be used to fix or to shift the point
of reference. When it is said, straightaway the point of reference is in town where
it is required to be. Thereafter, unless something is done to shift it elsewhere,
coming is movement toward town and going is movement away. If we are told
that when the soldiers came the beggars went, we know who ended up in town

and who did not. (Lewis, 1979, p. 351).

Something similar could be going on in a conversation in which “Thatkettle is black’
is uttered. Imagine a pair of friends who have just moved together. In their new flat,
there is no kettle and so one of them says “We need a kettle, let’s go buy one’. On their
way to the shop, they talk about what kind of kettle they will buy. They say things
like ‘T don’t like aluminium kettles, they are so ugly’, and ‘Let’s buy something modern
and elegant’. When they arrive to the shop and one of them says ‘Look, that kettle is
black’ the previous conversation has made it clear that the colour predicate applies to the
apparent surface of the kettle. The dialogue is enough for us to see what kind of kettles
countas black (nor burnt ones, for example, not ones that look black on black and white
photographs but not in normal conditions). Had the conversation been different, the

satisfaction-conditions of the predicate could have been different.

Thought episodes also take place in context. Instead of a conversational score, we
have a mental score. Whether they are chatting or they are independently thinking
about the kettle they need, it is plausible to think that the two friends consider the
need to buy a kettle, think about the kinds of kettles they like, etc. Suppose, now, that
the mental representation they token at the shop includes the lexically encoded concept
BLACK and notan ad hoc concept. Is their thought distinguishable from one in which
only originally black things count as black? It is, for the mental score determines that
what s at stake is the aspect of the kettle. The same mental representation type, tokened

in two different thought contexts, can express different truth-conditions.

In conclusion, the indispensability arguments fail to secure the claim that mental

representations cannot be type-underdetermined. Alternative approaches are tenable.
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3.5 Persistent underdeterminacy

In the previous section I have considered and rejected two arguments in support of the
claim that mental representations do not suffer from Type-Underdeterminacy. I will
now argue that mental representations involving ad hoc concepts should be expected
to be type-underdetermined, as natural language sentences.

The reason has to do with the source of Type-Underdeterminacy. Let us go back
to linguistic Type-Underdeterminacy. The linguistic meaning of sentences (1)-(3) type-
underdetermines the truth-conditions expressed by its tokens. It might seem that the
reason why these sentences suffer from Type-Underdeterminacy lies in the fact that they
do not make everything explicit. For example, (1) doesn’t explicitly tell us where, in what
spots, the kettle is supposed to be black; (2) doesn’t specify the sense of ‘happy’ in which
Anne is happy; and (3) doesn’t make explicit what kind of bachelor the speaker wants
to meet or who counts as a bachelor. However, as soon as we try to find other sentences
that explicitly state where the kettle is supposed to be ‘black’, etc., we realize that, again,
the new sentences do not make everything explicit either . We can replace (1)-(3) by

more complete versions:

(1) The kettle is superficially black.
(2") Anne has a stable feeling of happiness.

(3*) I want to meet some bachelors interested in long-term relations with women.

These sentences have solved some doubts, but not others. (1*) doesn’t specify how
much of the surface needs to be black for the utterance to be true, or what exactly counts
as the surface (what about black plastic glued to the original surface?). (2*) doesn’t spec-
ify how long a feeling needs to last in order for it to count as ‘stable’. And the same goes
for (3*), which doesn’t give any clue as to what is the threshold for a relation to count
as a ‘long-term’ one. So they are, in this sense, equivalent to (1)-(3): they also exhibit
Type-Underdeterminacy.

The question now is whether itis possible to come up with a more complex sentence-
type that leaves no doubts open. We, normal speakers, might be unable, for our cog-
nitive capacities are limited. The question, however, is whether, were our capacities

to be improved, we could come up with a sentence that encodes the content that ut-

»See (Searle, 1978, 1980), (Travis, 1997), (Cappelen and Lepore, 2005) and Recanati (Recanati, 2010)

for similar arguments.
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terances of (1)-(3) convey. There is a reason why we should give a negative answer. If
we go to (1*)-(3%), we will see that the reason why these sentences also exhibit Type-
Underdeterminacy is that the new expressions in the sentence can be understood dif-
ferently on different occasions. For example, the threshold for something to count as
‘stable’ can vary across contexts, depending on what is at stake. To be sure, a speaker
could use (2*) and solve some doubts concerning a use of (2) (‘What do you mean ‘Anne
is happy’? Has she won the lottery?’). But this doesn’t mean that he has thereby found
a sentence that is free of Type-Underdeterminacy. The same happens with ‘superfi-
cially’. For example, now it is open how much of the surface needs to be black in order
for an object to be ‘superficially black’, or what counts as the object’s surface. The added
material comes with different possible interpretations, with different satisfaction con-
ditions in different contexts. Complexifying a sentence is not the route to overcome
Type-Underdeterminacy. Let us suppose that the mental representation-types corre-
sponding to sentences (1)-(3) are composed of the concepts BLACK, HAPPY, BACH-
ELORS, etc. Since adding linguistic expressions is not a way to eliminate the Type-
Underdeterminacy, adding concepts to mental representation like SURFACE, STABLE
or LONG-TERM will not be a way of getting mental representations that are free of
Type-Underdeterminacy. Combinations of concepts-types corresponding to words are
as type-underdetermined as the combinations of words themselves are. The problem is
that it hasn’t been shown that there are ways of conceiving the mental representation-
types corresponding to utterances of (1)-(3) other than combining the concepts we al-
ready have—those corresponding to ‘bachelor’, ‘black’, ‘happy’, ‘surface’, ‘long-term’,
‘stable’. As they are described, ad hoc concepts are no exception.

AsIsaid, ad hoc concepts are supposed to be non-linguistically encoded atomic con-
cepts. They don’t correspond to words, and they are not combinations of concepts. So
they might seem to escape this problem. However, they are created by activating some
information belonging to the encyclopaedic entry of linguistically encoded concepts,
and this information sounds very similar to the kind of information that we can en-
code in natural language and has different satisfaction conditions in different occasions.

Concerning (2), Carston writes:

Suppose, as above, that the context is one in which the addressee knows that
the speaker, who is a woman, wants to get married and have children. Having
accessed the lexical concept BACHELOR, which makes available its associated
logical and encyclopaedic information, he uses a subset of this information to

construct a more specific concept BACHELOR?, which is relevant (that is, gives
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rise to cognitive effects) in the context. The encyclopaedic entry might well con-
tain information about certain sorts of bachelor, the irresponsible, fun-loving,
forever-young-and-free sort, the elderly, solitary, misogynous sort, and those who
are youngish, heterosexual, and capable of long-term commitment, i.e. eligible
for marriage. Given the hearer’s alertness to the speaker’s marital interest, it is
probable that information about this third sort of bachelor will be more highly
activated than that about either of the others, so it will be accessed first, together
with the logical entry, and used to construct the ad hoc concept. Provided this
gives rise to a satisfactory range of cognitive effects, it is retained as the intended
interpretation. In different contexts, other narrowings might be effected, yield-
ing concepts which denote different subsets of the category of unmarried adult

males. (Carston, 2002, p. 326)

In order to create the ad hoc concept, some information included in the encyclopaedic
entry of BACHELOR is activated. Now, this information doesn’t seem to be essentially
different from the information we can encode in natural language. AsI mentioned, ‘be-
ing capable of long-term commitment’ can be interpreted in different ways in different
occasions, and the same happens with ‘solitary’, ‘irresponsible’, and so on. This infor-
mation, per se, is no different from the information contained in ‘bachelor’. Just as the
latter can be understood in different ways, so can the former. Even if ad hoc concepts
are supposed to be atomic, they are created by selecting features, so, in the end, they
are not very different from a combination of concepts. And combinations of concepts
encodable in natural language (like long-term commitment, solitary, irresponsible) are
still type-underdeterminate.

The problem lies on the assumption that some structured representational items
beyond language are free of Type-Underdeterminacy. We have seen that, in language,
given a general expression F and a referential expression a, it is not automatically de-
cided, by the semantics of F alone, whether a satisfies F. In general, some doubts con-
cerning how to apply F must be solved. Concepts, as common nouns or adjectives, also
have a general content. So it is plausible to think that the mental context is doing some
work, just like the conversational context does. This is specially pressing if, as Fodor and

Carston do, we conceive mental representations as sentences of a language™* .

*Wittgenstein ([1953] (2009) 139-141) considers whether understanding a word (in his example, ‘cube’)
can be explained as having a picture before one’s mind (an image of a cube) and asks the question whether
itis correct to apply the word ‘cube’ to a prism. He argues that the picture, the mental image, can be both
made to fit and not to fit this particular use of the word ‘cube’, depending on the method of projection

one applies. Now, if the method of projection is made part of the image that comes before one’s mind,
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At this point, a proponent of the mixed view might have recourse to an externalist
theory of mental content . In order to counter the previous argument, he could claim
that the content of the tokened ad hoc concept-type (a concept-type that is created on-
line) is determined by the world itself. Imagine Peter, a friend of Anne who, while
chatting with her, tokens the mental representation that could be expressed by saying
‘Anne is happy’. According to this theory, the content of his representation will depend
on how Anne happens to be. If, at the time of Peter’s tokening, she experiences a stable
positive emotion, then that will be the content of Peter’s thought® . Thus, an externalist
could claim that mental representations have determinate content, even though these
contents might not be fully transparent to us and despite the fact that we cannot encode

them in natural language.

I think that this externalist position faces two important worries. First, there are
cases where the world itself does not help resolve the equivocation. Belleri (2014b)
imagines such a case. I adapt from her example. The predicate ‘is black’ can be used
to describe, among others, the original aspect of an object or its apparent surface. In
this second sense, a burnt or painted kettle can be rightly described as ‘black’. Now, we
can imagine a kettle that is both originally black and painted black, or burnt, or very
dirty. Imagine, further, someone thinking, of that kettle, what could be expressed by
the sentence “The kettle is black’. Is his mental representation about the original colour
or about the apparent surface? Here, the world doesn’t help decide. If the content of
the ad hoc BLACK* is determined by the world itself, then it doesn’t resolve the equiv-
ocation between the possible interpretations of ‘black’. However, in many cases, the
context will resolve the equivocation—for example, in cases where the person who to-
kens the mental representation is checking whether his flatmate has properly washed
the kettle after using it.

More importantly, in the underdeterminacy scenarios the relevant understanding
of the predicate doesn’t seem to be determined by the world. Rather, it depends on

what s at stake—on what s relevant for the purposes of the conversation or the thought

then the same problem arises again: how am I to know how to apply the image of the method of projec-
tion? Even if one abandons the idea that understanding a word has to do with having a mental image, the
meaning of a general word seems to involve some kind of descriptive content. The method of projection
problem arises for this descriptive content as well.

»Itis not atall clear that this kind of externalism will even be applicable to all cases. Although it might
sound appealing for cases of singular representation, it is not easy to see how could the world resolve the
equivocation involved in (3), given that a mental representation corresponding to this sentence will not

be about any particular individual.
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episode. Imagine someone who wants to buy a modern, elegant kettle. Looking at a
kettle, he tokens a mental representation that could be expressed by saying “The kettle
is black’. Let us imagine now that the relevant kettle is only black on its interior—a
part of the kettle the subject cannot perceive—and that he was misperceiving the ob-
ject because, let’s say, the kettle is placed behind a dark glass. Should we say that his
mental representation is such that the concept he tokens is one that is true of black-in-
the-interior objects? I think this would be an odd description of the situation. Rather,
given his purposes, it would be more reasonable to take his thought to be true if and
only if the relevant kettle is superficially black. Typically, it is mental score, rather than
the world itself, that resolves equivocation. Butif it is conceptual material that is meant

to fix the ensuing underdeterminacy, then the problems described in this section arise.

3.6 DPartiality

In this section I will introduce a second notion of underdeterminacy and argue that
mental representations are also underdetermined in this second sense** .
So far underdeterminacy has been understood as concerning types. However, it can

also be understood as concerning tokens of structured representations:

Token-Underdeterminacy: A token of a structured representational item S
is token-underdetermined if and only if for some possible states of affairs
its truth-value is indeterminate (i.e., if and only if it determines a partial

function from possible worlds to truth-values).

Token-Underdeterminacy is stronger than Type-Underdeterminacy. Suppose that
a sentence-type S has truth-value T at state of affairs SA. Presumably, if that is so, then
tokens of S will all be T at SA. The semantic properties of the type are inherited by
the token. Hence, if the truth-value of a token of S is indeterminate, the truth-value

of the type S must be indeterminate as well. Otherwise, the truth-value of a token of

2¢In the previous sections I have addressed the problem of underdeterminacy as it arises in the liter-
ature concerning language and thought (mainly, in Carston’s work). This section addresses a separate

problem concerning a different notion of underdeterminacy.
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S would not be indeterminate. By contrast, a representational system could be type-
underdetermined without being token-underdetermined. This will be the case when-
ever the tokens determine truth-values for all possible states of affairs.

Token-Underdeterminacy can be motivated by appealing to what Waismann called
the ‘open texture’ of our words. Here is a case Wittgenstein discusses ([1953] (Wittgen-
stein, 2009) 80). Imagine that Iinvite a friend over and say “There is a chair over there”.
When he approaches it, it disappears, but seconds later it appears again. Is my utter-
ance true in the scenario described? The conversation might have fixed a relevant un-
derstanding of the word ‘chair’ (for example, one that excludes doll chairs and baby
chairs) but still fail to determine whether the thing that appears and disappears counts
as a ‘chair’.

Token-Underdeterminacy becomes interesting when we realize that something sim-
ilar to the case described by Wittgenstein can happen in more mundane scenarios. Imag-
ine that instead of a chair that disappears I have some boxes that I usually use as chairs,
or some pieces of modern furniture. There can be conversations about chairs that
would leave it open whether these objects count as ‘chairs’—conversations taking place
at buildings where there are no such objects. Nonetheless, in other conversations it will
be determinate whether these objects count as ‘chairs’ (saliently, in conversations at my
place). Given a state of affairs (an apartment with some boxes and pieces of modern fur-
niture), it can be the case that a token T, of “There’s a chair over there’ is true at this state
of affairs, whereas a second token T, is false and and the truth-value of a third token T;
is indeterminate (where T, T, and T occur in different conversations but the state of
the relevant objects and the value of indexicals remain constant). Different tokens of
the same sentence can leave the truth-value of different state of affairs indeterminate.

AsImentioned in the previous section, natural language sentences do not make ev-
erything explicit. In this sense, they can be thought of as leaving some questions open®”
such as: where does a kettle need to be black in order to count as ‘black’? Or, for how
long does one have to have a positive emotion in order to count as ‘happy’? Usually, the
context of use resolves these questions. For example, if everything goes well, previous
conversation will fix whether ‘black’ is supposed to apply to the whole surface or a spe-
cific part of it, or whether ‘happy’ refers to a rather stable emotion or not. Depending
on what is at stake, the question will be answered in one way or another. However,
there can be questions that are left unanswered in a conversation. For example, all that

is said in a conversation might leave unanswered questions about abnormal illumina-

*7See (Travis, 1989) for this kind of approach to underdeterminacy.
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tion conditions or about for what period of time the superficial colour is supposed to
last (does a kettle that has been painted black with a painting that will only last for a
month—because it progressively disappears as it is washed, let’s say—count as ‘black’
in a conversation about superficially black kettles?). Whenever some questions remain
unanswered there might be possible states of affairs for which the utterance does not
determine a truth-value. As I will argue, the same goes for mental representations.

Here is an example. Imagine someone asking for a red pen to mark some essays.
He utters the sentence ‘I need a red pen. I've some essays to mark’. Now, ‘red pen’ can
be used to refer to pens with red ink or to superficially red pens, etc. To what does it
refer in this case? The second sentence solves this doubt. Because of it, it might seem
plausible to assume that the mental representation that the speaker was tokening con-
tained information about the ink. However, there are other things that the sentence ‘I
need a red pen’ does not make explicit. For example, it does not settle whether the ink
must look red on recycled paper, or on yellow paper. Imagine that there are no recycled
papers available in the building where the conversation takes place and that, because of
this, the speaker never prints the essays that his students send him in recycled paper. His
mental representation (token) will very likely simply leave that doubt open. Asa result,
it will not determine a truth-value for any possible state of affairs. In what follows I
develop this point in some more detail.

Here is a well-known example by Travis, often used as an argument for the Type-
Underdeterminacy of natural language (it is similar to the black kettle example Carston

mentions):

Pia’s Japanese maple is full of russet leaves. Believing that green is the colour
of leaves, she paints them. Returning, she reports, “That’s better. The leaves are
green now.” She speaks truth. A botanist friend then phones, seeking green leaves
for a study of green-leaf chemistry. “The leaves (on my tree) are green,’ Pia says.

“You can have those.” But now Pia speaks falschood. (Travis, 1997, p. 111)

The example discloses some features that might matter to the application condi-
tions of the colour predicate, such as the origin of the colour and the part of the object
that exhibits it. It might seem plausible to say, about this example, that the mental rep-
resentation that Pia tokens is (at least in the first occasion) one that specifies that the
leaves are superficially, or visibly, green. Now, there are other examples disclosing other
possible doubts concerning the application of the colour term. Let us call this kind of
example a Travis case. There are other possible Travis cases. Here is one (based on some

remarks by Travis (1997)):
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Jean’s Japanese maple is full of russet leaves. Believing that green is the colour
of leaves, he paints them. He has no green paint, and he enjoys experimenting, so
he uses blue and yellow paint. He paints small yellow and blue dots. The paints
don’t get mixed. However, at a certain distance (o.sm, let’s say), the leaves look
green. Returning, he reports, “That’s better. The leaves are green now.” He speaks
truth. A photographer friend then phones, seeking green leaves for photography
of a single leaf, taken at a close distance. “The leaves (on my tree) are green,” Jean

says. “You can have those.” But now Jean speaks falsehood.

This example discloses something else that the sentence “The leaves are green’ doesn’t
make explicit: the distance at which the object is observed might matter. If Pia’s mental
representation is free of Token-Underdeterminacy, it must determine whether Jean’s
leaves would satisfy her use of ‘are green’. However, this might very well be indeter-
minate. Pia need not have considered the possibility that at a certain distance objects
mightlook different (as typically happens with printed colours). In Jean’s scenario, this,
however, is relevant, and this doubt can be considered as solved by the context. But this
does not imply that the doubt is solved in every context in which the predicate ‘is green’
is used. Let us go back to ‘bachelor’. The meaning of this word gives rise to the follow-
ing questions: is someone married by some religious ritual but not legally a bachelor?
Is someone in the middle of a divorce a bachelor? Is someone not married but who
has a law-partner a bachelor? Is a man who married two women simultaneously in a
ceremony taking place in his home country but that now lives in some European coun-
try (where polygamy is not permitted) a bachelor? These questions will be answered
differently in different cases, and in some cases, some of them will not be answered at
all. Imagine the following scenarios. Case 1: Anne is interested on the relation between
marital status and the amount of taxes paid. She suspects that being married has not
entailed any economic advantage for her. Thinking that it would be interesting to ask
for personal experiences, she tells a friend: ‘I want to meet some bachelors’. In this set-
ting, it is plausible to take Anne’s mental representation to token a narrower concept
than BACHELOR, roughly equivalent to non-legally-married-men. However, it is not
plausible to take her mental representation to solve, for example, the question about
men going through a process of divorce or about men who got married in countries
with marital laws radically different from the ones in the country were she lives, even
though some of these men happen to live in the same country as she does. These ques-
tions simply didn’t occur to her. Case 2: Tom wants to meet someone special and begin

a long-term relationship, but most of the men he knows are married or have a part-
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ner. He says to a friend: ‘I want to meet some bachelors’. Again, it is plausible to take
his mental representation to solve some questions, but not all of them. For example,
his mental representation will very likely exclude men who are married by some ritual
regardless of whether they are legally married, and it will also exclude men married in
other countries even though they don’t count as legally married in the country where
he lives. The point is that the concept he tokens need not decide whether a man in the
middle of a divorce satisfies his use of ‘bachelor’, or what happens with men who got
married in order to get a European nationality, or with men that got divorced but are
still involved in a relationship with their ex-husbands. As a conclusion, mental repre-
sentations can be Token-Underdetermined. It seems safe to hold that the truth-value
of a mental representation-token at a state of affairs that is not relevant for the tokening

context can simply be indeterminate 8

3.7 What about propositions?

In this section I will consider a different version of what I have called ‘Pragmatic Propo-
sitionalism’.T have argued against the claim that mental representations are free of Type-
Underdeterminacy. However, having recourse to mental representations is not the only
possible implementation of Pragmatic Propositionalism. Here is a different version of

the mixed view:

The linguistic meaning of sentence type-underdetermines the truth-conditions
of the tokens, and the linguistic meaning of predicate type-underdetermines
the satisfaction conditions of the tokens. This is so because the linguistic
meaning of a sentence is compatible with (literally) expressing a variety

of (structured) propositions and the linguistic meaning of a predicate is
compatible with expressing a variety of properties. On an occasion of use,

a predicate P expresses a property F that, being a property, establishes a
partition among objects (perhaps of a given domain): it divides all objects

into two sets, the set of those objects that have the property and the set of

*$Belleri (2014b) defends a similar view according to which the notion of determinacy for the contents

of our thoughts is context-relative.
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those objects that lack it. Thus, the predicate token gets satisfaction con-

ditions.

Perry and Williamson suggest this view in the following passages:

I’'m now looking at the Sprite can on the table, and Tjust said, outloud, “That
isempty.” [...]Did I mean “contains no Sprite” or “contains nothingat all”? The
word “empty” can be used to get at a number of properties, depending on what

one intends to say with it, and it can also be used less definitely. (?, p. 197)

‘Mine’, with its usual meaning, does not always refer to the property of being
mine; why should ‘round’, with its usual meaning always refer to the property
of being round? With this correction, Travis’ argument can be reconstructed as
leading to the less radical conclusion that meaning alone ubiquitously underde-

termines what is said. (Williamson, p.1998, p. 10 n, quoted in (Travis, 2008a)).

Theidea Perry and Williamson are putting forward is that, when we apply the pred-
icate ‘is empty’ (‘is round’) to some object, we are not always attributing the same prop-
erty to it. In some contexts we will attribute the property Empty, (Round,), in others
Empty, (Round, ), etc. Travis’ view, by contrast, is that in all these cases we describe the
object as round (no quotation marks), where being round is an occasion-sensitive prop-
erty, that is, a property that an object might have in some occasion and lack in others,
without undergoing any change. If the term ‘property’ is defined as a partition among
objects, or a function from objects to truth-values, or something that determines ex-
tension/intension, then Travis is wrong by definition. However, if a more substantial
notion of property is assumed, then Pragmatic Propositionalism might be problematic.

Travis (1989, pp. 23-24) and Borg (2012) argue against this approach. Travis notes
that it can be objected to occasion-sensitivity that ‘is green’ or ‘weighs 79 kilos’ refer
not to a property but to a family of properties. Let us suppose that this is the case and
that, even if we cannot talk about the property that ‘is green’ or ‘weighs 79 kilos re-
fer to, for there are a variety of them, we can talk about the property that the words ‘is
green’ or ‘weighs 79 kilos’ refer to on a particular occasion, and assure a level of occasion-
insensitive content. Travis argues that the assumption that our words, in use, express
an occasion-insensitive property in problematic because of the same reasons why the as-
sumption that ‘is green’ expresses an occasion-insensitive property is problematic. The
problem is that in deciding that ‘weighs 79 kilos” applies to Hugo in such and such con-

ditions, or that “There’s milk in the fridge’ is true of a certain fridge in such and such
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conditions, we have solved some doubts but not all of them. So suppose, for the sake of
the argument, that there is a property that ‘is green’ and ‘weighs 79 kilos’ expressed in
the scenario described by Travis. Call them P and Q. Now we can ask, would “There’s
P in the fridge’ be true if there was (only) a slice of cheese? Or synthetic milk? Or a
bottle with coagulated milk? Would ‘Hugo Qs’ be true if the earth’s gravitational force
were to be halved overnight? We cannot answer these questions, for they raise doubts
we didn’t solve when we settled the issue about the bridge or about cleaning the fridge.
So, Travis concludes, it turns out that these properties, in turn, leave some questions
open—which, for him, means that they are occasion-sensitive after all*” .

Relying on Travis’ argument, Borg claims that the proponent of the mixed view is
under pressure to specify the occasion-insensitive contents that, according to him, are
expressed by our utterances. The claim is that these contents are recovered via pragmatic
interpretation, not that they cannot be had. However, it is reasonable to think that for
any specification of a given understanding that can be given, or for any sense we are able
to somehow select, new Travis cases can be created and, as Borg says, ‘occasionalism at
one remove is still occasionalism’.

I think that those who endorse Pragmatic Propositionalism (structured proposi-
tions) can counter this argument, for they can reject the identification of the properties
Travis specifies (what he calls P and Q) with the contents they postulate. As soon as
we name or specify properties, we are dealing with linguistic meaning, and these con-
tents admittedly type-underdetermine the property expressed. Thus, a proponent of
the mixed view might counter the Travis-Borg argument by carefully distinguishing
metaphysical determination from what we can call ‘epistemology of content’. Thus,
it can be argued that utterances express structured proposition that are free of Type-
Underdeterminacy but that these are not fully transparent to us—we don’t know the
answer to the questions Travis asks, for propositions are not fully transparent, but this
doesn’t mean that there are no answers.

However, if mental representations are not free of Type-Underdeterminacy, then
the idea that utterances express propositions that are free of Type-Underdeterminacy
looses its attractive—this sort of propositions doesn’t seem to be playing any role in
our cognitive lives, so why should we use them in our linguistic theories? It is not clear
what the role of those properties would be, for they do not correspond to our mental

representations. Hence, even if one can have a notion of ‘property’ such that properties

*°] think that Travis is here aiming at something similar to Token-Underdeterminacy. This suggests

that occasion-sensitivity would be, for him, a combination of Type- and Token-Underdeterminacy.
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are free of Type-Underdeetrminacy, it is not at all clear that we should have recourse to

this kind of properties when studying natural language.

3.8 Conclusions

I have argued against the claim that mental representations are underdeterminacy-free.
I have distinguished two notions of underdeterminacy—Type-Underdeterminacy and
Token-Underdeterminacy. On the one hand, I have considered and rejected two ar-
guments in support of the claim that mental representations must be free of Type-
Underdeterminacy: the productivity argument and the argument from equivocation.
Against them I have argued, first, that the productivity argument only establishes that
natural language and mental representations must be meaning-compositional, and this
is compatible with Type-Underdeterminacy. Moreover, I have noted that views that
have recourse to online concept creation cannot avail themselves of the productivity ar-
gument. Second, I have argued that the argument from equivocation relies on a false
premise—namely, the premise that mental representation-types are non-equivocal and,
as such, they are suitable to resolve the equivocations involved in an utterance of a nat-
ural language sentence. The tokening context can also resolve the equivocation. As a
result, proponents of the mixed view have failed to provide good reasons in support
of their view. After this, I have argued that 4d hoc concepts should not be expected
to behave differently than lexically encoded concepts. Hence, mental representations,
even when they involve ad boc, non-lexically encoded concepts should be expected to
be Type-Underdetermined.

On the other hand, I have argued that there are reasons to take mental representa-
tions to be token-underdetermined. I have done so by presenting some cases where it
seems reasonable to conclude that the truth-value of the mental representation-token
is indeterminate at some possible states of affairs. The resulting picture—that men-
tal representations are token-underdetermined—is admittedly a radical one. In par-
ticular, it is more radical than approaches that take mental representations to be type-
underdetermined. The thesis that mental representations are type-underdetermined
motivates approaches according to which the situation where a representation is to-

kened plays a crucial role in resolving equivocations and, consequently, in determining
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the truth-conditional content of the token . This is compatible with the tokens being
free of Token-Underdeterminacy. By contrast, the partiality argument motivates an
approach according to which tokens exhibit this second kind of underdeterminacy Al-
though at the tokening context the questions concerning application conditions that
are relevant for whatever is at stake will typically be solved, other questions that are not
relevant can remain unanswered.

I have further argued that, if mental representations are Type-Underdetermined,
as I think they are, having recourse to structured propositions that are free of Type-
Underdeterminacy doesn’t seem like a good option.

My aim in this chapter was to cast doubt on the assumption that there is another sys-
tem (saliently, Mentalese) that, unlike natural language, is free of Type-Underdeterminacy
and that can be used in order to confer truth-conditional content to our utterances.
If my arguments are sounds, there are reasons not to understand truth-conditional
pragmatics as the view that natural language sentences type-underdetermine the (struc-
tured) proposition or mental representation expressed in a use of sentence, with those
(structured) propositions or mental representations being underdeterminacy-free. In-
stead, in what follows I will put forward a view of utterance content that can be classed

as relativism or situationalism.



Chapter 4

Utterance content

The aim of this chapter is to put forward a notion of utterance content that is in ac-
cordance with the phenomenon of occasion-sensitivity. I will adopt Recanati’s rela-
tivist framework and model utterance content as an Austinian proposition. My notion
of utterance content has three features. First, Austinian propositions are modelled as
<lekton, activity> pairs, thus substituting Recanati’s use of situations with activities.
Second, this framework leaves room for Token-Underdeterminacy. The reason is that
activities constrain the application conditions of words but do not determine a truth-
value for any possible states of affairs. Third, in order to account for intercontextual
content-sharing, and in particular for speech reports, my framework admits of Aus-
tinian propositions with different granularity. I will finish by arguing that this notion

of content escapes the non-objectivity threat introduced in chap. 1.

4.1  Where are we?

In the previous chapters I have countered several arguments intended to deactivate the
pragmatist challenge raised by the phenomenon of occasion-sensitivity. In chap. 21
have addressed and rejected several arguments to the effect that the sentences used in
Travis cases are (per se) truth-evaluable. Moreover, I have argued that the theories that
posit some kind of context-sensitivity in colour predicates either are insufficient to deal

with the possibilities of variation that these predicates exhibit or have recourse to prag-
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matic interpretation. In chap. 3 I have argued that the arguments used for supporting
the claim that mental representations are not subject to the kind of underdeterminacy
natural language is subject to are not sound. As a consequence, I think that we should
abandon both Semantic and Pragmatic Propositionalism. Instead of relying on there
being mental representations with occasion-insensitive truth-conditions or having re-
course to occasion-insensitive structured propositions or mental representations’ , I will
present here a new way of conceiving truth-conditional content inspired on Recanati’s

relativism.

We can think of the role of context as not being that of identifying an enriched
proposition. When we engage in a conversation and interpret an utterance the infor-
mation we have includes not only the sentence uttered (with its linguistic meaning),
but also the surroundings of the utterance. For instance, we typically have information
about what the conversation is about, which objects are salient, etc. We can model the
content of an utterance as a pair including the conventional meaning of the sentence
uttered plus those surroundings. My suggestion is that we need a dual notion of con-
tent, capturing both the meaning of the sentence (for example, that it describes a certain

object as having a certain property) and the activity in which it is used.

On this view, truth-evaluable content is content seen as embedded in an activity.
Let us use Wittgenstein’s remarks on seeing-as and the duck-rabbit picture as an illus-
tration® . In the duck-rabbit picture, we have some lines on a piece of paper. We can see
those lines as a picture of a duck or as a picture of a rabbit. It wouldn’t make sense to ask
whether it 7eally is a picture of a duck or a picture of a rabbit. The picture remains the
same whether we see it as a duck or as a rabbit. This, however, doesn’t prevent us from
seeing the picture differently. We perceive different aspects, let’s say. There is a differ-
ence in the visual experience. Something similar happens with linguistic meaning. Take
an occasion-sensitive sentence as “The leaves are green’. Different occasions of use, or
different language games, are like different ways of seeing that sentence (it’s meaning).
We can see a colour description as describing the natural or the visible colour. When we
embed it in an activity, the occasion triggers one way or another of seeing it. Travis’ ex-
amples, with their deployment of a setting, create the conditions for a linguistic Gestalt
switch to happen. Linguistic meaning can be perceived in different ways. Given a con-

text, and assuming the context is cooperative enough, one of those ways is automatically

'In chapter 3 I mentioned the option of conceiving propositions directly as truth-conditions (or sets
of possible worlds) without discussing it. I will come back to this in sec. 3.
*I merely intend this as a rough analogy. In my discussion, ‘seeing-as’ is metaphorical.
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available to us.

Following the idea that the truth-value shift in Travis cases is due to the sentence
being embedded in different activities, we can see occasionalism as a form of situation-
alism (following (Corazza, 2007)). Thought and talk is situated in the sense that it typ-
ically occurs at some time and place, in the context of a conversation and extralinguis-
tic practices. Instead of taking the role of these surroundings to be that of identifying
a fully determinate proposition, situationalism sees them as affecting the truth-value
of the sentence or the mental representation’® . Utterances typically occur in conversa-
tions where people have goals and purposes and are engaged in extralinguistic activities.
These surroundings provide the key to interpretation—they give us the measure of what
counts as ‘green’, for example. Corazza (2007) distinguishes contextualism and situa-
tionalism on the basis of their approaches to context-dependence. Contextualists claim
that our utterances typically express enriched, or contextually adjusted, propositions.
By contrast, situationalism has it that the proposition expressed by an utterance of a
non-indexical sentence S (“There’s beer in the fridge’) is semantically determined (it is
the proposition that there’s beer in the fridge) but admit that the truth-value of this
sentence is relative to the situation of use* .

I think that the lesson of Travis cases is that sentences are true or false only when
embedded in an activity. That what we need is an activity is suggested by the examples
themselves. In the examples we have people painting leaves, cleaning fridges, crossing
bridges, etc. These activities bring in some constraints as to how to use words, yet they
are extralinguistic. For example, the reason why we take Pia’s first utterance to be true
is that she is painting leaves. In this activity, what matters is how things look—how
we want them to look, how they look as a result of our action, etc. By contrast, in
Pia’s second utterance the relevant activity is scientific research—and science is about
natural properties. The activity itself comes with certain constraints. For example, that
only natural properties matter.

My aim is not to present a formal framework that can deal with Travis cases but in-
stead to put forward a notion of utterance content thatis faithful to occasion-sensitivity.
The question I will address: If language is occasion-sensitive, how should we think of
the content of our utterances? I think that, given that the activity plays a crucial role in
determining, for example, what counts as ‘green’, a good option is to model utterance

content, following Recanati’s Austinian propositions, as including a lekton and an ac-

3Travis (2000) speaks of representations as being situated.
4Situationalism can be seen as a form of relativism.
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tivity. In the remaining sections of this chapter I develop his idea in more detail. I will
argue that, in order to account for same-saying we need Austinian propositions with
different granularity. Thus, I will endorse a form of multipropositionalism.

I will finish this section by summing up what I take to be the main insights of the
pragmatist challenge regarding the notion of utterance content. Occasion-sensitivity
motivates three claims. First, it motivates a relativist claim. Utterances of the same
(non-indexical) sentence can have different (literal) truth-values at different occasions.
Sentential truth is relative to the occasion of use. Thus, truth-value is determined by
three elements: linguistic meaning, state of the world, and the specifics of the occasion’®
. Following MacFarlane (2007), this can be seen as concerning propositions and proper-
ties, and not only sentences—propositions can be seen as having different truth-values
at different circumstances of evaluation, where circumstances include a ‘count-as’ pa-
rameter. Thus, the same property can be said to be expressed by all uses of ‘green’, etc.
This property might determine different extensions at the same possible world, for the
extension depends on the value of the ‘count-as’ parameter.

Second, it can be seen as motivating a contextualist claim, for one can hold that the
two utterances depicted in a Travis case, in a sense, don’t say the same. If I describe a
certain object as being ‘green’ in two different occasions, I might not be saying the same
thing twice (leaving time aside). For example, it might be the case that what I say in the
first occasion is true if and only if the object is superficially green, whereas in the second
the object must be originally green in order to count as ‘green’. If that is so, I didn’t
describe things as being the same way® . To capture this, we need a notion of utterance
content according to which what is said by the utterance transcends the conventional
meaning of the sentence used.

Third, occasion-sensitivity motivates a context principle according to which the role
of context is not mere identification of the mental representation (or structured propo-

sition) expressed by an utterance” . Searle claims that we are incapable of understanding

STravis is particularly clear about this in his (1996). Also Searle, when he talks about truth-conditions
being relative to a background.

¢This assumption is in place throughout (Travis, 2008a).

7The notion of context that I aim at is similar to Wittgensteinian language games. According to
Conant (1998), ‘[ Wittgenstein] seeks to generalize Frege’s context-principle so that it applies not only
to words (and their role within the context of a significant proposition) but to sentences (and their
role within the context of circumstances of significant use, or — as Wittgenstein prefers to call them -
language-games).” (Conant, 1998, p. 233) And later: ‘Its point is that ‘for a large class’ of occasions of
speaking there isn’t anything which can properly count as asking the question “What do the words [which

have been spoken] mean?’ apart from a simultaneous consideration of questions such as “When was it
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some well-formed sentences when we lack an appropriate background. He offers as an
example the order ‘Cut the sun’. Although we know the literal meanings of the expres-
sions composing the sentence, we are unable to see what would count as obeying the
order. For one thing, we cut different things in different ways, so there is no object-
independent way of cutting that we could automatically apply to the sun. But more
importantly, we lack some story that prepares us to the interpretation of the sentence
(that tells us, for example, what we are doing and what is the aim of cutting the sun).
We can’t even decide among those potential ways of cutting without it. However, once
we provide a story, that is, some context, understanding becomes easy.

In order to show how important the surroundings are, let me sketch two stories in
which to embed the sentence ‘Cut the sun!’.

First scenario: a science fiction novel.

There is an interstellar war going on, and one of the armies involved has
developed a laser that cuts planets into two. Going for a more destructive

use of the laser, the commander orders ‘Cut the sun!’

Second scenario: a non-literal use.

Some children are cutting figures painted on a paper: a house, a dog, a
child, a butterfly, a sun, etc. The teacher says to one of them: “You are

doing great, you already have the house and the dog. Now, cut the sun’.

That understanding requires an appropriate background is shown in that we can
imagine the sentence as being used in a science-fiction novel or in a non-literal way, and
easily understand it. One might reply that in some cases we understand questions or
are able to obey orders without a previous story. I think that there are two reasons why
sometimes we seem to understand an utterance in absence of a context. The first reason
is that we understand something—namely, the linguistic meaning of the sentence used.
The second reason is that we might have recourse to what I will call default contexts® .
Suppose that 99% of cases in which we use the words ‘France’ and ‘hexagonal’ together
the conversation is about countries resembling things (loose talk describing countries).
Since we are equipped with this implicit knowledge, we can use it to interpret an out-

of-the-blue utterance of ‘France is hexagonal’.

said?’, “Where?’, ‘By whom?’, “To whom?’, etc.” (Conant, 1998, p. 239)
$This idea will be explored in chap. s.
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In what follows I present a notion of content that is faithful to main in insights of
occasion-sensitivity. This notion can be said to be dual, since it includes not only lin-
guistic meaning but also an activity. In section 2 I present Recanati’s discussion about
Austinian propositions and put forward a new version of this notion. In section 3 I ar-
gue that language, as mental representations, can be token-underdetermined and that
Austinian propositions can account for that. Section 4 is about how same-saying im-
poses an additional desideratum on the notion of utterance content. In order to meet
this requirement, I adopt, in section 5, multipropositionalism. In section 6 I address
the non-objectivity threat.

4.2 Towards a dual notion of content

Recanati (2006b; 2007), following Perry (1986), provides the means for defining a dual
notion of content that captures the three claims motivated by occasion-sensitivity. Re-
canati’s Moderate Relativism admits of two different kinds of content: the lekton and
the Austinian proposition. The lekton is defined as the explicit, articulated content. Its
truth-value is relative to situations of evaluation. By contrast, the Austinian proposi-
tion is the complete truth-conditional content, including the lekton plus a situation of
evaluation. It has absolute truth-conditions. These two kinds of content correspond
to two different kinds of linguistic items. Whereas the lekton is the content of the sen-
tence, the Austinian proposition is the content of an utterance of the sentence. Thus,
utterance content is not identical to sentence content. Take as an example the tempo-
ral proposition expressed by ‘Socrates is sitting’ (assuming time is not articulated in the
sentence). The explicit content of this sentence (lekton) has different truth-values at dif-
ferent times. Now, an utterance of ‘Socrates is sitting’ at t has absolute truth-conditions:
itis true if and only if Socrates is sitting at t.

Besides lekton and Austinian proposition, Recanati distinguishes another level of
meaning: meaning of the sentence type or kaplanian character. His framework includes

three levels of content? :

?Recanati uses the resulting framework to account not only for sentence/utterance content but also

for the contents of thought. In what follows, I will focus on utterances.
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1. The meaning of the sentence type (or kaplanian character): a function from con-
texts of utterance to lekta. This level is context-independent. Since I am dealing

with predicates, not indexicals or demonstratives, I will leave this level aside.
2. Thelekton: arelativized proposition (a function from situations to truth-values).

3. The Austinian proposition: the lekton and the contextually relevant situation.
According to Recanati, it determines a classical proposition (in the sense that it

has absolute truth-conditions).

The grounds for the distinction lekton-Austinian proposition is given by two prin-

ciples:

[Duality] To get a truth-value, we need a circumstance of evaluation as well

as a content to evaluate. (As Austin puts it, ‘It takes two to make a truth’.)

[Distribution] The determinants of truth-value distribute over the two basic
components truth-evaluation involves : content and circumstance. That is, a de-
terminant of truth-value, e.g. a time, is either given as an ingredient of content or

as an aspect of the circumstance of evaluation. (Recanati, 2007, pp. 33-34)

Duality is a well-accepted principle. It simply states the thesis that truth-value de-
pends both on content and on how things are. Whether an utterance is true depends
on what it means together with the state of the world. Distribution introduces a novel
idea™ : some of the elements that are needed to fix truth-value need not be given by
content—they can be given by the circumstance. Recanati follows here Perry (1986).
According to Perry, some of our utterances have truth-conditions only when some pa-
rameters not articulated in the uttered sentence itself are fixed. As an example, Perry
uses the sentence ‘It’s raining’. In order for an utterance of this sentence to have a truth-
value, not only a time must be determined, but also a place. For example, it might be
raining now in Barcelona but not in Sevilla, so we need to determine the place in order
to get a truth-value. Now, this place can be given as part of the situation the utterance
concerns. In this case, Perry calls it an ‘unarticulated constituent’. In many cases, the
place will just be the place of utterance. In other cases, it might be a salient place, for ex-

ample the one the conversation is about™ . Using Perry’s terminology, we can say that an
1% glerry gy y

'°This idea is the basis for relativist frameworks in general, not only Recanati’s.
"Tn this framework, the situation of evaluation need not be identical to the situation of utterance, but

it is nonetheless determined by it. This is why Recanati calls his view ‘moderate relativism’. By contrast,
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utterance of the sentence ‘It’s raining’ concerns a place, even though it is not (explicitly)
about it.

The way Recanati defines the Distribution principle suggests that some elements
that affect truth-value can but are not necessarily given by the circumstance. The place
where it is raining can be given by the circumstance, but it could also be articulated
in the sentence. The utterer of ‘It’s raining’ could have used the sentence ‘It’s raining
in Barcelona’ or ‘It’s raining here’. If this is the case, we still need a circumstance of
evaluation in order to get a truth-value, but the role of the circumstance of evaluation
has become uncontroversial. It is a consequence of Duality, not of Distribution. So,
in absence of further argument, even if we cannot model ‘It’s raining’ as a complete
proposition, we can model ‘It’s raining here’ as one.

However, Recanati gives a second argument extending the need for Austinian propo-
sitions beyond unarticulated constituents. The idea is that utterance truth-value does
not necessarily coincide with lekton truth-value, even when the articulated content is
enough to get a truth-value. Here is the example he uses” . 'm watching a poker game,
and I'say: ‘Claire has a good hand’. Asit happens, Claire is not among the players. I was
mistaken about who the players are. Intuitively, my utterance is not true, for my utter-
ance was about the poker game I am watching. However, suppose that, by coincidence,
Claire is playing poker at a different place, and has indeed a good hand. There is a sense
in which what I said is true. Moderate relativism can accommodate both intuitions. On
the one hand, the sentence is true, for it says that Claire has a good hand and that is the
case. On the other, my utterance of it is false, for it purported to characterise a given
poker game (the one I was watching) and Claire was not among the players.

As a result, the two arguments provide two different reasons supporting the need
for two levels of content. According to the first, we need Austinian propositions be-
cause lekta, or explicit content, sometimes lack a determinant of truth-value. If we want
a content with absolute truth-conditions, we need, for some sentences, a content that
includes the circumstance of evaluation (providing a time, a place, etc.). According to
the second, we need the Austinian proposition, even when everything is articulated,
because the situation at which the utterance must be evaluated depends on the context
of utterance. In principle, we can always have a ‘Claire has a good hand’ case. The idea

is that, even if the sentence is truth-evaluable, this doesn’t imply that the truth-value of

MacFarlane (2014) reserves the term ‘relativism’ for views, like his own, in which the circumstance of
assessment is not determined by the circumstance of use. On Recanati’s terminology, MacFarlane’s view
is dubbed ‘radical relativism’.

“Recanati takes this example from (Barwise and Etcchemendy, 1987).



CHAPTER 4. UTTERANCE CONTENT 111

an utterance of it will always be the same—our judgements of truth-value are sensitive
to the situation utterance purports to depict.

Occasion-sensitivity provides a third argument for the distinction lekton-Austinian
proposition. It shows that truth-conditions depend on something that cannot be artic-
ulated in the sentence. Why? Because there are reasons to think that, for any sentence,
a Travis case can be generated—for “The leaves are painted green’, “The leaves are nat-
urally green’, and so on. Not all the elements on which truth-value depends can be
articulated in natural language. Thus, the possibility of iterating Travis cases motivates
a reading of the Distribution principle that extends the need for Austinian proposi-
tions beyond Perry-style unarticulated constituents. It is not just that some linguistic
representations are not fully articulated. Rather, what we have now is the claim that
no linguistic representation is fully articulated, where a fully articulated representation
would be one that makes everything explicit and gets rid of occasion-sensitivity. As a

result, occasion-sensitivity motivates a stronger reading of the Distribution principle:

[Distribution*] The determinants of truth-value distribute over the two
basic components truth-evaluation involves : content and circumstance.
Not all determinants can be fully articulated in the sentence. Some must

be provided by the circumstance.

The reason why not everything can be made explicit is that adding new linguistic
material to a sentence brings in new indeterminacies (chapter 3). Although we can ar-
ticulare some things, we cannot articulate everything.

Corazza and Dokic (2007; 2012) use the idea that utterances concern situations in
order to explain some of the examples that have been discussed in the contextualist de-
bate, including cases of incompleteness as “Tipper is ready’, where we need to add what
Tipper is ready for in order to get a complete proposition, or more Travis-style exam-
ple, as “There’s beer in the fridge’ (an example analogous to Travis’s “There’s milk in
the refrigerator’). According to their account, called situated minimalism, the truth-
conditions of an utterance are given by relative T-sentences such as ‘An utterance u of
“There’s some beer in the fridge” is true iff there’s some beer in the fridge in the situ-
ation of u.” (Corazza and Dokic, 2012, p. 187). Following their idea, we could model
the content of the utterance as an Austinian proposition involving a lekton and a sit-
uation. However, it is not clear that the notion of situation will do the required job
here. In order for this explanation to work, the notion of situation at stake must be

one different from Barwise and Perry (1983), for the state of the refrigerator can remain
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constant across the occasions described in the example. It seems that what is doing the
work here is something else® .
The need for situations in semantic analysis can be traced back to Austin, who

Wrote:

A statement is made and its making is a historic event, the utterance by a cer-
tain speaker or writer of certain words (a sentence) to an audience with reference

to a historical situation. (Austin, 1950, p. 20)

Thisidea that utterances, or statements, refer to situations opened the door to a new
notion of proposition, explored by Barwise and Etchemendy (1987). Whereas indexical-
free Russellian propositions have the same truth-conditional content regardless of the
context in which they are tokened, on the Austinian view truth is sensitive to the sit-
uation an utterance is about—as the ‘Claire has a good hand’ example shows. I think
that Austin’s remark is also the key to a proper understanding of occasion-sensitivity'*
. However, the notion of situation that is needed in order to account for occasion-
sensitivity is a bit different from the one used in situation semantics.

In Barwise and Perry’s seminal work on situation semantics (Barwise and Perry,
1983), reality is conceived as consisting of situations—parts of the world. The leading
idea is that we always find ourselves in a situation: ‘we see them, case them to come
about, and have attitudes towards them’ (Barwise and Perry, 1983, p. 7). Individuals,
properties and locations are uniformities across real situations. These uniformities are
the building blocks of abstract situations—the tools for the semantic theory. Now, in
Travis cases, it seems that something else must be added to the situation, for individuals,
properties and locations remain constant across the two occasions depicted.

AsTsaid in the previous section, I think that occasion-sensitivity shows that, beyond

including objects, places and times, situations must be conceived as involving linguis-

BCorazza and Dokic’s explanation of the example mentioned is in fact so similar to Travis’s that their
notion of situation seems to be equivalent to Travis’s notion of occasion. They write: “When Jane hears
John say that there’s beer in the fridge, she answers that he’s wrong, because she knows that the fridge
is free of bottles of beer. What counts as the fact that there’s beer in the fridge in John’s situation is the
presence in the fridge of at least one bottle of beer. On the other hand, when John hears Jane’s “There’s
beer in the fridge” he has to admit that she’s right. What counts as the fact that there’s beer in the fridge in
Jane’s situation is the presence of beer stains that have not been properly removed. Jane evaluates John’s
utterance as false because there’s nothing to drink in the fridge, and John evaluates Jane’s utterance as true

because the fridge is still not quite clean’(Corazza and Dokic, 2012, p. 190).
“Unsurprisingly, given Travis’s acknowledgement that he found the core idea of occasion-sensitivity

in Austin’s work.
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tic and extralinguistic activities—more in line with Wittgenstein’s language games than
with Barwise and Perry’s situations” . Thus, we can take the salient variation in Pia’s
example to be due to the activity in which the act of utterance is embedded. In the
first context, Pia is painting leaves so as to match the colour they have in spring (or for
decorative purposes, let’s say), whereas the botanist is doing scientific research™® .

The distinction lekton-Austinian proposition can be easily adapted to Travis cases.
I will model Austinian propositions as <lekton, activity> pairs. Let us go back to the
green leaves example: It is winter, and Pia’s tree is full of brown leaves. She is trying to
decorate the garden and, thinking that the tree looks very ugly and that green leaves are
always beautiful, she decides to paint the leaves green. After doing it, she says: “That’s
better. The leaves are green now’. What she says is true. Later, a botanist phones, seek-
ing green leaves for some scientific research on the properties of green plants. Again,
Pia says (this time addressing the botanist): “The leaves (on my tree) are green. You can
have them’. Now, what she says if false. So the semantics of “The leaves are green’ is
compatible with both saying something true and something false of the same leaves.

On the one hand, there is the lekton, that is, the sentence meaning. The lekton can
be thought of as a structured proposition. In the simplest case, it is composed of a prop-
erty (the colour green) predicated of an object (certain leaves). The lekton has different
truth-values at different activities. On the other hand, there is the Austinian proposi-
tion, that is, the content of the utterance. The Austinian proposition is the lekton as
used and evaluated at a specific activity. As a result, in Travis cases we have two utter-
ances that share the lekton but are not expressions of the same Austinian proposition;
they concern different activities. Given that truth-value depends on some features of the
activity not articulated in the lekton, these utterances can have different truth-values.
In particular the shared lekton of Pia’s utterance is, simplifying a bit the counterpart of
the description ‘the leaves’, the proposition Fa, where F refers to the property of being

green and a refers to certain leaves. This lekton, as used to talk about Pia’s leaves, is true

5One can speak of Wittgensteinian propositions if the difference seems substantial.

1Tn Travis cases, the occasion is usually considered to be the occasion of use because it coincides with
the occasion of evaluation. However, there could be cases in which the interlocutors are engaged in a
conversation about something they are not doing. For example, they could be working in a lab, on some
research on chlorophyll, but talking about decoration or photography. In this case, what counts as ‘green’
in their conversation would have to do with the activity of decorating leaves or taking pictures, not with
scientific research. In both cases, the relevant activity seems to be fixed by the circumstances of use. By
contrast, MacFarlane advocates a relativistic framework in which the value of the parameters needed to
get a truth-value are determined, not by the context of use, but by the context of assessment. I will not

address the issue whether something similar could be the case with the predicates involved in Travis cases.
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at some occasions and false at others. It is false at occasions where the relevant activity is
one in which what matters are the natural properties of the leaves, and true at occasions
is which what matters is the visible aspect, let’s say. The content of the first utterance can
be modelled as <Fa, activity,>, whereas the content of the second utterance would be
<Fa, activity,>. As a result, the first utterance is true if and only if Fa is true at activity,
(or: if and only if the leaves count as ‘green ‘at activity,). The second utterance is true if
and only if Fa is true at activity,. Since the leaves count as ‘green’ in activity, but not in
activity,, the utterances have different truth-values.

I am using the notion of activity here because it seems like a natural way to capture
the idea that what counts as ‘green’ on an occasion depends on what is going on on
that occasion. Alternatively, we could talk about the purposes of the conversation. I
take purposes and activities here to be roughly equivalent: if the conversation concerns
scientific research we can also say that its purpose is to do scientific research, and vice
versa. In both descriptions, what makes it the case that painted leaves do not satisfy an
utterance of “The leaves are green’ is that science is about natural properties” ™ .

I will finish with two remarks about activities. First, it can be doubted that all talk
concerns an activity and that, even if that is so, the activity is what is relevant in the de-
termination of truth-value. Let us consider first some Travis-style cases. As I argued at
the beginning of this chapter, when we embed the sentence ‘Cut the sun’ into differ-
ent stories, we understand it in different ways. Are activities the relevant aspect of the
stories? I think they are. Take the example in which children are cutting some shapes
drawn on paper. The reason why we interpret ‘Cut the sun’ as being non-literal and
as asking the child to cut a certain figure is that we are seeing the sentence as part of an
extralinguistic activity consisting in cutting shapes. Similar explanations can be given
of other examples. In the science fiction novel example, the sentence is interpreted in
relation to an activity that has been introduced: cutting planets into two with a laser.

Can we generalize this claim? I think it might sound a bit unnatural to talk about
activities when it comes to more complex Travis cases (iterated, or higher order, Travis
cases). For example, a good way to present Pia’s example is to say ‘Pia has painted the
leaves green’. What activity would an utterance of this sentence belong to? I think we
could say that it still concerns the activity of decorating the garden. Alternatively, we

could talk about activities in a loose sense. In this loose sense, we can say that an utter-

7By contrast, it wouldn’t be entirely accurate to take the second component of the Austinian propo-
sition to be the purposes of uttering the sentence. These can be very unspecific. For example, in Pia’s

second utterance they could be something like helping a friend to get what he is looking for.
BKolbel (2008) mentions purposes.
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ance of ‘Pia has painted the leaves green’ concerns to the activity of describing things
as we perceive them in normal illumination conditions and at the distance at which we
usually interact with them, as opposed to the activity of describing things as they look
when observed through a microscope. It is in this loose sense of ‘activity’ that I take

activities to be part of Austinian propositions® .

Second, activities are not further representations. Travis cases can be created for
specifications or descriptions of activities, but not for activities themselves. I see ac-
tivities as practices we engage in and are familiar with. It is beyond my goal here to
provide a substantial notion of ‘activity’. Instead, let me simply note that the notion
is inspired by Wittgenstein remarks on language games, practices and customs, and on
Searle’s Background. Loosely following Wittgenstein, I think of activities as practices
in which things are typically done in certain ways, practices we have been trained into
and that we have probably developed in response to our particular biological and psy-
chological traits* . The notion is also related to Searle’s Background. The Background
encompasses non-representational assumptions, skills, capacities, practices and habits
(Searle, 1983). Although I understand activities as being external, it could be said, in a
Searlian spirit, that when one is acquainted with an activity one thereby acquires a set

of non-representational assumptions and habits* .

" As I mentioned, the activity can be given by default. If we very often use colour predicates in order
to describe how things look in such-and-such conditions, then, in absence of further context, we will use
that as a default interpretation of sentences such as ‘Pia has painted the leaves green’.

**We usually consider an object as ‘painted’ even when small parts of its surface are not covered with
paint. Perhaps had our visual system been more precise, we would have different standards as to what
counts as ‘painted’.

*"My proposal is also in the spirit of Gauker’s claim that “Typically, conversations have goals’. Gauker
notes that: ‘One sort of basic goal that people might have in conversation is finding something: finding
prey, finding water, finding a good place to sleep. Other goals have to do with the management of society:
settling a territorial dispute, arranging a marriage, deciding how to punish a misbehaving child. I do not
assume that all such goals serve survival. Our goals may include finding a beautiful vista, or learning how
to play a flute.” (Gauker, 2003, p. 49). According to Gauker, an action in pursuit of a goal can be in
accord or not in accord with a body of information. Actions include linguistic actions as assertions. On

my view, Guaker’s goals are activities.
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4.3 Pardality

In chapter 3 I argued that there are reasons to take mental representations to be token-
underdetermined. Let me recall the distinction between Type-Underdeterminacy and

Token-Underdeterminacy:

Type-Underdeterminacy: A non-indexical structured representational item
Sis type-underdetermined if and only if there are tokens of S that have dis-

tinct truth-values.

Token-Underdeterminacy: A token of a structured representational item S
is token-underdetermined if and only if for some possible states of affairs
its truth-value is indeterminate (i.e., if and only if it determines a partial

function from possible worlds to truth-values).

I think that the same examples that motivated Token-Underdeterminacy for mental
representations suggest that this principle also holds for utterances. One of the exam-
ples I considered was inspired on the green leaves example. Let’s imagine, again, that
Pia and her friend are painting some leaves with green paint. After finishing, Pia says
“The leaves are green’. Given the setting, her use of ‘green’ is to be understood as, let’s
say, ‘superficially green’, or perhaps simply ‘painted green’. However, the setting might
be insufficient to determine, for any possible leaf 1, whether I counts as ‘green’ on Pia’s
use of this expression. Again, imagine a leaf that has been painted with small blue and
yellow dots and that, at a certain distance, looks green. It is possible that nothing in the
conversational setting determines whether an utterance of ‘It’s green” would be true or
false of that leaf. And, plausibly, the same will happen with leaves that have been only
painted on one side, or, going for a more strange example, with leaves that have been
painted with some paint that only looks green under certain illumination conditions
(and is otherwise invisible).

In chap. 3 I suggested that we can think of the indeterminacies involved in Travis
cases as questions that are notanswered by the conventional meaning but by the context
instead. When it comes to ‘is green’, these questions include the following: what part
of the object must be green? On what observation conditions? Etc. Activities can be
seen as providing answers to these questions. For example, in the activity ‘decorating
the garden’, the part of the colour that is relevant is the surface. It is part of the activity

that it is about the visible parts of objects. By contrast, in the activity, ‘doing botany’,
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the answer will be answered differently. The object must contain green pigments in its
interior, let’s say. Some activities might leave some questions unanswered. Plausibly,
the activity Pia and her friend are performing leaves it unanswered whether an object
that looks green at o,5sm but yellow and blue at 0,25m counts as ‘green’.

As a result, Austinian propositions determine partial functions from states of af-
fairs (or possible worlds) to truth-values. For some states of affairs, the truth-value of
the Austinian proposition might not be determined. The Austinian proposition ex-
pressed by Pia’s utterance is true at states of affairs where the contextually determined
leaf has been covered with green paint, false at states of affairs where the contextually de-
termined leaf has been covered with blue paint or is brown and has not been painted,
and its truth-value is not determined at states of affairs where the contextually deter-
mined leaf is painted with blue and yellow dots.

There is a reason why my proposal can be seen as more traditional than a prag-
matist approach as Travis’s: it allows for modelling the content of an utterance u as a
function from situations (where these include activities) to truth-values. However, I
think that the linguistic meaning of a sentence should not be identified with a func-
tion from situations to truth-values. Activities can be created and abandoned, and they
can even be created online, whereas linguistic meaning can remain fix throughout the
process. Truth-conditions are the product of embedding sentences into those activities.

But sentences are embedded with their linguistic meanings.

4.4 Specificity and content-sharing

In sections 2 and 3 I have introduced the basics of my approach to utterance content. On
this view, utterance content is modelled as a <lekton, activity> pair and can be under-
determined, in the sense that it doesn’t determine a truth-value for any possible state of
affairs. In this section, I will argue that, in order to account for intercontextual content
sharing, the approach needs to be improved.

Cappelen and Lepore (2006) argue that the concept of what is said faces a tension.
On the one hand, contextualists have it that what is said is closely tied to the context of

use. On the other, we often share contents across contexts—we report what others say,
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have inter-contextual discussions, etc* .

According to contextualists, what is said in an utterance is the result of con-textual
adjustment. The point that Cappelen and Lepore find problematic is that this adjust-
ment seems to be, according to contextualists, highly specific. The reason is that every
small detail of a conversation might be relevant to how one understands words. Two
people who have been trained in different painting traditions can understand differ-
ently an utterance of “The leaf is green” when they are painting leaves—there can be a
leaf that counts as ‘painted green’ for one of them but not the other. If con-tent needs
to be highly specific, then activities, as they figure in Austinian propositions, should be
very fine-grained.

However, it should be possible to share content across contexts. Modeling activities
too fine-grained makes it difficult. In particular, it makes most speech re-ports strictly
speaking false. Imagine that I report Pia’s utterance by saying: ‘Pia said that the leaves
are green. She is painting them’. In most circumstances, this report is enough for us
to grasp what Pia said. We have a broad understanding of what painting consists in.
Although there are different ways of painting things we know that, roughly speaking,
painting consisting in applying paint to the surface so as to hide the original colour.
However, if every small detail of the context matters, we should model Pia’s original
utterance as involving a more fine-grained activity than the one conveyed by ‘She has
painted them’.

As a consequence we need to find a middle course between contents that are as
context-bound as Travis cases seem to call for but that cannot be shared across contexts,
and contents that can be shared across contexts but that are too broad to respect the
intuition that any detail might matter.

Corazza and Dokic’s situated minimalism seems to find that middle course. Ac-
cording to them, propositional truth in cases similar to the ones I've been considering
should be relativized to the situation of use. This explains the variation in truth-value
and the intuition that any detail of the context might matter to what is said. But on
the other hand, Corazza and Dokic are minimalists when it comes to what an utterance
says, and claim that “Two people using the same alleged underdetermined sentence can

be characterized, pace contextualism, as having said the same thing even if they are not

**Contextualists can explain content sharing on the basis of the similarity between the contents ex-
pressed in different contexts (Bezuidenhout, 1997). My explanation of shared content is similar to Cap-
pelen and Lepore’s speech act pluralism in that they reject monism, i.e., the view that only one proposition
is expressed by an utterance, and so do I (although I will speak of utterance content being modelled with

different fineness rather than of utterances expressing a multiplicity of propositions).
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co-situated’ (2012, p. 196).

However, same-saying at least sometimes requires something else than sameness of
linguistic meaning. Some philosophers have argued that whether two utterances share
content is something that needs to be decided by taking into account not only linguistic
meaning (lekton) but also some features of the context of use®. Wieland (2010a) makes
this point by focusing on indirect reports. As she argues, we rarely report what someone
has said by uttering the exact same words. Instead, some additional linguistic material is
usually needed. Imagine the following situation. We have a barrel full of apples. Some
of the apples are affected by some fungus and we need to discard them. The fungus
makes the interior of the apples red. Anne cuts an apple and says “The apple is red’.
Now imagine that the apple is left on the table. When Nelly arrives home she says that
she’s hungry and, since the lights are out and cannot properly see the apple asks if that’s
ared apple. A report such as ‘Anne said that the apple is red’ would be incorrect here:
we need to add something else in order to capture the content of Anne’s utterance. The
moral of these examples is that sharing a lekton is not always enough for same-saying.

The problem with Corazza and Dokic’s account of same-saying is that a homo-
phonic speech report, as Jane said that there’s a beer in the fridge’ is false whenever
the report context is relevantly different from the original context. And it is so because
the sentence “There’s a beer in the fridge’ does not say the same in both occasions.

My solution to the tension will involve Austinian propositions with different gran-
ularities. Before that, let me note that conceiving Austinian propositions as in-cluding
activity types, instead of particular situations, already allows us to explain some cases of
same-saying without the need to identify same-saying with sameness of lekton. Imagine
a teacher teaching geography to some children. In order to make it easier for them to
identify countries in a map, he tells them: ‘Look, Italy is the one that looks like a boot.
And France is hexagonal. You see?’. Her utterance concerns the activity of comparing
countries with objects, let’s say. As it happens, this teacher uses the same example every
year, as do many other teachers. She says the same year after year. If we model her utter-
ance as including the activity type ‘comparing countries with objects’, we can account
for that.

Instead of particular situations, we can think of Austinian propositions as including
situation-types. Thus, two utterances of the same sentence that refer to two different

particular situations can express the same Austinian propositions, because of the par-

»See Wieland (2010a,b), Recanati (2006a) and Travis (2006a). Recanati discusses an example by
Leslie.
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ticular situations being of the same situation type. The content of an utterance, then,
will be conceived as a pair <lekton, activity-type>. Two different activity-tokens can
correspond to the same activity-type.

Despite this, I admit that a content that is closely tied to the context of use is diffi-
cult to share across contexts. If we model the content of Pia’s first utterance as including
a very fine-grained activity, such as ‘painting the leaves in the way Pia likes’ or ‘painting
the leaves according to such-and-such tradition’, then it is going to be difficult to have
indirect reports that capture the content of the original utterance. But usually, less spe-
cific contents are good enough. For most purposes, it is enough to grasp that when Pia
said “The leaves are green’ (first utterance) she only cared about the superficial aspect or,
roughly, about the leaves being covered by paint (as opposed to them being naturally
green).

In this sense, understanding can be said to come in degrees. When two interlocutors
are co-situated and aware of each other’s intentions as well as the topic of the conversa-
tion, and so on, then their understanding of each other’s utterances can be very deep. By
contrast, when they are no co-situated, or have only broadly grasped what the conversa-
tion is about, their understanding of the utterance will be more superficial and they will
only roughly grasp what the speaker means—for instance, they might grasp that Pia’s ut-
terance has to do with painting leaves, but not whether it is important that the whole

surface is covered with paint.

My proposal goes as follows. We can classify activities more or less fine-grained.
My suggestion is that we allow for different ways of classifying activities, ranging from
very rough to very precise classifications in which any detail matters. If we look at the
tension with this in mind, the threat will turn out not to be that serious. In the limiting
case, the Austinian proposition can include the particular occasion—an activity so fine-
grained that it will admittedly be difhicult to share across contexts.

Given that we can class particular activities into activity-types with different fine-
ness of grain, we can represent the content of an utterance as being more or less fine-
grained, depending on the aim of the classification-ranging from very rough to very
precise classifications in which any detail matters. Thus, we can have more or less fine-
grained propositions. For example, we could have a range of propositions that could

model the content of Pia and John’s utterance:
Pr: <The leaves are green, Decoration>
P2: <The leaves are green, Painting leaves>

P3: <The leaves are green, Painting leaves in a way that the original colour is no
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longer observable>

P4: <The leaves are green, Painting leaves in a way that the original colour is no
longer observable and excluding pointillism>

And the limiting case:

Ps: <The leaves are green, Particular occasion>

We can class a given utterance as expressing one proposition or another, depending
on the purposes of the classing. If we want to model the content of Pia’s utterance as
being closely tied to the context of use, we can use P4 or Ps. If we want to model the
content that is shared across contexts (for example, in a speech report), we can use P1 or
Pa.

Propositions can be understood here, following Perry (2001) and Korta and Perry

(2007; 2011), as abstract objects that are used for classificatory purposes:

[ T]he reflexive-referential theory sees propositions as abstract objects that are
used to classify events of certain types (cognitive states and utterances, paradig-
matically) by conditions of truth (or other relevant forms of success)—used ex-
plicitly by theorists such as ourselves, and implicitly in the practice of those who
have mastered the propositional attitudes and similar constructions. We do not
see propositions as denizens of a third realm to which some quasi-causal relation
relates us, but as devices by which we can classify events along different dimen-
sions of similarity and difference. Different propositions can be used to classify
the same act, relative to different frameworks for associating success-conditions

of various sorts. (Korta and Perry, 2007, pp. 176-177).

Thus, the range of Austinian propositions I have described can be seen as a tool
for classifying linguistic events. Sometimes, very fine-grained propositions are needed.
These fine-grained propositions allow us to capture the insight that, as Travis cases sug-
gest, any detail of the utterance context might matter to truth-conditions. On the other
hand, less fine-grained propositions can be used in classifying linguistic events that are
similar enough to count as same-saying.

To sum up, I have modelled utterance content as a <lekton, activity-type> pair and
advocated a form of multipropositionalism according to which we can represent the
content of an utterance with different granularities, depending on whether we are inter-
ested on same-saying or very detailed truth-conditions. The notion presented captures
the three claims motivated by occasion-sensitivity. First, the truth-value of the lekton
is relative to activities. Second, utterance content is truth-conditional. And third, the

role of the context is properly acknowledged.
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I will finish by noting that the approach presented here can be of some interest for
the minimalist as well. According to the minimalist, non-indexical sentences are truth-
evaluable. Semantics determines classical propositions. However, minimalists typically
agree that, when it comes to communication, these semantically determined proposi-
tions are insufficient. Thus, Cappelen and Lepore (2005) opt for speech act pluralism.
Much of the contextualist debate concerns the notion of content relevant for commu-
nication and the interest on the truth-evaluability of semantically determined proposi-
tions is arguably of limited interest when it comes to explaining communication. In a

review of Borg’s work Carston writes:

[Borg] discusses and puts to rest (hopefully forever) the idea that a semantic
theory is required to deliver for any sentence s the content p , where for a speaker
S who utters s, ‘S said that p’ is a correct indirect report. As she argues, both in-
tuitive pre-theoretic notions of ‘what is said” and the technical Gricean notion of
‘what is said’ are a matter of communication (or speaker meaning), hence involve
consideration of speaker intentions, and so fall outside the domain of a formal
semantic theory, while any more restrictive notion of © what is said ’ turns out
either to be dependent on the very semantic judgements it is meant to constrain
or to be redundant in determining semantic content since the real work is being
done by syntactic features of the sentence uttered. As suggested above, once we
recognise that what the contextualist is focussing on is this pragmatic notion of
what is said (that is, the truth-conditional content of an utterance or speech act)
as distinct from a formal ‘pure’ level of linguistic semantics, much of the fire goes

out of the minimalist/contextualist debate. (Carston, 2008b, p. 361).

The notion of Austinian proposition I have put forward can be of interest in ac-
counting for utterance content regardless of what one thinks of minimal propositions.
A minimalist can have it that lekta are truth-evaluable and yet acknowledge that the
truth of an utterance (not of the sentence) is relative to the relevant activity. The reason
why a minimalist might find Austinian propositions useful is that of the ‘Claire has a
good hand’ example: one thing is the truth-value of the sentence (in case it has one),
another is the truth-value of the utterance. The latter arguably depends on what is at

stake.
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4.5 Occasion-sensitivity in the tradition of situation seman-
tics

In chapter 11 presented a potential problem for occasion-sensitivity. The problem is the
following. If meaning is occasion-sensitive, then it seems that meaning is not objective,
for it does not extend of itself. The problem could be overcome if we thought of pred-
icates as expressing properties more specific than what is encoded in natural language.
However, in chapter 3 I have casted doubts on the existence of occasion-insensitive men-
tal representations and the role of occasion-insensitive structured propositions in our
linguistic and cognitive lives. As a result, there can be doubts that occasion-sensitivity
is compatible with the objectivity of content, i.e., the independence of the truth-value
of a content from our judgements. Why? Because occasion-sensitive representational
items do not extend of themselves and so an occasionalist might seem to end up claim-
ing that whether a given representational item is true as used in a given occasion partly
depends on how we treat it—for example, on whether we take it to be reasonably taken
as true.

In his (2010b) Travis attributes to Wittgenstein an account that is similar to the one
I have advocated in this chapter. In this account, the truth of an utterance is contingent
upon the language game in which the utterance takes place. Language games are defined
by introduction and elimination rules. He offers as an example a film-developing game.
Uttering “The room is dark’ is a move in this game. By its elimination rule, when a
player utters this sentence, the other player can remove the film from the camera and
place it in the developer. This fixes the conditions under which it is correct to use the
sentence (introduction rule)—it is correct if the room is dark enough not to spoil film,

let’s say. Travis writes:

My calling the room dark raises a question of truth: is it dark on the un-
derstanding on which I spoke of that? This question still leaves room for the
parochial to work. There are things to be decided as to the understanding of that
on which I did so speak. Now, the idea is, say what you like as to what that un-
derstanding is, and there is still the same sort of room for the parochial to work.
There is always room for fresh questions of truth to arise. Find new circumstances
of which my words might be true or not, and there are, correspondingly, new lan-
guage games for me to have been playing or not, games which provide for such
circumstances in any of many ways (or none). With that, there is more of the

usual work for the parochial to do. The parochial, like rust, never sleeps. On this
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new picture, as opposed to Frege’s, it never cancels out absolutely.

Invisible, intangible truth bearers thus lose the special status Frege accords
them. The parochial takes on an ineliminable role in representing as so. Such a
view must be seen as a picture of what representing is as such—though it is as yet

unclear how it could be that. (Travis, 2010b, p. 179).

According to Travis, the role of the parochial never cancels out. However, it is dif-
ficult to see what is meant by that here. If the role of the parochial is non-eliminable,
does this mean that the truth-conditions of an utterance somehow depend on us—on
our judgements or reactions? Here is where the problem would appear. Travis is well

aware of the threat:

And does it have that objectivity which is the hallmark of real thinking (tak-
ing) something to be so? Does its would-be truth turn simply on how things
are, independent of our so taking them? Or does whether things are as we repre-
sent them turn, in part, at least, on our responses to them—what we are inclined,
or designed, to feel or say, confronted with the world? Does the parochial con-
tribute merely to how we represent things to be? Or must its attempts to do that
ineluctably taint when things would count as thus represented? The phenomena
of occasion-sensitivity can, in fact, make it difficult to see the answer here. (Travis,

20104, p. 16)

I think that a situationalist framework, together with a careful distinction of two
different roles for the parochial to play, provides the means to solve the problem. I will
start with the role of the parochial. Travis calls ‘the parochial’ our particular way of
thinking, including here our psychological traits that need not be shared by other kinds
of thinkers. It could be playing two different roles. First, it can determine what con-
tent a given utterance expresses. Take demonstratives as an example. Gauker (Gauker,
2008) has argued that the referent of a demonstrative is determined by an all-things-
considered judgement taking into account, among others, salience, pointing, relevance,
and previous reference. If Gauker is right, then the parochial is plausibly doing some
work here, for it plausibly depends on our specific psychological traits how we calibrate
the importance of the things that go into the all-things-considered judgements. Simi-
larly, the truth-conditional content of an utterance (what counts as ‘green’, for exam-
ple), could be the case of an all-things-considered judgement, or depend on what is rel-

evant—for thinkers like us. If so, the parochial plays a role in the identification of the
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content of our utterances™ . Second, the parochial could be playing a role in determin-
ing whether the content expressed by an utterance is true or false. This would be the
case if, for example, the truth-value of an utterance depended on whether the interlocu-
tors of the conversation found it reasonable to take it as true. In this approach, whether
“The room is dark’ is true or false depends on the participants in the conversation where
the sentence is used taking it to be reasonable that the room is described as ‘dark’. In
general, the parochial will be playing this second role whenever truth-value depends on
how we happen to react. This is what might preclude objectivity.

I think that adopting a situationalist framework can solve the threat. In the view I
have presented, utterance content is conceived as an Austinian proposition. The parochial
will very likely play a role in determining what Austinian proposition a given utterance
expresses. What activity a given utterance concerns might be up to us—for example
because of being the outcome of an all-things-considered judgement. However, it does
not, on top of that, play a role in determining whether the Austinian proposition ex-
pressed is true or false. That will depend only on how things are, the lekton and the
activity in place. Using Wright’s terminology, within an activity meaning can be said
to extend of itself to unconsidered cases. The activity contributes further criteria that
constrain the application conditions of the lekton, independently of our reactions.

Let us go back to Travis’ view on Fregean truth-bearers from chapter 1:

If circumstances of a stating matter to what was stated along the lines indi-
cated here—lines on which what was stated is fixed by what one then had a right
to expect of things being as stated (of a cat’s having mange, say) — then there is in
principle no end of opportunities for circumstances of a stating to matter to what
was stated. There is no point at which circumstances choose for us some truth-
evaluable item which is itself immune in principle to admitting of different fur-
ther understandings — no pointat which, through appeal to circumstance, we ar-
rive at the sort of invisible, intangible truth-bearer (what Frege called a ‘thought’)
which, Frege held, was the only thing that could really make a determinate ques-

tion of truth arise. (Travis, 2008a, p. 6)

Frege’s notion of a thought is one according to which thoughts are complete. This

invites a picture where propositions have the same truth-conditions whenever they are

**Moreover, it might be the case that which words we coin depend on our psychological setup and
our needs. This, however, does not call the objectivity of content into question. Once it is settled what

the content of an utterance is, the role of the parochial cancels out.
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tokened. Travis cast doubts on the accuracy of this picture by showing that predicat-
ing the property GREEN of certain leaves does not always result on the same truth-
conditions (keeping the time fixed). The truth-conditions of the resulting structured
proposition seem to be contingent upon what is at stake at the tokening context.
Now, admitting that structured propositions are incomplete in the sense that some-
thing else is needed to get non-relativized truth-conditional content does not commit
one to a picture where our judgements about what is reasonable play an important
role, for the tokening context can provide an activity that, together with the structured
proposition, determines truth-conditions. This option, in the tradition of situation
semantics, respects the main insights of Travis cases, yet does not run the risk of pre-

cluding objectivity.

4.6 Conclusions

In this chapter I have put forward a notion of utterance content in accord with the
lessons from Travis cases. Following Recanati, I have distinguished sentence meaning
from utterance content and modelled the latter as a <lekton, activity> pair. This notion
of content escapes two potential problems.

The first problem, common to other forms of truth-conditional pragmatics, is that
of content sharing. On the one hand, the content of our utterances is closely tied to
the specifics of the context of use. But on the other hand, we sometimes share con-
tents across contexts. For example, we report what others have said. I have claimed that
Austinian propositions as <lekton, activity-type> pairs, combined with multiproposi-
tionalism, can accommodate both desiderata. First, activity-types can be shared across
occasions, which explains some cases of same-saying. Second, we can have fine-grained
and coarse-grained activities. Austinian propositions with coarse-grained activities can
be shared across contents and sharing it is often enough for the correctness of a speech
report.

The second problem was introduced in chap. 1. There I argued that not having
semantic items whose meaning extends of itself precludes objectivity. In this chapter
I have introduced a non-standard notion of content that, I have argued, escapes the

problem. The reason is that within an activity meaning can be said to extend of itself.



Chapter s

Grasping truth-conditions

Travis cases motivate a rejection of certain semantic theories'. In this chapter I will argue
that abandoning all sorts of systematic theories of truth-conditions can be problematic.
One of the main goals of semantic theories is to explain linguistic understanding. The
reason why theories that deliver truth-conditions are useful to this aim is that under-
standing an utterance of a sentence is usually identified with grasping the conditions
under which it would be true. Advocates of truth-conditional pragmatics, including
advocates of occasion-sensitivity, do not dispute this view about understanding. How-
ever, if they were to reject any form of systematic semantics they would run the risk of
turning our ability to interpret speech (grasping truth-conditions) into something mys-
terious. As a result, an advocate of occasion-sensitivity, as well as any other advocate
of truth-conditional pragmatics, needs to show that his proposal is compatible with
a plausible explanation of our ability to interpret speech. In order to do so, I will ar-
gue that, although occasion-sensitivity is incompatible with Davidson’s T-schema, the
notion of utterance content introduced in chapter 4 is compatible with there being sys-
tematic connections between sentences and activities, and truth-conditions. Moreover,
following Predelli, I will show that it is compatible with double-indexed theories. I will
also argue that occasion-sensitivity can be made compatible with theories that specify

truth-conditions by having recourse to default understandings.

"By ‘semantic theory’ I mean here a theory of truth-conditions.
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5.1 Linguistic competence and systematic theories of truth-

conditions

Let me start by paraphrasing Davidson® : Pia utters the words “The leaves are green’ and
under certain conditions we know that she said something that is true (false) of certain
painted leaves. Having identified her utterance as intentional and linguistic, we are able
to go on to interpret her words: we can say what her words, on that occasion, meant.
What could we know that would enable us to do this?

Advocates of truth-conditional pragmatics think that Davidson’s truth-theory won’t
work. They claim that the meaning of a non-indexical declarative sentence S underde-
termines the truth-conditions of its tokens. In contrast to what is often assumed by se-
manticists, they argue that the truth-conditions of our uses of non-indexical sentences
depend on the specifics of the contexts of use and are not determined (exhausted) by
linguistic meaning. Moreover, they sometimes take it that truth-conditions cannot be

tully systematized in a formal theory. Bezuidenhout writes:

The alternative view holds that meaning underdetermines truth-conditions.
What is expressed by the utterance of a sentence in a context goes beyond what is
encoded in the sentence itself. Truth-conditional content depends on an indefinite
number of unstated background assumptions, not all of which can be made explicit.
A change in background assumptions can change truth-conditions, even bracket-
ing disambiguation and reference assignment. That is, even after disambiguating
any ambiguous words in a sentence and assigning semantic values to any indexi-
cal expressions in the sentence, truth-conditions may vary with variations in the

background. (Bezuidenhout, 2002, p. 105) (Emphasis added.)

Following Searle, Bezuidenhout takes it that we cannot identify and make explicit
all the background assumptions on which truth-conditions depend. Similarly, but on
the Chomskian tradition, Pietroski seems to be sceptical that we can have theories of

truth-conditions. He writes:

*Davidson writes: ‘Kurt utters the words “Es regnet” and under the right conditions we know that
he said that it is raining. Having identified his utterance as intentional and linguistic, we are able to go on
to interpret his words: we can say what his words, on that occasion, meant. What could we know that
would enable us to do this? How could we come to know it? (Davidson, 1973, p. 313)” A Davidsonian
semantic theory, or a theory of interpretation, is intended to be what we could know that would enable

us to interpret speech.
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The fact that (an utterance of) a sentence has a certain truth-condition is typ-
ically an interaction effect whose determinants include (i) intrinsic properties of
the sentence that we can isolate and theorize about, and (ii) 2 bost of facts less
amenable to theorizing, like facts about how “reasonable” speakers wonld use the

sentence. (Pietroski, 2003) (Emphasis added.)

Travis is sceptical that there can be what he calls generative theories of understand-

ings or of (truth-conditional) contents:

[S]uch a theory must have at its disposal an adequate range of representa-
tional features. Suppose we can find a pair of statements which differ in the un-
derstanding they bear. Then the theory must be able to attribute to each a feature
that it has and the other lacks. Now, to suppose that there is some correct theory
of the envisioned sort is to suppose at least this: for any statement, S, there is some
specifiable set of representational features such that no statement with those fea-
tures could differ from S in when it would be true [...]. Such a set of features
would identify precisely one understanding there is for a statement to bear—one
certain content that might be the content of that statement. Let us call such set of
features, and the representational structure they identify, a disambiguation of S.
[...] Thena theory of understandings of the sort described—as it were, a generative
theory of contents—would generate disambiguation for any statement (perhaps
within some range). [...]

It is thus also clear how there could fail to be any correct theory of the envi-
sioned sort. The idea would be this: take any statement and ascribe to itany set of
specifiable representational features you like; then two or more statements might
all share those features, yet differ in what they said, and hence in when they would

be true. (Travis, 2000, pp. 34-36)

Semantic theories typically aim at systematically linking sentences, or, better, syn-
tactic structures, with truth-conditions. This project works on the assumption that
there is a set of representational features (a disambiguation) such that if two statements
(utterances) express the same disambiguation, then they express the same truth-conditional
content. The problem, for Travis, is that given that predicates, and for him also proper-
ties, have different satisfaction conditions on different occasions, one syntactic structure
can express different contents (or bear different understandings). So generating disam-
biguations is not a way of disambiguating truth-conditional contents.

Theoreticians interested in natural language work with theories that match sen-

tences with truth-conditions, using as input the meaning of the simple expressions and
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the rules of composition. The reason is twofold. First, the aim of much of semantic
theorizing is to explain linguistic understanding. Semantic theories are often conceived

as modelling our linguistic knowledge’ . As an example, let me quote Larson and Segal:

We can see semantics as a theory of the knowledge that underlies our ability to
make semantic judgements. Semantic theory addresses one part of our linguistic

knowledge: knowledge of meaning. (Larson and Segal, 1995, p. 10)

Larson and Segal follow here Chomsky, who takes linguistics to be a branch of psy-
chology dedicated to the study of an aspect of the mind—Ilinguistic competence, i.c.,

the speaker’s knowledge of his language* :

Linguistic theory is concerned primarily with an ideal speaker-listener, in a
completely homogeneous speech-community, who knows its language perfectly
and is unaffected by such grammatically irrelevant conditions as memory limita-
tions, distractions, shifts of attention and interest, and errors (random or charac-

teristic) in applying his knowledge of the language in actual performance. (Chom-

sky, 1965, p. 3)

A grammar of a language purports to be a description of the ideal speaker-

hearer’s intrinsic competence. (Chomsky, 1965, p. 4)

One important feature that a theory of linguistic competence needs to explain is
productivity, i.e., our ability to understand sentences we have never heard before. Be-
cause of this, it is usually thought that only a compositional theory can model our lin-
guistic competence.

Second, understanding a sentence, or an utterance of a sentence, has to do with

knowing under which conditions that sentence (or utterance) would be true. This

*Partee (1979) distinguishes two views on semantics. The first, the Chomskian view, takes the central
goal of linguistics to be that of providing an account of the knowledge that a speaker has when he knows a
language. The second, ascribed to Montague, takes semantics to be a branch of mathematics. These views
are compatible. Interestingly, authors in the Montagovian tradition as Lewis (1970) endorse a principle
of compositionality. The reasons typically offered in support of such a principle have to do with the
productivity of natural language. This shows that even authors working on the second view might want
semantic theories that can be used to model linguistic competence.

+Chomsky does not identify meaning with reference and therefore does not take the aim of semantics

(as a theory of meaning) to be that of giving a theory of truth-conditions. This is a further step not taken

by all of those who take the project of linguistics to be that of explaining linguistic competence.
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identification of linguistic understanding with knowledge of truth-conditions has been
standard in philosophy’ .

With these two desiderata (productivity, truth-conditions) in mind, it has been
thought that, if we had a theory delivering the truth-conditions of the well-formed
declarative sentences of a language on the basis of the meaning of its simple expressions
and the rules of composition, then that theory would be an important step towards an
account of our linguistic knowledge—it would be a candidate to model our ability to
interpret speech. This is the project that Davidson pursued (Davidson, 1967, 1984).

In the Davidsonian account, semantic theories are theories of interpretation, in the
sense that they are theories that an interpreter could use in order to interpret utter-
ances of a language. The theory generates, for every potential sentence of a language, a
theorem that specifies its truth-conditions. Given productivity, the theory is supposed
to generate an infinite number of theorems on the basis of a finite number of axioms.
It can be conceived as a set of axioms establishing the meaning of simple expressions,
together with a set of rules of composition from which theorems of the form of the

T-schema can be derived:
(T) ‘p’is true if and only p.

For example, “Snow is white’ is true if and only if snow is white’. On the right-
hand side of the biconditional the sentence is used. Thus, the semantic theory tells us,
in the metalanguage, what the sentences of a language say. It is conceived as delivering
interpretations, truth-conditional contents. In this sense, it is interpretive—it could be
used in order to interpret an unknown language.

In the case of sentences containing indexicals and demonstratives things get more
complicated. As a example, the truth-conditions of ‘She is lazy’ could be given by a

conditional T-schema:

(1) If x is referred to by she in the course of an utterance of ‘She is lazy’,

then that utterance is true just in case lazy(x)® .

Following Davidson, semantic theories have been seen as an attempt to model our

linguistic competence. These theories have a set of axioms from which truth-conditions

5An early statement of this idea can be found in Wittgenstein’s Tractatus (4.024): “To understand a
proposition means to know what is the case if it is true.” (Wittgenstein, 1994) [1922]. See Wiggins (1997)

for a historical overview of the relation between meaning and truth-conditions.
°I follow here (Higginbotham, 1988).
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for all well-formed sentences can be derived” . When given as input a sentence, usually
together with some contextual information, the theory is supposed to deliver an inter-
pretation.

With this in mind it is easy to see that Travis’ rejection of semantic theories might
be problematic. Truth-conditional semanticists are (allegedly) able to provide, at least
to some extent, theories that explain, or even model, our capacity interpret speech. Ad-
vocates of truth-conditional pragmatics as Travis claim that truth-conditions are not
determined by a set of features that we can specify and systematize, but rather that they
depend on the specifics of the context, perhaps in unsystematic ways. If they are right,
Davidson’s project is ill-conceived. But then, if not in virtue of recognising a set of rep-
resentational features, how is it that we are able to grasp the truth-conditions of an
utterance?

Bezuidenhout is clear about the problem:

If we assume that this understanding is not magical, there must be a system-
atic account to give of what is understood (the truth-conditional content of ut-
terances) and how it is we are able to know this (what our semantic knowledge
consists in and how this knowledge is used in context to understand what is said).

(Bezuidenhout, 2002, p. 106)

Advocates of truth-conditional pragmatics are under pressure to show that under-
standing is not magical, and this amounts to showing that the truth-conditions of our
utterances can be not driven by linguistic meaning, yet systematically obtained by using
linguistic meaning and contextual information.

A question analogous to the one Davidson asked is motivated by the occasion-
sensitivity scenarios. Pia utters the words “The leaves are green’ and under the right
conditions we know that she has said something that is true (false) of certain painted
leaves. What could we know that would enable us to do this, i.e., what could we know
that would enable us to understand some given words in certain ways on certain occa-
sions, to grasp the truth-conditional content of that utterance?

Giving up systematic theories of interpretation might mean giving up the project of
explaining how we go about interpreting speech. And this is problematic, for claiming
that it is impossible to have a systematic account of the process of interpretation might

amount to claiming that we have a mysterious ability to classify some utterances as true

7 Asan example, Larson and Segal write: ‘A speaker’s knowledge of meaning for alanguage L is knowl-
edge of a deductive system (i.e., a system of axioms and production rules) proving theorems of the form

of (T) that are interpretive for sentences of L’ (Larson and Segal, 1995, p. 33).
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and some others as false, where whether it is one or the other depends on a very limited
linguistic meaning together with some features of the context we cannot identify. The
threat, in short, is that views as that of Travis’, with its rejection of generative theories
of content, turn interpretation into a mysterious process. Or, in other words, that they
end up claiming that we understand utterances in different ways, and that we cannot
explain why. But surely, if it is the case that we sometimes interpret utterances of the
same sentence differently, then there must be something in virtue of which we do so.
Even if there is no mechanism that tells us in advance, independently of the context, the
truth-conditions of an utterance, there surely are some relevant similarities and differ-
ences across contexts that we recognize and use in order to interpret utterances. And
if so, we might have systematic accounts establishing how truth-conditions depend on
specific information we abstract, perhaps in unsystematic ways, from the context.

In what follows I will explore whether occasion-sensitivity is compatible with a sys-
tematic account of truth-conditional content. In section 2 I present what occasion-
sensitivity is incompatible with. In section 3 I will argue, following Predelli, that the
phenomenon deployed in Travis cases is compatible with double-indexed theories. How-
ever, Predelli’s account might be subject to a criticism by Lepore against semantic the-
ories in the Montagovian tradition—namely, that these theories are not interpretive. I
will argue that occasion-sensitivity is incompatible with having semantic theories that,
as Davidson’s, aim at specifying truth-conditions. Nonetheless, if it is understood along
the lines of the proposal presented in chapter 4, itis compatible with there being system-
atic connections between sorts of situations (or activities) and truth-conditions. These
systematic connections can be used to show that occasion-sensitivity does not turn un-
derstanding into something magical. Still, in section s I will argue that one can have
theories that specify truth-conditions if one accepts that these take the terms they in-
volve to be understood by default.

5.2 Two problematic assumptions

Travis cases provide evidence against Semantic Propositionalism and semantic determi-
nation (chapter 2). According to Semantic Propositionalism, the semantics of a well-

formed declarative sentence S determines a truth-evaluable content (a proposition, a
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truth-condition). Let us restrict this principle to non-indexical sentences:

Semantic Propositionalism (non-indexical sentences): The semantics (mean-
ing) of a well-formed non-indexical declarative sentence S determines a

truth-evaluable content (a proposition, a truth-condition).

According to this principle, some sentences (non-indexical declarative sentences, or
most of them) are such that their meanings are sufficient to determine a truth-evaluable
content® . Presumably, all the tokens of those sentences will express the same truth-
evaluable content.

Semantic Propositionalism is present in two different parts of certain semantic the-
ories. On the one hand, some theories attribute truth-evauable content to the well-
formed declarative, non-indexical sentences of a language on the basis of the meanings
of the simple expressions of the language and the rules of combination. So they must
be assuming that sentences, and not speech acts, are bearers of truth-evaluable content.
On the other hand, if at least some sentences express always the same truth-evaluable
content, then it seems that we have the means to specify (in the sense of articulate, en-
code in natural language) what the truth-conditions of a sentence, or even sentence at
a context, are. We just need to use a sentence that encodes them. Thus, when we use
instances of the T-schema as  ‘Snow is white’ is true if and only snow is white’ we rely
in that the right hand side of the biconditional will state the conditions under which
the sentence ‘Snow is white’ is true.

Travis’ criticism of Semantic Propositionalism poses a double problem. As it turns
out, given that we can generate Travis cases for a large class of sentences, we have no
reasons to think that there is a relevant class of sentences that express the same truth-
evaluable content in any occasion of use (leaving mathematics aside). So views that state
truth-conditions for sentences along the lines of Davidson’s are problematic. Moreover,
given that we have reasons to think that most (or perhaps all) sentences are occasion-

sensitive, the possibility of stating the truth-conditions of a sentence, or a proposition,

8T will speak of truth-evaluable content, instead of truth-conditions, because in intensional semantics
truth-conditions can be understood as truth-value distributions over possible worlds. Similarly, one can
identify the truth-conditions of a sentence with a truth-value distribution over indices of evaluation in-
cluding other parameters besides a possible world (standards of precision, a ‘what is at stake’ parameter,
etc.). Although these theories, in a sense, attribute truth-conditions to sentences, they do not attribute
truth-evaluable content to sentences, but rather to sentences at a context (where the context determines

the relevant index).
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is called into question, for any sentence that we use will be, as a sentence, occasion-
sensitive and so its understanding will rely on inexplicit assumptions that can vary across
contexts. As a result, we cannot make explicit all the assumptions on which truth-
conditions depend by using natural language sentences, for those very same sentences
will be understood against other implicit assumptions. This is particularly harmful for

Davidsonian semantics. Travis writes:

The driving force of [occasion-sensitivity] is this idea: the open sentences of
language speak of ways for things to be which admit of understandings [.... ]. This
blocks truth-conditional semantics. For suppose I say, “The sentence “Sid grunts”
is true ift Sid grunts’. Either I use thatlast ‘grunts’ on some particular understand-
ing of being a grunter—one understanding among many—or I do not. If I do,
then I assign the sentence a property it does not have. For it does not speak of
being a grunter on any special understanding of this. Butif T do not, then I fail to
state any condition under which anything might be true. Being a grunter on no
particular understanding of being one is just not a way for Sid to be. In brief, the
choices here are falsechood or failure to say anything. What would be needed to
block this result are ways for things to be, which one might speak of, and which
do not admit of understandings. (Travis, 2006a, pp. 47-48)

The problem, then, is that in trying to state the truth-conditions of a given sen-
tence—in purporting to specify the condition a sentence imposes on the world—either
we are doing something inadequate, for we are attributing to the expression type a prop-
erty of some tokens; or we simply fail to achieve the goal, for we are putting forward
some words that, qua words, do not have a determinate content. That they do not have
a determinate content is shown in that we can create a Travis case for them: on some
understandings they are true, on some false, and so the type is neither true nor false.

In the previous quote, Travis targets Semantic Propositionalism for natural lan-
guage sentences. Nonetheless, he extends his criticism to other representational forms.

In chapter 1 I presented his more general criticism as targeting the following principle:

Truth-Conditional Compositionality for Structured Representations: The
truth-conditions of a token of a structured representation S are determined

(exhausted) by features of S’ type.

Now, assuming that Travis is right in his criticism, what are the prospects of having
generative theories of truth-conditional content? I think we can still have theories of a

certain kind. Travis cases only show that Truth-conditional Compositionality doesn’t
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hold for representational forms that we can specify. Moreover, when he talks about
adding more and more representational features he seems to have in mind representa-
tional features similar to time, place, and perhaps standards of precision. However, this
is compatible with <representational form, situation> pairs being truth-conditional
compositional. The question now is whether we can have generative theories of truth-
conditional content that take as input propositions (or lekta) and situations (or activi-
ties). In what follows I will argue that, although there are some restrictions to the pos-
sibility of specifying these theories, there can be systematic connections between lekta
and activities and truth-conditional content and that some semantic theories (double-
indexed theories) can deal with occasion-sensitivity.

The second assumption that Travis targets is Semantic Determination® . Semantic
Determination is in place in theories that take the referent of context-sensitive expres-
sions to be determined (not constrained) by meaning. It states that context-sensitivity
in this sense is driven by semantics. If an expression is context-sensitive, then it is part of
its semantics that it is. And it is its semantics that determines how the context matters.
Thus, if Semantic Determination holds, then the semantics of any context-sensitive ex-
pression E encodes some kind of rule such that, given a context, it automatically picks
up the value of E in that context. I think that Semantic Determination is implicit in Ka-
plan’s definition of character: “The character of an expression is set by linguistic conven-
tions and, in turn, determines the content of the expression in every context’ (Kaplan,
1989, p. 505). As I pointed out in chap. 2, the indexical ‘T’ provides a good model. The
semantic content of ‘I’ (its character) is a rule specifying that the value of this expression
on an occasion of use is the utterer. This character, given a context, automatically picks
up a referent. However, we need not assume that everything that is contributed by the
context is determined by meaning. In particular, the situation an utterance concerns
need not be determined by the meaning of the utterance. It can simply be the situation
where the conversation takes place.

In this sense, occasion-sensitivity is compatible with having a theory that matches
features we abstract from particular contexts with truth-conditions. As a toy example,
let us imagine a theory making use of topic of the conversation. Such a theory could
have theorems as the following: ‘If the conversation is about painting leaves, then the
sentence “The leaves are green’ is true if and only if the salient leaves are painted green’.
This theory doesn’t tell us how to determine that a particular conversation is about

painting leaves. It can even be agnostic about the existence of a mechanism that can

Semantic Determination was introduced in chapter .
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establish it. In order to guess what the conversation is about, we might need to pay at-
tention to what people is doing, to previous speech, to background knowledge about
how human beings behave in certain circumstances... and other things we can’t even
listin advance. However, once the topic of conversation has been established, the theory
delivers the truth-conditions of the utterance. In this sense, the unsystematic determi-
nation of the topic is prior to the application of the theory. The proper input to the

theory is a context-type, a possible topic of conversation.

This view is not uncommon. As an example, Schoubye and Stokke (2016) take
the enriched proposition a given utterance expresses to be determined by the linguis-
tic meaning of the sentence uttered (for them, sentences express minimal propositions)
together with a Question Under Discussion. Contexts, on their view, contain Ques-
tions Under Discussion. The goal of the conversation is to answer them. Schoubye and
Stokke give a semantic theory that takes as input minimal propositions and Questions
Under Discussion and yields as output enriched propositions. It is not part of the the-
ory to explain how is the Question Under Discussion determined (in the metaphysical

and epistemic sense).

Although I think that it would be too ambitious to expect that the theory explains
how is the topic of conversation—or in the case of Austinian propositions, the relevant
situation or activity—determined, I think that any feature that the theory makes use of
must be such that it is plausible to attribute it to the interpreter. In this respect, situa-
tions and activities are, I think, in a better position than Questions Under Discussion.
Given that most conversations do not start with a question, Schoubye and Stokke take
Questions Under Discussion to often be implicit. The problem with this is that it is
not always easy to identify them. For example, if we go back to the green leaves exam-
ple, it is easier to identify the activity that Pia’s first utterance concerns (painting leaves
or, in Predelli’s reconstruction, taking pictures) than to identify the question that the
utterance is supposed to address. We can imagine that the conversation goes as follows.
Pia tells her friend that she doesn’t like her maple’s brown leaves. She takes some green
paint, and paints them. After that, she says “That’s better. The leaves are green now’.
What Question Under Discussion is she addressing? It would be odd to reconstruct
the conversation as addressing the question “What colour are the leaves painted?’ or
to take Pia’s friend to be (implicitly) using this question in order to interpret Pia’s ut-
terance. But it doesn’t seem that odd to describe both Pia and her friend to be aware
that the utterance is to be interpreted in relation to the activity of painting the leaves.

Explicit questions avoid this identification problem. In their explanation of the process
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of completion of the sentence ‘Steel is strong enough’ Schoubye and Stokke imagine a
conversation starting with an utterance that introduces an explicit question: “The space
shuttle must be able to carry 35 tons of cargo, endure extreme temperatures, and be ca-
pable of withstanding severe cyclonic dust storms. So, what material for the shuttle is
sufficiently strong?” However, a potential problem here is that explicit questions will
often be in need of pragmatic adjustment themselves (35 tons of cargo, with what stan-

dards of precision? What counts as a ‘severe’ dust storm, etc.?).

5.3 Natural language semantics and interpretation

In this section, I will argue, following Predelli, that occasion-sensitivity is compati-
ble with natural language semantics in the Montagovian tradition. An advocate of
occasion-sensitivity can use this in order to explain our ability to grasp the truth-conditional
content of our utterances. Hence, occasion-sensitivity is not incompatible with any
kind of systematicity.

Double-indexed theories are suited to deal with the context-sensitivity of natural
language. Let me take as an example Lewis’ framework. As Lewis (1970: 23) notes,
the truth-value of a sentence (its extension) depends not only on its meaning but also
on, among other things, the time and place of utterance, the speaker, the surrounding
discourse, the possible world, etc. Lewis calls a package of such parameters on which
extension depends ‘an index’. More standardly, and because of linguistic and philo-
sophical reasons, it is common to work with a notion of truth relativized to contexts
and indices. This is usually called double-indexing'® . Following the idea that sentential
truth is relative to indices, the semantics of the sentence ‘France is hexagonal’ can be
thought of as a function from contexts and indices that include standards of precision
to truth-values. Semantics is thus made compatible with Austin’s well-known example.

Now, these semantic frameworks typically deliver a notion of truth that is not rela-
tivized to indices. The reason is that it is the non-relativized notion that is of pragmatic

relevance—as MacFarlane (2014, p. 53-55) argues, when we speak we typically try to

"°See as an example Kaplan (1989) and Lewis (1980). In the kaplanian framework, the role of the

context is to determine the proposition expressed .
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say what is true, thereby conveying some information that might be useful for the ad-
dressee. The notion we need in order to account for this practice is truth-at-a-context,
not truth-at-an-index. Lewis writes: ‘a sentence s is true at context c iff s is true at c at
the index of the context ¢’ (1980, p. 88). Thus, a semantic theory might have it that,
for example, the sentence ‘France is hexagonal® at context c is true if and only if this
sentence is true at the index determined by c. Given that different contexts of use will
very likely determine different indices, not all the tokens will express the same truth-
conditional content. Two tokens of the same non-indexical sentence can have different
truth-values—this can be the case whenever they are evaluated against different indices.

Hence, Predelli (2004; 2005b; 20052) argues that the shiftiness exhibited in Travis
cases is compatible with natural language semantics. He uses a different terminology.
According to Predelli, the formal system takes clause-index pairs as input and yields
functions from points of evaluation to truth-values (intensions) as output. In his ter-
minology, a clause is a syntactic construct and an index is a set of parameters (place, time,
speaker, world). A clause-index pair can have different truth-values at different points
of evaluation. Importantly, points of evaluation are not wordly conditions. One same
wordly condition (some leaves being painted green) can correspond to two different
points of evaluation. So, we can have two utterances u and v of the same sentence (“The
leaves are green’) with the same intensional profile, but two occasion of use that corre-

spond to two different points of evaluation. Predelli writes:

Returning to Pia’s case, then, the intuitive requirement it puts forth is that
u, her utterance of “The leaves are green’ during the discussion with the photog-
rapher, be evaluated as true at particular points, those reflecting our assessment
of the leaves as green. In the more austere jargon of the interpretive system, what
needs to be obtained is a result of truth at points k such that, in k, the object de-
noted by [the leaves]np partakes in the extension of [is green]np. Moreover, as far
as our intuitions go, it is also desired that v, her utterance of “The leaves are green’
during the exchange with the botanist, turns out false at points of a different type,
those corresponding to our understanding of the leaves as non-green. To put it
otherwise: falsehood must be obtained whenever points k’ are taken into consid-
eration, such that the denotatum of [the leaves]np is not a member of the value
of [is green]np at k’. This much, of course, is perfectly consistent with the results
straightforwardly provided by traditional systems. For in their approach it is by
no means surprising that an indexical-free clause (paired with any index i), when
evaluated with respect to a certain point, ends up being associated with a truth-

value distinct from that assigned to that very clause—index pair with respect to
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another point. (Predelli, 2005a, pp. 47-48)

In a similar vein, MacFarlane’s proposal is to add a count-as parameter to the cir-
cumstance of evaluation (MacFarlane, 2007, 2009). One same proposition can have
different truth-values when assessed against circumstances where the count-as parame-
ter takes different values.

Double-indexed theories do not assume Semantic Propositionalism. Although they
attribute intensions to sentences, they do not attribute truth-evaluable content to sen-
tences, but to sentences-at-a-context. Moreover, they do not specify truth-conditions in
the same way that Davidsonian theories do. Following these ideas, one can agree with
Travis that propositions, or representational forms, fail Truth-Conditional Composi-
tionality, for the truth-conditions of their tokens depend on something else, yet do not
renounce to any sort of semantic theory. What is interesting here is that this ‘something
else’ need not be a parameter that is added to the representational form. Rather, it can
be the situation against which the proposition is evaluated. Given that, Travis’ prolifer-
ation argument cannot be run again, and occasion-sensitivity is shown to be compatible
with certain sort of semantic theory (by which I mean a theory of truth-conditions).

Now, are these proposals useful as an account of our ability to interpret speech? I
think that, if conceived as theories of interpretation, Predelli and MacFarlane’s accounts
are subject to a worry that Lepore raised for model-theoretic semantics.

Lepore (1983) claims that theories that do not specify truth-conditions are insuf-
ficient as theories of understanding. His argument against model-theoretic semantics
goes as follows. In Montagovian model-theoretic semantics, the truth-conditions of the

Finish sentence ‘Barbara sekoilee’ are provided by the following theorem:

(Ex) ‘Barbara sekoilee’ is true in an interpretation A ata world wand a time
t(in A) if and only if the extension picked out by the intension of ‘Barbara’
in A at w and t is a member of the extension picked out by the intension

of ‘sekoilee’ in A at wand t.

But, Lepore notes, one could know this theorem and fail to discern what a Finish
speaker says when he utters ‘Barbara sekoilee’. All he would know is that ‘sekoilee’ is
true of something named ‘Barbara’, but this is not enough to know what the Finish
speaker would assert for a similar argument . The theory could only serve the purpose

of delivering the interpretation of the sentence if it included disquotational schema as:

(E2) The extension of ‘Barbara’=Barbara.
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(E3) (x) (x satisfies ‘skoilee’ if and only if x is confused).

Predelli writes:

[Gliven a worldly condition w, the utterance u is true with respect to w iff
j(f(w))=truth, that is, iff the intension j, when applied to a point of evaluation

suitably corresponding to w, renders a result of truth. (Predelli, 2004, pp. 2122)

Again, one could know this theorem and fail to discern the content of Pia’s utter-
ances. Adding a ‘count-as’ parameter or distinguishing wordly conditions from points
of evaluation is a way to make Travis cases compatible with natural language semantics,
but it can be doubted that the resulting theory is sufficient for the hearer to interpret
an utterance of “The leaves are green’, for it does not specify what counts as ‘green’ at
the point of evaluation of the context. This is something that the interpreter needs to
know in advance. So, if the theory is to be something that an interpreter could use in
order to interpret a use of the sentence “The leaves are green’ it would have to include

something equivalent to (E3), like (E4):
(E4) (x) (x satisfies ‘is green’ at Cif and only if s).

Where ‘s’ specifies what counts as ‘green’. And this is something that the seman-
tic theory will have trouble to do, because, plausibly, the only way of specifying what
counts as ‘green’ will be to say that x is painted green, or that x is naturally green, etc.,
and these terms are themselves occasion-sensitive.

I think that Predelli and MacFarlane’s semantic theories are insufficient as accounts
of our ability to interpret speech™ in the sense that they are not adding anything to
Travis’ claim that whether the sentence “The leaves are green’ is true of certain leaves
on an certain occasion of use depends on whether the leaves count as ‘green’ on that
occasion—they leave it unexplained how is the hearer supposed to grasp what counts as
‘green’ on that occasion.

However, we can distinguish here an ambitious and a modest goal. The ambitious
goal (Davidson and Lepore’s goal) would be to provide a theory that could be used to in-
terpret speech. If Lepore is right, this theory will be one that specifies truth-conditions.
The modest goal would be to identify the features that an interpreter could use in inter-

preting an utterance and how these features relate to truth-conditions. The modest goal

"I do not intend this as a criticism of Predelli or MacFarlane’s theories. To my knowledge, explaining

our ability to interpret speech was not their aim.



142 5.3. NATURAL LANGUAGE SEMANTICS AND INTERPRETATION

could then be seen as a (small) step in modelling our ability to grasp truth-conditions.
And, more importantly for my purposes here, it could be used to show that occasion-
sensitivity is compatible with a plausible account of interpretation.

An account similar to Predelli’s can be used to show that occasion-sensitivity is com-
patible with there being systematic connections between sorts of situations and truth-
conditions, and this is all we need in order to show that occasion-sensitivity does not
turn interpretation into something magical. Rejecting Semantic Propositionalism casts
doubt on the possibility of specifying truth-conditions, but not on the possibility of ex-
plaining our ability to interpret speech.

In order to show this, let me distinguish systematicity from specifiability. Truth-
conditional content is systematic when it systematically depends on a set of features—
same set of features, same truth-conditions. Now, it could be the case that truth-conditions
are systematic, yet that we cannot have systematic theories of truth-conditions. For ex-
ample, the set of features on which the truth-conditions of an utterance depend might
be too complex for us to identify. More interestingly, there can be limits on what our
theories can specify, by which I mean what we can encode or articulate in a natural lan-
guage sentence. When Bezuidenhout writes that “Truth-conditional content depends
on an indefinite number of unstated background assumptions, not all of which can
be made explicit’ she is pointing to a problem detected by Searle. Searle notes that the
truth-conditions of our utterances depend on a number of assumptions. We can make
some of those assumptions explicit. The problem is that in making them explicit we
bring in further assumptions (see chapter 3). As a result, we cannot specify all of those
assumptions—any specification brings in new assumptions.

However, this is compatible with there being systematic connections between some
features of the context or the background and truth-conditions. Let me use as an exam-
ple Perry’s Z-landers (Perry, 1986). Z-landers do not represent Z-land, the place where
they live. The have no word or concept for it, and they do not travel. Because of this, if
a Z-lander semanticist is to state the truth-conditions of an utterance of ‘It’s raining’ he

would most likely have something like the following theorem:

(Z1) An utterance u of ‘It’s raining’ at time tis true if and only if it is raining
att.

Z1 does not specify a place. However, when a Z-lander says ‘It’s raining’ the content
of his utterance concerns Z-land-it is true if and only if it’s raining in Z-land, regardless
of whether or noritrains atother places. We could specify the truth-conditional content

of his utterance with Z2.:
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(Z2) An utterance u of ‘It’s raining’ at time tis true if and only if it is raining

at tin Z-land.

The Z-lander sematicist, lacking a concept for Z-land, might be unable to specify
the complete truth-conditional content of ‘It’s raining’ (Z2). Despite this, there are
systematic connections between certain features of the context (the place of utterance,
Z-land), and the truth-conditions of the Z-landers utterances. Similarly, we cannot ar-
ticulate a sentence that gets rid of all the implicit, context-dependent assumptions on
which, if Searle and Travis are right, truth-conditions depend. But this does not entail
that there are no systematic connections. We cannot specify an activity in a way that
does not bring in further assumptions, but this does not mean that there are no system-
atic connections between activities and truth-conditional content.

The problem with the limits on what we can specify is not that it makes under-
standing mysterious, for it does not entail that there are no systematic connections, but
that it casts serious doubts on the possibility of having theories specifying the features
on which truth-conditions depend or the truth-condition of a sentence (or utterance).

My answer to the question about what could we know that would enable us to in-
terpret Pia’s utterance involves three elements. First, we know the literal meaning of the
sentence uttered (that ‘green’ refers to a particular colour). Second, we are acquainted
with different activities in which we use words. Third, there are systematic connections
between activities with criteria of applicability for words. This approach has some sim-

ilarities with Travis’s. Here is Travis’ view on interpretation (I quote at length):

But then, how might we be able to do the things we in fact do in understand-
ing words? Let us begin, yet again, with an example. [The example is: Pia and
Max have received an invitation to a reception stating ‘business attire’. Pia says
to Max: “Wear a tie’. The question concerns the interpretation of this utterance]
Max is in his wardrobe, fingering his beloved bolo tie. Would it be wearing a
tie on the understanding on which she spoke of that? Max might reason (more
long-windedly than we ever need to) along these lines: In Pia’s circle no one ever
wears anything but a four-in-hand (and stodgy at that). Four-in-hands are all they
would ever think of. They would be rather taken aback by a bolo. Pia would not
want a thing like that. She would have meant: wear the kind of things her col-
leagues wear by way of a tie. So wearing a bolo would not be doing what she
asked when she told me to wear a tie. So wearing a bolo would not be doing what
she asked when she told me to wear a tie. It would not be wearing a tie. It would

not be wearing a tie on the understating of doing that on which Pia spoke of it.
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Max’s ability to perceive this particular fact as to what Pia said, and how he
might conform to what she said, derives from two things: his worldliness; and his
reasonableness (or, as one might say, sanity). His understanding of Pia’s words ex-
tends just as far as those things do. His wordliness includes his knowledge of what
that place and time are like, of the people and circles involved in the proceedings
Pia’s statement is part of. He knows their customs and habits, how things are
done in those surroundings, what those people would expect, and what would
surprise them. His reasonableness consists in his ability, so far as it reaches, to
bring facts to bear in trains of thought where those facts are relevant, and to rea-
son consecutively, and with some degree of imagination. So far as we know, there
is no algorithm for reasonableness in this sense. But most of us have enough of
it to see and appreciate the line of thought about bolo ties just rehearsed (given,
of course, wordliness equal to Max’s). If Max can do that, that is enough for him
to perceive the particular fact which was in question as to the right way of under-

standing Pia’s words. (Travis, 2000, pp. 209-210)

According to Travis, it is the combination of worldliness and reasonableness that
enables us to interpret a given utterance. First, we need to have some knowledge about
how things work—some acquaintance with receptions. Second, we, normal speakers
have the ability to put this knowledge to work in the interpretation of a given utterance.
Now, Travis claims that ‘so far as we know, there is no algorithm for reasonableness’.
The question now is: What limits would that impose?

In Travis’ example, reasonableness is what enables Max to relate his knowledge about
receptions and Pia’s circles to the present question. It is what enables him to take the
bolo tie not to fit the present purpose. AsIsee it, it has to do with identifying the activ-
ity that the utterance concerns and, once that is done, bringing knowledge about this
activity in order to see what fits them. But if that is so, then there is room for some
systematicity. Let me tell a slightly different story.

Max is acquainted with many different activities. Among them, going to informal
dinners with friends, having a drink with work colleagues, going to receptions in his
hometown and going to elegant receptions in Europe. Pia says: “Wear a tie’. The mean-
ing of ‘tie’ is insufficient to decide exactly which things would count as ‘tie’, in what
cases he would be obeying the order. In order to interpret this utterance, he has to re-
late it to one of these activities he is acquainted with. Butlet’s suppose that Max is aware
of the surroundings of the conversation and comes to think that the utterance concerns
the activity of going to elegant receptions in Europe. This activity comes with certain

ways of doing things, including how to dress. Since Max is acquainted with this activ-
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ity, his knowledge of it enables him to see that wearing a bolo would not be obeying the
order.

Whatkind of systematicity does this story admit? It allows for systematically match-
ing utterances and activities with interpretations of utterances. In other words, it is
compatible with there being systematic connections between activities and application
conditions for words.

I think thatadvocates of pragmatic approaches to truth-conditions should not aban-
don all forms of systematic accounts of truth-conditional content. Occasion-sensitivity
motivates a rejection of Semantic Propositionalism and semantic determination. But
abandoning these principles is compatible with the truth-conditions of our utterances
systematically depending on the situation of utterance. An advocate of occasion-sensiti-
vity can use this systematicity in order to explain our ability to interpret speech.

Using the idea that the satisfaction conditions of the predicates in Travis cases de-
pend on the activity of the context, and following Predelli and MacFarlane, we can have

the following schema:

(S1) A sentence S at context C is true if and only if S is true in the activity

A of C.
Or, if one prefers propositions:

(S2) An utterance of S at context C is true if and only if the proposition

expressed by S at C s true in the activity A of C.

I what follows I will make use of the notion of Austinian proposition introduced
in chapter 4 (<lekton, activity> pair) in order to sketch an account of our capacity to
grasp truth-conditional content compatible with occasion-sensitivity.

As Iintroduced in chapter 4, occasion-sensitivity calls for a form of non-indexical
contextualism. What is needed in order to get a truth-value is an activity, or a practice,
in which the sentence is used. Thus, the content of an utterance can be conceived as a
<lekton, activity> pair, where the lekton, following Recanati, is the linguistic meaning
of the sentence (plus the value of indexicals) and the activity is the type of practice the
utterance concerns. One same sentence used relatively to different activities can have
different truth-values. In particular, the activity determines the criteria of applicability
of predicates (what counts as ‘green’, etc.). We can have schema of the kind of S1 and

S2, such as S3:
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(S3) An utterance of a sentence S at context C is true if and only if the

lekton expressed by S at Cis true for the activity A of C.

This schema plausibly models part of our linguistic ability. When we are presented
with the green leaves examples, we take the utterance as true (or false) because the state
of the leaves is one that counts as ‘green’ in the activity described—the activity con-
strains the satisfaction conditions of ‘green’. The schema captures two features that are
needed to interpret speech: grasping the proposition expressed (what, following Re-
canati, I have called the lekton, or simply the meaning plus the referents of indexicals,
demonstratives, etc.) and the activity of the context.

The knowledge that an interpreter needs in order to grasp the satisfaction condi-
tions of ‘is green’ on an occasion of use includes the conventional meaning of this ex-
pression (that it refers to a certain colour, let’s say) together with an acquaintance with
the activity or practice in which it is being used. This activity constrains what counts as
‘green’, and being familiar with it enables us to see how the use of the expression is con-
strained. This is not linguistic knowledge, but rather knowledge about how are things
classified for the purposes of an activity. Given this, it is plausible to think that what
enables speakers to grasp truth-conditions is knowledge of the systematic connections
between lekta and activities, and truth-conditions. Part of what we learn when we get
acquainted with a new activity has to do with how to classify things within that activity,
how it constrains the satisfaction conditions of words.

The question I have addressed here is: how do we go about interpreting utterances,
given the shiftiness of natural language? The sketch I propose is the beginning to an
answer. It uses information it is plausible to attribute to speakers, such as the recogni-
tion of an activity. It is systematic in that it assumes systematic relations between lekta
and activities, and truth-conditions. In this way, it explains how is it that we are able to
interpret utterances: the reason is that there are systematic relations between activities
and satisfaction conditions, we are acquainted with many such activities, and, on an
occasion of use, are aware of the relevant activity.

There are two things the account sketched is silent about. First, it does not explain
in virtue of what we are able to recognise the activity an utterance concerns, or even
what determines the relevant activity. Second, it does not tell what activities there are
or could be.

As to the first question, I think that the information about the activity a conversa-
tion concerns can be included in the common ground of the conversation. Following

Stalnaker (2002; 2014) we can think of the context of a conversation as a body of infor-
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mation that is presumed to be shared among the interlocutor. The common ground
includes the content of the utterances of the conversation and their presuppositions,
but it can also include information not obtained through language—as the informa-
tion we obtain through perception. Stalnaker writes that ‘[T]he information that a
context set models includes all the information that is a resource for the interpretation
of context-dependent expressions’ (Stalnaker, 2014, p. 24). Recently, Garcia-Carpintero
has argued that the notion of common ground should include non-doxastic attitudes
as Questions Under Discussion (Garcfa-Carpintero, 2015). Similarly, what I am sug-
gesting here it that it should include information about what activity the conversation
concerns. Thus, when faced with an utterance the interpreter will be in a position to
use the information about which activity the utterance concerns, connect it with its
knowledge of the activity, and interpret the utterance. Following Searle, we can think
of hisknowledge of the activity as partly based on the interpreter’s background—a set of
non-representational assumptions, skills, capacities, practices and habits (Searle, 1983).
Concerning the second, what activities we engage in are external to the systematic
mechanism linking them with truth-conditions. Moreover, particular speakers might
not be acquainted with all the activities in which a given word is used. In this sense, we

probably have ‘partial theories of interpretation™ .

5.4 Locally expressible truth-theoretic semantics

In the previous section I have argued that occasion-sensitivity is compatible with there
being systematic connections between sorts of situations (or activities) and truth-condi-
tional content. Hence, it does not necessarily turn interpretation into something magi-
cal. In this section I will explore to what extent it is compatible with theories that specify
truth-conditions and argue that we can have instances of the T-schema on the condition

that they rely on default understandings.

This opens the door for an approach along the lines of Davidson (1986), where speakers constantly
adjust their theories of interpretations. Davidson seems to hold that there is no such a thing as ‘the’ theory
of interpretation for a given language, but provisional theories speakers use in conversations. Similarly,
one can think of provisional theories matching specific activities that are created online (but related to

pre-existing activities) and lekta with truth-conditions.
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The aim of the previous section was modest. My goal there was to show that occasion-
sensitivity is compatible with systematicity and that, as a consequence, it does not turn
interpretation into something magical. Moreover, occasion-sensitivity can be integrated
in natural language semantics. However, one might want to go for a more ambitious
aim, such as providing a theory that an interpreter could use to interpret Pia’s utter-
ances.

In view of Lepore’s argument, one might want a semantic theory that specifies what
an utterance of a given sentence would say instead of merely delivering S3. As an exam-
ple, let us consider a theory delivering conditional T-schema (I ignore the complexities

introduced by the definite description and treat it as a proper name):

(T1) If an utterance u of the sentence “The leaves are green’ concerns the
activity of decorating the garden, then u is true if and only if the leaves are

green for the purpose of decorating the garden.

(T2) If an utterance u of the sentence “The leaves are green’ concerns the
activity of doing a study on green leaf chemistry, then u is true if and only
if the leaves are green for the purpose of doing a study on green leaf chem-

istry.

There are reasons to be suspicious about the prospects of such a theory. The prob-
lem lies in that we are using natural language as a metalanguage. The expressions that
are used (‘decorating the garden’, etc.) can be understood in different ways. What does
it mean ‘for the purposes of decorating the garden’? Is a leaf that has been poorly cov-
ered with green paint count as ‘green for the purposes of decorating the garden’? Be-
cause of this, there are reasons to doubt the possibility of stating the kind of theory that
Davidson envisioned. Nonetheless, I will argue that Trand T2 need not be incorrect.

I think that we have the resources to admit what I will call ‘locally expressible the-
ories’. The key is that advocates of truth-conditional pragmatics typically accept that
sentences can be used to report what a given utterance says—even though they claim
that any sentence is open to different understandings and that sentences do not encode
truth-conditional content.

Let me draw an analogy with speech reports. Imagine (a modification of the green
leaves example) that a botanist working on a study on chlorophyll says ‘I need some
green leaves’. A colleague can correctly report that to Pia, who happens to be painting
the leaves on her tree, by saying ‘He said that he needs green leaves for a study on chloro-

phyll’. The sentence ‘He needs green leaves for a study on chlorophyll’ does not fully
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capture (in the sense of encoding) what the botanist said: as a sentence, it is open to
new Travis cases, whereas the botanist uttered a truth-evaluable, definite content. For
example, the sentence doesn’t tell us if leaves containing artificially injected chlorophyll
would fit the botanist’s utterance. However, as a report offered to Pia, it can be seen as
true (or perhaps as true enough). It relies on a default understanding of what counts as
‘green leaves for a study on chlorophyll’, but here that is not a problem. We know that,
as a general rule, science studies natural properties, that only leaves that are naturally
green have chlorophyll, etc. The interpretation of the report can rely on this common
knowledge (not articulated in the sentence).

Default understandings are a variety of what Bach (1995) calls standardization. Sup-
pose that most of the times we use colour predicates to describe the colour of someone’s
hair what we thus describe is how his hair looks in normal illumination conditions. In
other words, the most common activity in which we use colour predicates as applied to
hair is to describe how the hair of some person looks. We have, of course, other practices
in which we use colour predicates as applied to hair: we talk about someone’s original
hair colour, about hair colours in poorly illuminated rooms, and so on. But if one prac-
tice is the most common, we can interpret by default utterances about hair colour as
concerning that practice—that is, unless we have evidence to the contrary. The hearer
can rely on precedent. In absence of a context, for example, we rely on that most of the
times colour predicates are used to describe someone’s hair they are used to describe the
apparent (as opposed to the original) colour and use this as the default interpretation.
Soif I start a conversation by saying ‘Have you met Paul, the red-haired man who works
with Lisa?’, my addressee will probably take Paul to have hair that looks red on normal
illumination conditions—not necessarily originally red, etc” .

Moreover, in many cases a rough approximation is good enough. I ask you what
Pia said. You tell me that she said that she has green leaves for decorating her garden.
There are different ways of understanding these words, and the set of things that count
as green in them need not fully coincide. However, I get a rough idea of what Pia
said—one according to which ‘green’ has to do with how things look. This rough idea
can be good enough.

Thus, even if we cannot have standard truth-theoretic semantics, we can, in the

BOne might object that default understandings are the semantic values of words. It could be ob-
jected that if we, by default, interpret colour predicates in a certain way, then that is the semantic value
of colour predicates. But default understandings are just the most common ones. We might have other
understandings. And being (statistically) the most common interpretation is not equivalent to being the

semantic value.
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Davidsoinian spirit** , have theories that redescribe what an utterance says by having
recourse to default understandings. We could have a theory delivering theorems as Tt
and T2. This theory will deliver something that tells us what the utterance says, even if
it does so by relying on default understandings of the terms involved. Strictly speaking,
any theory will deliver a sentence that, as a sentence, is subject to Travis cases. Other
parts of the theory might be subject to Travis cases as well. A number of implicit as-
sumptions will always remain implicit. Yet, the theory might shed some light about
how we go about interpreting speech given the shiftiness of natural language—we can
use it to truly report what was said in a given utterance, to compare it to what would
happen in other context-types, and to capture how could a speaker arrive at that particu-
larinterpretation. He knows thatif the utterance concerns the activity of decorating the
garden (and plausibly interlocutors know the activities that utterances concern), then
itis true if and only if the leaves are green for the purposes of decorating the garden.
These theories will be only locally expressible® in the sense that we cannot state
a theory that provides the truth-conditions of any potential sentence of the language
without assuming that the metalanguage is understood by default. As Searle would put
it, the right hand side of the biconditional comes with an indefinite number of implicit
assumptions. The theory makes explicit how truth-conditions systematically depend
on some features of the context. But, since it uses natural language, it cannot do so in
a way that does not bring in new assumptions, or that does not leave some questions
unanswered about the satisfaction conditions of the expressions it uses. No theory that
uses natural language as a metalanguage, as Davidsonian theories do, can do without
default understandings. So we can only give the truth-conditions of some parts of the
language at a time, relying on other bits of the language being understood by default.
How do these locally expressible theories fare in view of Travis’ criticism against
the T-schema? As a quick reminder, the problem with “The sentence “The leaves are
green’ is true if and only if the leaves are green’ is that either the right hand side of the
biconditional does not presuppose an understanding of the words used, in which case

itis not stating a truth-condition, or that it does, in which case it is wrongly attributing

'4“We interpret a bit of linguistic behavior when we say what a speaker’s words mean on an occasion of
use. The task may be seen as one of redescription. We know that the words ‘Es schneit” have been uttered
on a particular occasion and we want to redescribe this uttering as an act of saying that it is snowing. What
do we need to know if we are to be in a position to redescribe speech in this way, that is, to interpret the

utterances of a speaker?” (Davidson, 1974, p. 309)
51 take the expression local (vs. global) expressibility from (Recanati, 2002), a discussion about Searle’s

view on the expressibility of thought.
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the sentence a property of a use of the sentence. I think the schema presented here
escapes this criticism. The left hand side of the biconditional in T1and T2 includes the
activity. It is not matching sentences with presupposed understandings, but sentences
and specified activities with default understandings. The words stating the activity on
the lefthand side bear the same understanding as the words stating the truth-conditions
of theright. Thus, itis not wrongly attributing a sentence a property of some uses of the

sentence and, relying on default understandings, it manages to state a truth-condition.

5.5 Conclusions

The aim of this chapter was to show that occasion-sensitivity does not turn under-
standing into something mysterious. Natural language semantics (theories about the
truth-conditions of sentences-at-a-context) can be used to model our ability to inter-
pret speech. However, Travis and other advocates of truth-conditional pragmatics have
called certain approaches into question. In particular, Travis holds that there can be no
generative theory of understandings.

Because of their insistence on the difficulty, or even impossibility, of systematiz-
ing the role of context, advocates of truth-conditional pragmatics run the risk of turn-
ing our ability to grasp the truth-conditions of our utterances into something magical.
However, making use of the notion of Austinian proposition introduced in chapter 4, I
have argued that occasion-sensitivity is compatible with there being systematic connec-
tions between lekta and activities, and truth-conditions. Following Predelli, I have also
argued that occasion-sensitivity is compatible with double-indexed theories. Moreover,
I have argued that occasion-sensitivity is compatible with theories that specify truth-

conditions in case these theories are seen as relying on default understandings.
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Conclusions

I have explored and defended the hypothesis that natural language is occasion-sensitive.
I have done so by focusing on a number of examples involving different sorts of pred-
icates, with special attention to colour predicates. To hold that language is occasion-
sensitive is to hold that it exhibits semantic underdeterminacy. I have distinguished two
notions of underdeterminacy: Type and Token-Underdeterminacy. A non-indexical
sentence S is type-underdetermined if and only if there are tokens of it that have dis-
tinct truth-values. A token of a sentence S is token-underdetermined if and only if for
some possible state of affairs its truth-value is indeterminate. I have argued that nat-
ural language is underdetermined in both senses and that there are no reasons to take
mental representations to be any different in these respects. Because of this, I have en-
dorsed a form of truth-conditional pragmatics in which the content of an utterance
is not identified with a mental representation or structured proposition with intrinsic
truth-conditions but, instead, with an Austinian proposition including a lekton and an
activity. This conception of utterance content can be used in accounting for our ability
to grasp truth-conditional content, on the basis of the systematic connections between
lekta and activities, and truth-conditions.

In chapter 1 I have reconstructed and examined Travis’ targets and arguments. I
have taken the outcome of his critique against truth-conditional semantics to be the
claim that no specifiable content (no content that can be articulated in natural lan-
guage) has intrinsic truth-conditions. The justification for a such a claim is provided by
Travis cases and by the proliferation argument. Moreover, Travis generalizes his under-
determinacy claim to non-linguistic representations, as structured propositions, thus
targeting a general principle of Truth-conditional Compositionality for structured rep-
resentational forms. The basis for such a generalization is that, given that in natural
language representational structures are compatible with a variety of truth-conditions,
there are no reasons to think that other representational systems will behave differently.

Nonetheless, I have argued that some of Travis’ positive remarks suggest a picture in
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which the objectivity of content is undermined. I have concluded that an advocate of

occasion-sensitivity needs to provide a non-standard notion of content.

The goal of chapters 2 and 3 was to defend occasion-sensitivity against several at-
tempts to deactivate it (minimalism, indexicalism) or to restrict it to natural language
(Fodor’s arguments and Carston’s version of truth-conditional pragmatics). In chapter
2 I have argued that advocates of minimal propositions find themselves in an unstable
position. In order to secure minimal propositions, they need to dismiss common reac-
tions and intuitions triggered by Travis cases. But then we loose all warrant that we will
ever find out what the literal truth-value of our utterances is (whether, for example, the
meaning of the predicate ‘is green’ is literally true or literally false of painted leaves). On
the other hand, T have argued that indexicalism and similar proposals do not manage to
secure the claim that semantics (i.e., the properties of the expression type) determines

(and not merely constrains) truth-evaluable content.

This opens doors for truth-conditional pragmatics. In chapter 3 Thave argued against
a certain version of truth-conditional pragmatics—namely, against the view thatitis a
pragmatic matter to identify which (non-underdetermined) mental representation a
given utterance expresses. I have done so by arguing that the productivity argument
fails to show that mental representations are Truth-condition Compositional and that
the argument from equivocation relies on a false premise. Moreover, I have argued that
ad hoc concepts should be expected to behave as lexically encoded concepts. In this
chapter I have also introduced the notion of Token-Underdeterminacy and argued that
both linguistic and mental representations are token-underdetermined (in addition to

being type-underdetermined).

In chapter 4 T have introduced a situationalist approach to occasion-sensitivity. Partly
following Corazza and Dokic, and Recanati, I have modelled utterance content as a pair
including a lekton and an activity. This approach has several advantages. First, itis com-
patible with Type- and Token-Underdeterminacy. Second, on the assumption that we
can have Austinian propositions with different granularity, it is compatible with both
having contents that are closely tied to the context of use and less context-bound con-
tents that can be shared across contexts. Third, it escapes the non-objectivity threat, for
here it is the activity (rather than our judgements about which speech acts are reason-

able) that determines, for example, what counts as ‘green’.

In chapter s I have explored the possibility of having systematic theories of truth-
conditions. The reason for wanting such theories is that they can be used in explaining

our ability to interpret speech. The reason for doubting that we can have them is that
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some advocates of truth-conditional pragmatics have raised doubts concerning the pos-
sibility of amening truth-conditions to systematic treatment. Against this, I have held
that that there can be systematic connections between lekta and activities, and truth-
conditions. I have argued that Travis and Searle’s critique only cast doubt on the possi-
bility of having a theory that states (specifies, articulates in natural language) these con-
nections, not on the existence of such systematicity. This systematicity can be used to
explain our ability to grasp truth-conditional content. Moreover, I have argued, follow-
ing Predelli, that occasion-sensitivity is compatible with double-indexed theories in the
Lewisian tradition. I have also argued that occasion-sensitivity can be made compatible
with theories that specify truth-conditions on the assumptions that these specifications

bear interpretations by default.
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