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Abstract

We propose a risk-management strategy for portfolio allocation based on volatility scaling. The strategy involves decomposing realized volatility according to the magnitude and sign of a given return and, then, using part of the realized variance to design volatility-scaled versions of traditional portfolios. By applying our method to four risk-portfolios (namely, market, small minus big, high minus low, and winners minus losers), we show that scaling according to an appropriate criterion (i.e. the realized volatility of the largest negative returns) increases the profitability of the original strategies, while it simultaneously reduces other risks related to market crashes. The better economic performance of our method – the inter-quantile semivariance model – lies in its better adjustment to the market liquidity of our statistics, and more accurate modeling of the risk-return relationship and of the asymmetric impacts on consumption, production and asset prices, generated by a different fragment of the market realized variance.
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1. Introduction

Barroso and Santa-Clara (2015) propose managing the risk of the momentum strategy by scaling the long-short portfolio by its realized volatility and targeting a strategy with constant volatility. This strategy ensures a considerably better economic performance compared to that provided by the unscaled version (in fact, it almost doubles the Sharpe ratio) and reduces the probability of momentum crashes. Barroso and Santa-Clara’s approach is particularly convenient because it relies only on past data and, thus, its use is feasible in real time (especially given that it does not suffer from look-ahead bias). Here, we propose a new volatility-scaling strategy in which we decompose monthly realized volatility according to the quantiles of the return distribution in each period, using only part of the realized volatility to scale the original portfolios. In this way, we are able to construct scaled portfolios that exhibit higher economic profitability and lower exposure to higher order risks (related to the third moment of the distribution of gains). We test our strategy using four traditional risk-factor portfolios: market, small minus big, high minus low, and momentum. The method is shown to deliver higher average return and Sharpe ratios than the earlier proposal and to reduce more significantly higher order risks related to the third moment of the distribution of gains and losses. Furthermore, we estimate the transaction costs of our method for the case of momentum and show them to be considerably lower than those associated with the volatility scaling method proposed by Barroso and Santa-Clara (2015), and, on occasions, they are even lower than the transaction costs of the original unscaled momentum.

We refer to our method as inter-quantile semivariances (IQS). IQS nests traditional realized variance (Andersen et al., 2010) and semivariance estimators that discriminate only between positive and negative returns (Barndorff-Nielsen et al., 2010). This generality allows us to explore which fragments of the return distribution provide better hedging against negative market fluctuations (while maximizing profitability). The attractiveness of IQS models lies in their better forecasting of future returns, and in the fact that, first, they

---

1 Volatility scaling has been used by other authors, including Moskowitz et al. (2012), Baltas and Kosowski (2013) and Kim et al. (2016) for different purposes.
reflect more accurately illiquidity shocks to the market\(^2\) and, second, they better capture the nonlinear dynamics of macroeconomic series after a market volatility shock is observed\(^3\).

To the best of our knowledge, this paper is the first to decompose the realized variance (RV) according to the underlying quantiles of the return distribution. By so doing, we identify the fragment of the distribution that should be employed to construct the scaled versions of the portfolios. Our method delivers higher Sharpe ratios when applied to risk-factor portfolios: c. 1.31-1.71 times higher than the original portfolios, and c. 0.93-1.96 times higher than the volatility-scaled portfolios that employed all the returns. Moreover, our strategy consistently increases the skewness of the portfolios (i.e. shifting it from a negative to positive direction), compared to Barroso and Santa-Clara’s (2015) RV-scaled alternative. This is important because negative skewness is related to market crashes, which is especially relevant in the case of momentum portfolios (Daniel and Moskowitz, 2016). A raw winners-minus-losers momentum strategy exhibits a skewness of -2.34, while the RV-scaled version of this strategy shifts it up to -0.49. Our strategy goes further, as it produces a scaled portfolio with a skewness of virtually 0, while, simultaneously, preserving the better Sharpe ratio attained by the scaling-strategy almost unaltered. Our strategy presents the additional advantage of reducing the transaction costs of rebalancing compared to the RV scaling strategy. That is, while the average monthly turnover of Barroso and Santa-Clara’s (2015) strategy is 78.9% for our sample period, our method generates a monthly average turnover of 65.7%.

A second contribution of our study can be assigned to that nascent strand of the literature which seeks to analyze the distinctive impacts of ‘good’ and ‘bad’ volatility shocks on asset prices and the macroeconomy (Patton and Sheppard, 2015; Segal et al., 2015; Amaya et al., 2015; Bollerslev et al., 2017; Bollerslev et al., 2018). In general, these studies document how the asymmetric effects of such shocks are priced by the market, both in the cross-

\(^2\) The ways in which liquidity is associated with volatility and, thus, priced by the market, have been extensively documented. See, for example, Stoll (2000), Pastor and Stambaugh (2003), Corwin and Schultz (2012), Bao and Pan (2013), Chung and Chuwonganant (2014), Abdi and Ranaldo (2017), among others.

\(^3\) Nonlinear effects of this kind have been extensively analysed in, for example, the context of flight-to-safety scenarios between bonds and stocks (Vayanos, 2004; Adrian et al., 2016); flight-to-quality that arises from a complex relationship between funding and market liquidity (Brunnermeier and Pedersen, 2009); and endogenous amplification mechanisms of volatility shocks under financial distress in the macroeconomy (Brunnermeier and Sannikov, 2014).
section and the time-series of stock returns. Unlike these earlier works, here we focus on
the asymmetries that exist in the macroeconomic reactions to good and bad volatility
shocks from the stock market. We are able to do so using our IQS models. In turn, this
helps improve the performance of the IQS models used in the scaling procedure.

Our main results highlight that using only part of the observed portfolio returns to construct
the semivariances employed in the scaling process provides better hedging against market
fluctuations, and leads to a better economic performance. Specifically, we show that when
we use only the largest negative (returns) shocks (below the 33rd percentile) to construct
the scaling series, we are able to reduce the probability of crashes and, at the same time, to
attain higher Sharpe ratios than those achieved with extant alternatives. This is equivalent
to our targeting directly the downside risk of the portfolio when we rebalance it according
to the weights implied by the selected IQS. These results are in line with the main findings
reported, for example, by Schneider (2016), where after decomposing market returns into
factors related to the realized variance, realized loss aversion and higher order risk
aversion, the greatest impact on equity premia originates from the factor associated with
loss aversion.

The rest of this paper is organized as follows. In section two, we introduce the IQS model,
which is our main tool. In the third section, we describe our main data sources and present
summary statistics for the portfolios analyzed. In the fourth section, we compare the
performance of our methods with respect to their closest counterparts in the literature, both
from static and time-varying perspectives. In section five, we outline our economic
intuition regarding the kind of shocks and asymmetries that underlie the better adjustment
of the IQS models to the data (in terms of liquidity, predictability of returns, consumption,
production and asset prices). In section six, we conclude.

2. Inter-quantile semivariances - IQS

By way of background to the methods proposed herein, consider the traditional RV
estimator as presented, for instance, by Andersen et al. (2010). The RV estimator of the log
asset prices $Y$ can be expressed as follows:

$$RV = \sum_{j=1}^{n} \left( Y_{t_j} - Y_{t_{j-1}} \right)^2,$$  \hspace{1cm} (1)
where \(0 = t_0 < t_1 < \cdots < t_n = 1\) are the times at which prices are available. This has been shown to be a useful methodology for estimating and forecasting conditional variances for risk management and asset pricing\(^4\). Here we construct inter-quantile semivariances, estimated using only certain fragments of the returns distribution. That is, while the estimates of a traditional RV use all the observations available within a period \([0,1]\), to estimate an IQS model we first classify each return according to the empirical return quantiles within each period \(t\), and then separate the observations into several categories as follows:

\[
IQS_1 = \sum_{j=1}^{t_j \leq 1} (Y_{t_j} - Y_{t_{j-1}})^2 \ 1_{Y_{t_j} - Y_{t_{j-1}} \leq q_t^1} \\
IQS_2 = \sum_{j=1}^{t_j \leq 1} (Y_{t_j} - Y_{t_{j-1}})^2 \ 1_{q_t^1 < Y_{t_j} - Y_{t_{j-1}} \leq q_t^2} \\
\vdots \\
IQS_S = \sum_{j=1}^{t_j \leq 1} (Y_{t_j} - Y_{t_{j-1}})^2 \ 1_{q_t^{S-1} < Y_{t_j} - Y_{t_{j-1}} \leq q_t^S} \\
IQS_{S+1} = \sum_{j=1}^{t_j \leq 1} (Y_{t_j} - Y_{t_{j-1}})^2 \ 1_{Y_{t_j} - Y_{t_{j-1}} > q_t^S}
\]

where \(1_y\) is an indicator function taking a value of 1 if argument \(y\) is true, \(q_t^s\) is a quantile of the distribution of returns in period \(t\), and \(s = [1,2,...,S]\) is the number of quantiles, such that \(S + 1\) is the number of categories that constitutes a model. For instance, if \(q_t^S\) is a \textit{percentile}, then we end up with 100 IQS time-series (categories), as in this case \(s = [1,2,...,99]\), and the case is labeled an IQS 100 model. If \(q_t^S\) is a \textit{quartile}, then we end up with four IQS series, as here \(s = [1,2,3]\), and the case is labeled an IQS 4 model.

In IQS models, each series measures that part of the RV that is due to shocks of a certain magnitude and sign. For example, in the case of an IQS 4 model, \(IQS_1\) corresponds to extreme negative returns, while \(IQS_{S+1=4}\) corresponds to extreme positive returns. On the other hand, both \(IQS_2\) and \(IQS_3\) measure medium-sized returns, i.e. just below and just above the median, respectively. One advantage of this procedure is that, in common with other semivariances, it sums up to the traditional RV statistic:

\[
RV = IQS_1 + IQS_2 + \cdots + IQS_S + IQS_{S+1}.
\]

\(^4\) See Liu et al. (2015) and references therein.
Notice as well that the traditional RV estimator can be seen as an IQS 1 model, that is, an inter-quantile semivariance model with just one category ($S = 0$). This procedure is, likewise, closely related to other popular realized semivariance (RS) estimators, such as the one advanced by Barndorff-Nielsen et al. (2010). The RS estimator separates shocks using the sign of the returns rather than the quantiles. To understand how this estimator is related to our proposal consider an IQS 2 model given by the following two equations:

$$
IQS^1 = \sum_{j=1}^{t_j \leq 1} r_{t_j}^2 1_{r_{t_j} \leq q_t^1},
$$

$$
IQS^2 = \sum_{j=1}^{t_j \leq 1} r_{t_j}^2 1_{r_{t_j} > q_t^1},
$$

where $r_{t_j} = Y_{t_j} - Y_{t_j-1}$. Naturally, in this case, the quantile of interest that separates the two categories is the median. If we denote the median of the log-returns within each time interval $[0,1]$ as $r_t^M \equiv q_t^1$ and we subtract it from the returns within each time interval we obtain:

$$
\overline{IQS}^1 = \sum_{j=1}^{t_j \leq 1} \bar{r}_{t_j}^2 1_{\bar{r}_{t_j} \leq 0},
$$

$$
\overline{IQS}^2 = \sum_{j=1}^{t_j \leq 1} \bar{r}_{t_j}^2 1_{\bar{r}_{t_j} > 0},
$$

where $\bar{r}_{t_j} = r_{t_j} - r_t^M$. In this case, the IQS 2 model fitted to the normalized returns $\bar{r}_{t_j}$ is equivalent to the RS estimator proposed by Barndorff-Nielsen et al. (2010), given by:

$$
RS^- = \sum_{j=1}^{t_j \leq 1} r_{t_j}^2 1_{r_{t_j} \leq 0},
$$

$$
RS^+ = \sum_{j=1}^{t_j \leq 1} r_{t_j}^2 1_{r_{t_j} > 0}.
$$

In empirical exercises, the median of daily financial returns is generally indistinguishable from zero, so that $r_{t_j} \approx \bar{r}_{t_j}$, and, therefore, RS can be seen as a special case of IQS (with two categories). In such cases, we have that $IQS^1 \approx RS^-$ and $IQS^2 \approx RS^+$. This is convenient because, as Barndorff-Nielsen et al. (2010) point out, traditional RV models are silent about the asymmetric behavior of jumps, which is important for example when estimating downside or upside risks. Unlike RS models, our method relies on a more general risk decomposition than that allowed by discriminating between good and bad volatility measures. Moreover, it allows us to explore whether different magnitudes of the shocks contain information that can contribute to better risk management and pricing.
3. Data

Our calculations of RV and IQS models rely on Kenneth French’s data library (http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html). We retrieved (value-weighted) winners minus losers (WML), small minus big (SMB), high minus low (HML) and market (RMRF) portfolios daily from March 1927 to December 2017. The calculations in section 5 employ the series of aggregate and innovation liquidity from August 1962 to December 2017 made publicly available on Robert Stambaugh’s home page (http://finance.wharton.upenn.edu/~stambaug/liq_data_1962_2017.txt). The stock level data used to estimate the turnover of the momentum strategy come from Wharton’s CRSP database and consist of the universe of NYSE, AMEX, and NASDAQ stocks, with share codes 10 or 11, from December 1925 to December 2017. The data used in the FAVAR calculations made in section 5.3 constitute monthly observations of 128 macro-variables (from January 1959 to December 2017). These variables include indicators of output and income, labor market, housing, consumption, orders and inventories, money and credit, interest and exchange rates, prices and the stock market. They can be downloaded free of charge at https://research.stlouisfed.org/econ/mccracken/fred-databases/monthly/2017-12.csv and a full description of the data is available at https://research.stlouisfed.org/econ/mccracken/fred-databases/Appendix_Tables_Update.pdf. These data have been made publicly available and are fully described by McCracken and Ng (2016).

Table 1 presents summary statistics of the risk portfolios. As can be seen, there are significant variations across these portfolios in terms of average returns, standard deviation, skewness and kurtosis, which serves to guarantee a certain level of generality in the application of the methods proposed here.
Table 1. Performance of four traditional portfolios: The table shows value-weighted market portfolio (RMRF), small minus big (SMB), high minus low (HML) and winners minus losers (WML, 9th minus 1st deciles sorted according to prior winners) monthly statistics. All statistics are computed with monthly returns. The table shows the maximum, the minimum one-month return, the mean average excess return (annualized), the (annualized) standard deviation, excess kurtosis, skewness, and (annualized) Sharpe ratio. The sample runs from 1926:01 to 2017:12.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Kurtosis</th>
<th>Skewness</th>
<th>Sharpe ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMRF</td>
<td>38.85</td>
<td>-29.13</td>
<td>7.92</td>
<td>18.55</td>
<td>7.84</td>
<td>0.19</td>
<td>0.43</td>
</tr>
<tr>
<td>SMB</td>
<td>36.70</td>
<td>-17.28</td>
<td>2.58</td>
<td>11.11</td>
<td>19.46</td>
<td>1.94</td>
<td>0.23</td>
</tr>
<tr>
<td>HML</td>
<td>35.46</td>
<td>-13.28</td>
<td>4.60</td>
<td>12.13</td>
<td>19.03</td>
<td>2.17</td>
<td>0.38</td>
</tr>
<tr>
<td>WML</td>
<td>26.16</td>
<td>-77.02</td>
<td>14.09</td>
<td>27.02</td>
<td>17.46</td>
<td>-2.34</td>
<td>0.52</td>
</tr>
</tbody>
</table>

4. Scaling down market crashes

In what follows we use our recently introduced tools to construct volatility-scaled (zero investment and self-financing) strategies and we compare the economic performance of IQS-scaled portfolios with the performances of their original unscaled versions and scaled portfolios that employ realized variances. To do so, we follow Barroso and Santa-Clara (2015) who propose momentum-trading strategies that minimize risk, using RVs. They construct a scaled version of the original WML portfolio, which uses a target level of volatility and estimates of the RV of momentum to reduce portfolio risk, while maintaining a high average return. They use the following formula:

\[ r_{WML,t}^* = \frac{\sigma_{\text{target}}}{\hat{\sigma}_{t-1}} r_{WML,t}, \]

where \( r_{WML,t} \) is the unscaled momentum, \( r_{WML,t}^* \) is the scaled or risk-managed momentum, \( \hat{\sigma}_t \) is the RV of momentum and \( \sigma_{\text{target}} \) is a constant corresponding to the target level of volatility. Unlike these authors, we do not focus solely on momentum strategies (we also consider other portfolios) and we generalize the scaling device in the numerator in equation (7), taking into account the magnitude and sign of the observed returns by means of the IQS models. In other words, we replace \( r_{WML,t}^* \) with \( r_{i,t}^* \), and \( \hat{\sigma}_{t-1} \) with \( \hat{\sigma}_{t-1}^j \), where \( i = \ldots \).
\{Market, SMB, HML, WML\} and \(j = \{IQS^1, IQS^2, IQS^3\}\) and the superscript \(l\) stands for the lowest semivariance in each IQS model.

4.1. **IQS-scaling and economic performance**

To construct our scaled portfolios we use an IQS category for a given month to scale the one-month-ahead portfolio returns. In this way, we guarantee that the scaling strategy is feasible in real time. We use the idiosyncratic IQS of each portfolio in the scaling process, following the extant literature, and also because the idiosyncratic volatilities convey distinctive information. This can be seen for instance when calculating the Pearson correlation across the low semivariances (below the median) of the four portfolios being analyzed. The highest correlation is between the market and SMB semivariance (equal to 0.79) and the lowest is between SMB and WML (equal to 0.35)\(^5\). Our main results are presented in Figure 1 and Table 3. These include the densities and economic performance of the unscaled raw portfolios, the IQS 1 (RV)-scaled portfolios, as in Barroso and Santa-Clara (2015), and the scaled portfolios using IQS 3.

Figure 1 shows the densities of the original portfolios (solid red line), together with the densities of the IQS 1-scaled portfolios (dotted blue line) and the densities of the IQS 3-scaled portfolios (solid black line). The differences between the three portfolio return distributions are notable. While the original and the RV-Scaled (IQS 1) portfolios exhibit a larger concentration of returns around the mean, indicating a higher ‘peakedness’ of the distributions\(^6\), the IQS 3 models reduce their mass around this fragment. Moreover, the IQS 3 models exhibit a higher probability mass in the right tail of the distributions than those shown by the original and the IQS 1-scaled portfolios (see Table 2 for further details). The IQS 3 strategy allows a larger variation of the returns, but it also shifts the distribution away from the losses tail more significantly than is the case with the IQS 1-scaling strategy. This allows it not only to reduce the probability of crashes but also to ensure larger economic gains on average. In general, IQS 3-scaling allows the investor to reduce the

---

\(^5\) All the correlations are reported in Table A7 of the online Appendix.

\(^6\) We differentiate between ‘peakedness’ and kurtosis, the latter referring to the tails of the distribution. There is a tendency to confuse the two concepts; however, here, we follow the clarification offered by Westfall (2014).
higher order risks associated with the return distributions, while maintaining the attractiveness of higher average returns and higher Sharpe ratios.

**Figure 1: Volatility-scaled portfolio densities.** In the figure the solid red lines correspond to the densities (kernels) of the daily distribution of gains for the market (RMRF), small minus big (SMB), high minus low (HML) and winners minus losers (WML) portfolios. The figure also shows two managed versions of each portfolio. The dotted blue line plots the returns of the portfolios scaled using the realized volatility (RV), which corresponds to IQS 1. The solid black line plots the returns scaled using the IQS 3 model. The plots are shown for the period 1927:03 - 2017:12.

Table 2 shows the economic performance of the scaled and unscaled portfolios. The maximum, minimum, mean, standard deviation, kurtosis and skewness statistics for each portfolio within the sample period. In the last two columns we also present the Sharpe ratio of each portfolio and the information criteria, which contrast the performance of the original portfolios against that of their scaled counterparts, in each case. Note that for the RMRF, SMB, and HML portfolios the highest Sharpe ratios correspond to the IQS 3-scaled portfolios. Only in the case of the WML portfolios does the highest Sharpe ratio correspond to the IQS 2-scaled portfolio (although it is very similar to the IQS 3 ratio).
If we focus our attention on the WML portfolio, several outcomes illustrate the advantages of decomposing risk as proposed herein. In line with Barroso and Santa-Clara (2015), RV-scaling increases the Sharpe Ratio of the original WML portfolio substantially (from 0.52 to 0.96). This strategy also reduces skewness from -2.34 to -0.49. Yet, when we scale the original portfolio using just a fragment of the RV series, as in the IQS scaling strategies, the improvement in terms of skewness (reduction of momentum crashes) is even more notable. The IQS 3 strategy shifts skewness to 0.01. That is, the IQS strategies make gains just as likely as losses in the WML returns distribution, which is a considerable advantage over the original portfolio and the RV-scaled portfolio. This occurs because IQS 3 strategies give more weight to the variance associated with negative returns (the case of IQS 2) or with even larger negative returns (the case of IQS 3). Thus, they allow a greater variability of the distribution of gains, consistent with higher average returns, but they shift the entire distribution to the right, biasing the distribution towards the gains tail.

These improvements in terms of skewness are consistently associated with a considerable increment in the portfolios’ average returns. The increment is 15.47 percentage points for the IQS 3-scaling strategy compared to that of the original WML portfolio and 13.13 percentage points compared to that of the IQS 1-scaled portfolio. The volatility of these IQS 3-scaled portfolios is also higher, but this volatility occurs in a more convenient fragment of the distribution, i.e. one that is more prone to gains than to losses.
Table 2. Economic performance of the scaling strategies: The table compares the moments of scaled and unscaled versions of traditional portfolios. Specifically, it shows the performance of four traditional portfolios: the value-weighted market (RMRF), small minus big (SMB), high minus low (HML) and winners minus losers (WML) portfolios. All statistics were computed with monthly returns. The table shows the maximum, the minimum one-month returns, the mean average excess return (annualized), the (annualized) standard deviation of each factor, excess kurtosis, skewness, (annualized) Sharpe ratios relative to the unscaled versions and the information criteria for each scaling function against the unscaled versions. In the case of RMRF, SMB and HML the shocks below the median were used to scale the original raw portfolios, while the 33rd percentile was used in the case of WML. The sample runs from 1927:02 to 2017:12. The target volatility was 12% annualized (although this has no direct consequences for our results).

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Kurtosis</th>
<th>Skewness</th>
<th>Sharpe ratio</th>
<th>Information criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unscaled</td>
<td>38.85</td>
<td>-29.13</td>
<td>7.89</td>
<td>18.57</td>
<td>7.82</td>
<td>0.19</td>
<td>0.42</td>
<td>-</td>
</tr>
<tr>
<td>IQS 1-Scaled</td>
<td>16.06</td>
<td>-32.97</td>
<td>8.44</td>
<td>16.09</td>
<td>3.16</td>
<td>-0.61</td>
<td>0.52</td>
<td>0.18</td>
</tr>
<tr>
<td>IQS 2-Scaled</td>
<td>33.91</td>
<td>-38.10</td>
<td>15.54</td>
<td>26.62</td>
<td>2.40</td>
<td>-0.16</td>
<td><strong>0.58</strong></td>
<td>0.25</td>
</tr>
<tr>
<td>IQS 3-Scaled</td>
<td>45.30</td>
<td>-38.60</td>
<td>16.11</td>
<td>27.59</td>
<td>2.89</td>
<td><strong>-0.06</strong></td>
<td><strong>0.58</strong></td>
<td>0.24</td>
</tr>
<tr>
<td>SMB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unscaled</td>
<td>36.70</td>
<td>-17.28</td>
<td>2.61</td>
<td>11.13</td>
<td>19.41</td>
<td>1.94</td>
<td>0.23</td>
<td>-</td>
</tr>
<tr>
<td>IQS 1-Scaled</td>
<td>23.63</td>
<td>-22.93</td>
<td>2.93</td>
<td>18.77</td>
<td>1.87</td>
<td>0.07</td>
<td>0.16</td>
<td>-0.14</td>
</tr>
<tr>
<td>IQS 2-Scaled</td>
<td>64.11</td>
<td>-39.50</td>
<td>9.75</td>
<td>31.83</td>
<td>4.74</td>
<td>0.85</td>
<td>0.31</td>
<td>0.11</td>
</tr>
<tr>
<td>IQS 3-Scaled</td>
<td>72.55</td>
<td>-42.32</td>
<td>11.55</td>
<td>34.68</td>
<td>6.01</td>
<td><strong>1.10</strong></td>
<td><strong>0.33</strong></td>
<td>0.14</td>
</tr>
<tr>
<td>HML</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unscaled</td>
<td>35.46</td>
<td>-13.28</td>
<td>4.55</td>
<td>12.13</td>
<td>19.10</td>
<td>2.17</td>
<td>0.37</td>
<td>-</td>
</tr>
<tr>
<td>IQS 1-Scaled</td>
<td>38.07</td>
<td>-23.19</td>
<td>7.87</td>
<td>18.59</td>
<td>3.35</td>
<td>0.64</td>
<td>0.42</td>
<td>0.08</td>
</tr>
<tr>
<td>IQS 2-Scaled</td>
<td>51.73</td>
<td>-26.33</td>
<td>18.21</td>
<td>31.37</td>
<td>4.29</td>
<td>1.24</td>
<td><strong>0.58</strong></td>
<td>0.32</td>
</tr>
<tr>
<td>IQS 3-Scaled</td>
<td>71.37</td>
<td>-26.73</td>
<td>19.28</td>
<td>33.07</td>
<td>6.06</td>
<td><strong>1.47</strong></td>
<td><strong>0.58</strong></td>
<td>0.31</td>
</tr>
<tr>
<td>WML</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unscaled</td>
<td>26.16</td>
<td>-77.02</td>
<td>14.01</td>
<td>27.04</td>
<td>17.43</td>
<td>-2.34</td>
<td>0.52</td>
<td>-</td>
</tr>
<tr>
<td>IQS 1-Scaled</td>
<td>21.44</td>
<td>-31.10</td>
<td>16.35</td>
<td>17.11</td>
<td>2.85</td>
<td>-0.49</td>
<td>0.96</td>
<td>0.70</td>
</tr>
<tr>
<td>IQS 2-Scaled</td>
<td>46.88</td>
<td>-59.50</td>
<td>27.65</td>
<td>31.19</td>
<td>4.75</td>
<td>-0.33</td>
<td><strong>0.89</strong></td>
<td>0.51</td>
</tr>
<tr>
<td>IQS 3-Scaled</td>
<td>55.77</td>
<td>-60.17</td>
<td>29.48</td>
<td>33.53</td>
<td>5.63</td>
<td><strong>0.01</strong></td>
<td>0.88</td>
<td>0.48</td>
</tr>
</tbody>
</table>

4.2. Time-varying economic performance

In this section, we compare the time-varying performance of the IQS 3-scaling strategies with those of the RV-scaling and the plain portfolios. In Figure 2 we present the results for the market portfolio, while in Figures A2, A3 and A4 in section C of the Appendix we
present the results for the SMB, HML, and WML portfolios. The first plot in Figure 2 corresponds to the average return, the second (top right) to kurtosis, the third (bottom left) to skewness and the fourth (bottom right) to the Sharpe ratio. Economic performance is measured using ten-year rolling windows, so that each observation corresponds to a date on the horizontal axis and was constructed with information for this specific month and the previous 119 observations. The first date in the plot is April 1932 and the last is December 2017.

The first regularity in time and across different portfolios is that IQS 3-scaled portfolios have, in general, a higher average return than the original and RV-scaled portfolios. This difference is as high as 20 percentage points (pp) in the case of the market portfolio from the late 50s to the late 70s.

**Figure 2. Time-varying performance of scaling strategies (market portfolio):** The figure shows the average return, kurtosis, skewness and Sharpe ratio of the unscaled market portfolio, IQS 1 (RV), and IQS 3 scaled portfolios from April 1932 to December 2017. Each point in the plot was constructed using a ten-year rolling window.
The gap between the average return produced by the IQS 3-scaling strategies and that of the raw portfolios had been reduced considerably by the end of the sample for all the portfolios. In the last ten years the gap was around 7 pp with respect to the market-based portfolio.

For the end of the sample, the Sharpe ratio of the IQS 3-scaling strategy for the market portfolio (0.999) almost doubles that of the plain portfolios (0.543) and it is higher than that of RV-scaled portfolios (0.892) as well. More importantly, these higher Sharpe ratios, which are a regular feature of the IQS-scaling strategies, are accompanied by lower kurtosis and positive skewness significantly shifted to the right compared to the plain market portfolio and the RV-scaled portfolio. Similar patterns are documented in Figures A2, A3 and A4 in the appendix for SMB, HML and WML portfolios.

4.3. **Transaction costs**

One issue related with scaling methods is whether time-varying weights generate an increase in turnover that can potentially offsets the benefits of the strategy after transaction costs. This is a relevant concern for momentum portfolios that present more frequent and sharper rebalancing compared to other portfolios in our analysis. To consider this, we compute the turnover of momentum and the IQS-managed versions presented before from stock-level data on returns and firm size from December 1925 to December 2017. The turnover of a leg of the momentum portfolio is given by:

\[
x_t = 0.5 \times \sum_{i}^{N_t} \left| w_{i,t} - \tilde{w}_{i,t-1} \right|
\]

where \(w_{i,t}\) is the weight of the stock \(i\) in in the leg of the portfolio at time \(t\), \(N_t\) is the number of stocks in the portfolio’s leg at time \(t\), \(r_{i,t}\) is the return of asset \(i\) at time \(t\), and \(\tilde{w}_{i,t-1}\) is the weight in the trading as follows:

\[
\tilde{w}_{i,t-1} = \frac{w_{i,t-1}(1+r_{i,t})}{\sum_{i}^{N_t} w_{i,t-1}(1+r_{i,t})}.
\]

The turnover of the WML strategy corresponds to the sum of the turnover of the short and the long legs. In the case of the risk-managed portfolio, we compute the turnover for each leg as follows:

\[
x_t = 0.5 \times \sum_{i}^{N_t} \left| \frac{w_{i,t}}{l_t} - \frac{\tilde{w}_{i,t-1}}{l_{t-1}} \right|
\]

(8)
where $L_t = \sigma_{target}/\hat{\sigma}_t$. $L_t$ is therefore constructed for each IQS model associated with the WML strategy. Whenever the turnover of a given month exceeds 1, we set it to 1. In this way, we obtain a similar turnover for momentum and RV-scaled momentum to that reported by Barroso and Santa-Clara (2015). That is, while their estimates of the turnover are 74 and 75% from Mar 1951 to Dec 2010, respectively, for momentum and RV-scaled momentum, our estimates for the same period are 78.6 and 73.8%, respectively, for these same two strategies.

Using the full sample, the turnover of momentum, IQS 1-, IQS 2-, and IQS 3- scaled momentum are 78.3, 78.9, 66.5 and 65.70%, respectively\(^7\). Figure 3 shows the evolution of the turnover series for the four strategies in ten-year windows from 1928-1937 to 2008-2017. As can be observed, IQS 2 and IQS 3 always generate a lower turnover than the IQS 1 model, which corresponds to the traditional volatility scaling proposed by Barroso and Santa-Clara (2015). The turnover of the weighting strategies naturally increases in the decades that include a crisis in the stock market. In contrast, when there is no crisis, the volatility scaling reduces the transaction costs of the original momentum strategy.

\(^7\) If turnover is not restricted to a maximum of 1 each month, then these numbers increase but the ordering of the IQS-scaled models is preserved as follows: 121.6, 92.9 and 91.2% for IQS 1, 2 and 3, respectively.
5. Economic and market determinants of risk asymmetries

In this section we explore the role of i) liquidity shocks, ii) risk-return predictability, and iii) two macroeconomic indicators (consumption and industrial production) and asset prices in explaining the better performance of IQS models for managing portfolio risk.

5.1. Market liquidity and volatility risk, the role of the asymmetries

Liquidity is a natural candidate for asymmetric associations with IQS categories, because the economically and statistically significant role of volatility driving market illiquidity is well known\textsuperscript{8}, and also because the relationship between volatility and liquidity is likely to be nonlinear. There are several factors, including funding liquidity, flight-to-safety, flight-to-quality and traders’ capital minimum thresholds (among others), that impact the way in which volatility propagates to liquidity (Brunnermeier and Pedersen, 2009) and which are essentially related to the sorts of nonlinearities that IQS statistics address in practice.

\textsuperscript{8} See for instance Stoll (2000), Bao and Pan (2013) and Chung and Chuwonganant (2014).
The role of liquidity-related factors in explaining asset prices has been extensively studied in the literature\(^9\). Prominent recent examples of asset pricing studies that consider liquidity factors are Pastor and Stambaugh (2003), Hasbrouck (2009), Corwin and Schultz (2012), Mancini et al. (2013) and Abdi and Ranaldo (2017). In general, the theory predicts that both the level of liquidity and liquidity risks are priced, while empirical studies find that the effects of liquidity on asset prices are statistically significant and economically relevant, and that expected stock returns are related cross-sectionally to the sensitivities of returns to fluctuations in aggregate liquidity\(^{10}\).

This strong and negative relationship between market volatility and illiquidity is documented here in Table 3 and Figure 4. In Table 3 we show the results of the regressions of the two measures of liquidity on IQS low and high (semivariances above and below the median in the IQS 2 model) and on total volatility, for the four portfolios under analysis. We found the negative relationship between volatility and IQS-variances always to be statistically significant while it is asymmetric for the market and SMB portfolios, with a notably better adjustment (measured by R\(^2\)) of the IQS-low category compared to the IQS-high and total volatility. In the case of HML and WML, although the liquidity measures are also statistically significant, the model adjustment is considerably lower and, consequently, there is not much asymmetry in the response of liquidity to the IQS high and low categories.

\(^9\) Amihud et al. (2005) provide a survey of this relationship.

\(^{10}\) Market illiquidity is related to such factors as exogenous transaction costs, demand pressures and inventory risks. At the aggregate level, most liquidity measures are constructed as averages of individual liquidity measures – see Pastor and Stambaugh (2003) and Corwin and Schultz (2012), for instance.
Table 3. Market liquidity and IQS models: The table shows the slope coefficients, t-statistics, p-values and R-squared statistics for univariate regressions of the aggregate liquidity and innovation liquidity measures proposed by Pastor and Stambaugh (2003) on the total monthly variance (IQS 1), and two categories of an IQS 2 model, namely, the inter-quantile variance constructed with returns above the median (IQS high) and below the median (IQS low). The sample runs from August 1962 to December 2017, which is the longest span available for the liquidity measures on Robert Stambaugh’s home page. The IQS models were estimated using four traditional portfolios: the value-weighted market (RMRF), small minus big (SMB), high minus low (HML) and winners minus losers (WML). The IQS standard deviations were annualized.

<table>
<thead>
<tr>
<th>Model</th>
<th>Aggregate Market Liquidity</th>
<th>Innovation Market Liquidity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>coefficient</td>
<td>t-statistic</td>
</tr>
<tr>
<td>Market</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQS 1-total</td>
<td>-0.35</td>
<td>-6.07</td>
</tr>
<tr>
<td>IQS 2-low</td>
<td>-0.45</td>
<td>-7.00</td>
</tr>
<tr>
<td>IQS 3-high</td>
<td>-0.41</td>
<td>-6.00</td>
</tr>
<tr>
<td>SMB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQS 1-total</td>
<td>-0.57</td>
<td>-5.45</td>
</tr>
<tr>
<td>IQS 2-low</td>
<td>-0.68</td>
<td>-5.39</td>
</tr>
<tr>
<td>IQS 3-high</td>
<td>-0.56</td>
<td>-3.39</td>
</tr>
<tr>
<td>HML</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQS 1-total</td>
<td>-0.38</td>
<td>-4.97</td>
</tr>
<tr>
<td>IQS 2-low</td>
<td>-0.49</td>
<td>-4.86</td>
</tr>
<tr>
<td>IQS 3-high</td>
<td>-0.45</td>
<td>-4.88</td>
</tr>
<tr>
<td>WML</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQS 1-total</td>
<td>-0.11</td>
<td>-4.89</td>
</tr>
<tr>
<td>IQS 2-low</td>
<td>-0.12</td>
<td>-4.62</td>
</tr>
<tr>
<td>IQS 3-high</td>
<td>-0.17</td>
<td>-5.18</td>
</tr>
</tbody>
</table>

To explore the relationship between IQS models and liquidity further, in line with Brunnermeier and Pedersen (2009), we examine the relationship between the traders’ funding liquidity and market liquidity. These authors establish a link between market volatility and liquidity (i.e. volatility is a state variable impacting market liquidity and risk premia). This relationship is the product of interactions between traders, who in all cases must respect their own capital budget for leveraging and covering margins. In the
framework devised by these authors, we can identify several nonlinear effects in relation to liquidity: for example, liquidity can suddenly dry up, it has commonality across assets (thus, it is likely to be related to market crashes) and it is subject to flight-to-quality considerations. All these effects permeate the relationship between liquidity and volatility, and motivate the nonlinearities featuring it\textsuperscript{11}.

In Figure 4 we explore some of these nonlinearities. In the left-hand panel we show the regression and correlation between the two variables (aggregate and innovation liquidity, on the one hand, vs. IQS categories, on the other). In this case we include only those observations recorded when liquidity was among the lowest 10% in the sample. In the right-hand panel we do the same but here we only include the observations recorded when liquidity was among the highest 10% in the sample. The sample runs monthly from August 1962 to December 2017.

The main results of this exercise can be summarized as follows: i) The relation between volatility and liquidity is highly nonlinear. It is strong and negative when liquidity is low and positive and weak when liquidity is high. ii) When liquidity is low this relationship is better captured by \textit{IQS low} than by \textit{IQS high}. This is evidenced by negative correlations between IQS low and market liquidity, on the one hand, and innovation liquidity, on the other, of -0.57 and -0.67, respectively, which contrasts with correlations of -0.40 and -0.49, respectively, in the case of IQS high. This is important because it informs us that when volatility impacts liquidity the most, IQS low captures liquidity better and, as such, it better isolates scaled portfolios from market liquidity fluctuations\textsuperscript{12}.

\textsuperscript{11} A recent study by Amiram et al. (2016) explores other forms of nonlinearities with a link between volatility and liquidity. The authors found that this relationship is mainly driven by the jump component of the volatility process (rather than by the softer continuous time constituent). It could be argued that these jumps are more closely related to market crashes than to regular market periods and, therefore, we should expect nonlinearities in the sort of volatility-liquidity relationship documented in Figure 5.

\textsuperscript{12} We corroborated these results (available upon request) using quantile regressions (Koenker and Bassett, 1978). The negative relationship with volatility is more significant for the lowest levels of liquidity. This is reversed when the market is more liquid, becoming insignificant (or even positive) in some cases for the highest levels of liquidity.
Figure 4. Market liquidity in high and low liquidity environments vs. the two categories of an IQS 2 model: The figure plots the aggregate liquidity and the innovation liquidity measures proposed by Pastor and Stambaugh (2003) against the two categories of an IQS 2 model, namely the inter-quantile variance constructed with market (RMRF) returns above the median (IQS high) and below the median (IQS low). The left-hand panel corresponds to the estimates using observations for the 10% of the sample at which liquidity was lowest. The right-hand panel corresponds to the estimates using observations for the 10% of the sample at which liquidity was highest. The sample period runs from August 1962 to December 2017.

<table>
<thead>
<tr>
<th>Most illiquid Markets</th>
<th>Most liquid Markets</th>
</tr>
</thead>
<tbody>
<tr>
<td>(below 10% in each liquidity measure)</td>
<td>(above 90% in each liquidity measure)</td>
</tr>
</tbody>
</table>

5.2. Stock returns predictability and asymmetric effects

We can rewrite equation (7) solving for current returns and generalizing it to any portfolio $i$ as follows:

$$ r_{i,t} = \frac{r_{i,t}}{\sigma_{\text{target}}} \delta_{i,t-1}, $$

where $r_{i,t}$ is the current return on portfolio $i$, $r'_{i,t}$ is the scaled-portfolio return and $\delta_{i,t}$ is the volatility of portfolio $i$. Notice that volatility scaling is related to the predictive power of lagged volatility on current portfolio returns. Indeed, we can rewrite (11) as $r_{i,t} = f_t(\delta_{i,t-1})$ to emphasize a non-linear relationship between risk and return, throughout the time varying function $f_t(\cdot)$. This nonlinearity has recently been explored by Adrian et al.
(2016) and by Ghysels et al. (2014). The former find that indeed the lagged-equity volatility (measured as VIX) has a nonlinear and significant relationship with current stock and bond portfolio returns.

We used a nonlinear model, in line with McAleer and Medeiros (2008) in the forecasting exercise of this section. This framework is particularly well suited to our purposes. It allows us to condition risk-slopes (i.e. the forecasting betas of the risk measures) on the level of total volatility, and to interpret the results as arising from two extreme regimes (high and low volatility). The model assumes that the transition between the regimes is smooth, but it also includes abrupt switches between the states as a special case.

We observe in Table 4 that the null of non-significance is rejected in most cases, with the exception of the SMB portfolio, and in Table 5 we observe that in most cases the lowest semivariances of an IQS 2 model work better for forecasting future returns than the full-realized variance provided by the IQS 1 model.

Table 4. Forecasting power of IQS-Models: The table shows the F-statistics and their corresponding p-values for four forecasting models of portfolio returns (market, small minus big, high minus low and winners minus losers). The dependent variable is the next month return, and the regressor variable is the current variance at the lowest category of a given IQS model (plus an intercept). In all cases we used a non-linear smooth-transition specification developed by McAleer and Medeiros (2008) and we set the total monthly realized variance of each portfolio as the transition variable. All the models have the same number of parameters, as we allow for two extreme regimes in each case (high and low volatility). The sample runs from 1927:02 to 2017:12

<table>
<thead>
<tr>
<th>Model</th>
<th>Market</th>
<th>SMB</th>
<th>HML</th>
<th>WML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>P-value</td>
<td>F</td>
<td>P-value</td>
</tr>
<tr>
<td>IQS 1</td>
<td>0.51</td>
<td>0.80</td>
<td>1.47</td>
<td>0.19</td>
</tr>
<tr>
<td>IQS 2</td>
<td>2.79</td>
<td>0.01</td>
<td>1.09</td>
<td>0.37</td>
</tr>
<tr>
<td>IQS 3</td>
<td>2.75</td>
<td>0.01</td>
<td>1.04</td>
<td>0.40</td>
</tr>
</tbody>
</table>
Table 5. Forecasting power of IQS-Models using AIC and BIC statistics: The table shows the AIC and BIC statistics for the four IQS models. In all cases we used a non-linear smooth-transition specification and set the total monthly realized variance of each portfolio as the transition variable. All the models have the same number of parameters in which the dependent variable is the next month return, and the regressor variable is the current IQS variance in the lowest category (plus an intercept). We allow for two extreme regimes, in line with McAleer and Medeiros (2008), and the parameters transit smoothly in-between through a logistic function. The lowest AIC and BIC statistics, for each portfolio, corresponding to an IQS model with at least two categories, are in bold. IQS 1 is the traditional RV- estimate. The sample runs from 1927:02 to 2017:12.

<table>
<thead>
<tr>
<th>Model</th>
<th>Market</th>
<th>SMB</th>
<th>HML</th>
<th>WML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AIC</td>
<td>BIC</td>
<td>AIC</td>
<td>BIC</td>
</tr>
<tr>
<td>IQS 1</td>
<td>-6342.1</td>
<td>-6372.1</td>
<td>-7464.0</td>
<td>-7494.0</td>
</tr>
<tr>
<td>IQS 2</td>
<td>-6355.7</td>
<td>-6385.7</td>
<td>-7461.7</td>
<td>-7491.7</td>
</tr>
<tr>
<td>IQS 3</td>
<td>-6355.5</td>
<td>-6385.5</td>
<td>-7461.4</td>
<td>-7491.4</td>
</tr>
</tbody>
</table>

5.3. Macroeconomic dynamics of good and bad market shocks

Here we explore how the asymmetry captured by IQS models in market returns is related to economic activity, consumption and asset prices. If different semivariance categories of the IQS model generate different fluctuations in economic state variables, which in turn determine the equity premia, we would expect these different categories to exhibit a distinctive performance when employed to scale traditional portfolios. This exercise is grounded in the theory developed by Brunnermeir and Sannikov (2014), which emphasizes the nonlinear nature of financial shocks on the real economy, as well as in the study undertaken by Segal et al. (2015), which identifies the different ways in which uncertainty shocks can find their way to the real and financial markets.

We opted to estimate a factor-augmented vector autoregression (FAVAR) as opposed to a traditional VAR\textsuperscript{13}. We treated all the factors in the model as unobservable in nature, and we

\textsuperscript{13} Segal et al. (2015) used a traditional VAR (1) with few variables and annual observations: expected consumption growth; good, bad or total volatility; and a macroeconomic indicator (or asset price) on which they seek to evaluate the effect of volatility. Their exercise differs from ours in several respects: First, they estimate the shocks that arise from the economic activity series (industrial production), while in our case the shocks originate from the market portfolio. Second, they use annual data and we use monthly data. Unfortunately, the number of
only treated the (respective) IQS series and the (respective) macroeconomic series (either consumption, industrial production, or asset prices) as being observable. Our approach rests both theoretically and methodologically on Bernanke et al. (2005). Thus, in line with their recommendations, we estimated the unobservable factors in a first step via principal components, using a data rich environment. Then, we orthogonalized the factors with respect to the IQS-volatility series and estimated traditional VAR models that consist of the orthogonalized unobservable factors, the IQS series (either low or high) and the macro series (either consumption, industrial production, or the SP500 series).

To identify the structural shocks to IQS and, thus, the dynamics of consumption and industrial production after a shock to the IQS categories, we also adopted a fairly eclectic approach. We used a partial identification strategy in which the macro series are assumed contemporaneously exogenous with respect to the IQS series, and the IQS series are contemporaneously endogenous with respect to the macro indicator. The rest of the system was left unidentified, as we are interested only in the responses of consumption, industrial production, and asset prices to the IQS shocks\textsuperscript{14}. We included ten unobservable factors in our estimations, which account for about 50% of the variability in the system, and, following Bai and Ng’s (2002) information criteria, we determined the number of static factors\textsuperscript{15}. Following AIC and FPE criteria, we constructed our model with four lags. All the variables are stationary before entering the system.

Our main results are summarized in Figure 5, which shows the dynamic responses of consumption (a, b), industrial production (c, d), and asset prices (e, f), after a shock to the two categories of an IQS 2 model (low and high) and to the total RV (IQS 1). Panels a, c and e compare these dynamic responses, while panels b, d and f show the responses to the IQS low category and their respective 84% bootstrapped confidence intervals.

The impact of volatility on consumption is negative and statistically significant. The lowest point in the reduction of consumption following a financial volatility shock is reached \textsuperscript{4} observations obtained with annual data is very small and so the impulse-response functions are statistically insignificant (both for real and financial shocks), making interpretation difficult. For this reason, we opted for a monthly frequency. Third, and finally, in our set we control for omitted variables, which are of great concern in macro-empirical exercises, and so we opted for the FAVAR model.

\textsuperscript{14} See Watson (2008) for a summary of this partial identification scheme.

\textsuperscript{15} In line with the test proposed by Bai and Ng (2007), the ten static factors were found to correspond to three underlying dynamic factors.
months after the shock, while it takes 11 months for the system to return to its original position. This holds for all of the IQS measures. However, the response of the system to an IQS low shock is more persistent than that to an IQS high shock.

In the case of industrial production we also find notable differences. The impact of an IQS low shock is more pronounced and, once again, more persistent than that of an IQS high shock. The latter also presents a ‘rebound’ effect: that is, after an original deterioration in production following an IQS high shock, a positive response is observed during the second and fifth months, and only afterwards does the system stabilize. This response is not found in the case of an IQS low shock (bad news), which remains consistently negative and significant.

Finally, the asymmetric effects on asset prices are even more evident. The impact of an IQS low shock is most pronounced four months after the shock, when it is also statically significant, and is also more persistent than that generated by good volatility shocks.

These results highlight the asymmetric nature of risk and the effects on the real economy, which are better captured by IQS models than by traditional variances.

**Figure 5. Dynamic response of consumption and economic activity to IQS low and high shocks:** The figure shows the dynamic response of consumption, industrial production (as a proxy for economic activity) and asset prices after a shock to the market-realized variance, the low category of an IQS-2 model (constructed using returns below the monthly median), and the high category of an IQS-2 model (constructed using returns above the monthly median). Panels a, c and e compare the three responses, while panels b, d and f show the responses of the variables to the IQS-low shocks and their 0.84 bootstrapped confidence intervals. The shocks were estimated using a FAVAR model with ten (orthogonalized) unobservable factors, and the corresponding series (either consumption, industrial production or SP500), together with a measure of IQS volatility (either IQS 1, IQS low or IQS high). The unobservable factors in the FAVAR models were obtained via principal components from a panel of 128 macroeconomic variables described by McCracken and Ng (2016). The monthly sample spans January 1959-December 2017. All the variables were transformed so as to be stationary when entering the system.
(a) Consumption response

(b) Consumption response

(c) Production response

(d) Production response

(e) Asset price (SP500) response

(f) Asset price (SP500) response
6. Conclusions

We have shown that using a fragment of past realized variances to scale traditional portfolios – specifically market, SMB, HML and WML – helps reduce higher order risk, including skewness and market crashes, while simultaneously maximizing the Sharpe ratio and the average return. These findings hold when we compare the economic performance of the IQS-scaling proposed here with both the unscaled and the RV-scaled portfolios.

We investigated whether the enhanced performance of the inter-quantile semivariances models is related to a better forecasting power of future returns and found that, indeed, the better a certain fragment of the realized volatility predicts future returns, the better it performs when used to scale traditional portfolios.

The better economic performance of the IQS-scaling strategies also holds from a time-varying perspective, that is, for 10-year intervals. Basically, IQS-scaling produces higher average returns than the plain and RV-scaled portfolios. These greater returns are also associated with a lower probability of crashes, measured by the distribution’s skewness.

Our main results stress the asymmetric nature of risk. In this regard, we have been able to identify the main economic forces behind these asymmetries, which are better captured using the IQS methods proposed here. Specifically, we have explored the relationship between liquidity and the different categories of inter-quantile semivariances. Moreover, our empirical study has enabled us to document nonlinearities in the relationship between volatility and liquidity, which are relevant for asset pricing and risk management. Liquidity is strongly associated with volatility, but even more so with ‘bad’ volatility, as measured here by the lowest category of the IQS model. As the relationship between volatility and liquidity grows stronger (during episodes of low liquidity), the difference between the effects generated by the two categories of the IQS models also become more evident and significant.

A second determinant of the better performance of the IQS scaling strategies is the fact that IQS low category shocks exhibit greater and more negative impacts on economic activity and consumption than total or good volatility shocks. Here, we have also undertaken an examination of macroeconomic responses to good and bad volatility shocks using FAVAR
models. We measured good and bad volatility shocks as the two categories of an IQS 2 model fitted to the value-weighted market portfolio returns. Both consumption and industrial production react significantly more to bad volatility shocks than to good volatility.
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