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Abstract. We critically investigate current statistical tests applied to high redshift clusters of galaxies in order to test the standard cosmological model and describe their range of validity. We carefully compare a sample of high-redshift, massive, galaxy clusters with realistic Poisson sample simulations of the theoretical mass function, which include the effect of Eddington bias. We compare the observations and simulations using the following statistical tests: the distributions of ensemble and individual existence probabilities (in the > M, > z sense), the redshift distributions, and the 2d Kolmogorov-Smirnov test. Using seemingly rare clusters from Hoyle et al. (2011), and Jee et al. (2011) and assuming the same survey geometry as in Jee et al. (2011, which is less conservative than Hoyle et al. 2011), we find that the (> M, > z) existence probabilities of all clusters are fully consistent with ΛCDM. However assuming the same survey geometry, we use the 2d K-S test probability to show that the observed clusters are not consistent with being the least probable clusters from simulations at > 95% confidence, and are also not consistent with being a random selection of clusters, which may be caused by the non-trivial selection function and survey geometry. Tension can be removed if we examine only a X-ray selected sub sample, with simulations performed assuming a modified survey geometry.
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1 Introduction

Previously Hoyle, Jimenez, & Verde 2011 [1, hereafter H11] claimed that the existence of a sample of spectroscopically confirmed, massive high-redshift galaxy clusters presented tension with ΛCDM at >2σ assuming WMAP 5 priors on cosmological parameters. The authors compiled a list of prominent galaxy clusters with mostly spectroscopic redshifts greater than one and mass estimates, and conservatively chose the mass measurement for each cluster (where many existed) to reduce the tension with ΛCDM. The authors presented four possible solutions to reduce the observed tension: 1) σ8 ≥ 0.9; 2) All mass measurements are systematically high by 1.5σmass; 3) a large value of primordial non-Gaussianity characterised by fNL > 123; 4) uncertainties in the (non-Gaussian) theoretical cluster mass function.

This work was independently corroborated by [2], who further showed that a divergence of the mass function used in H11 appears for combinations of large masses, redshifts and values of non-Gaussianity. In response to the mass function divergence, [3] constructed a non-Gaussian mass function that is stable to arbitrarily large masses and redshifts. The analysis in H11 built on earlier works which had used the existence of a single, massive high-redshift cluster to signal some tension with the current ΛCDM paradigm [4–6].

In all of these works, the level of tension that a cluster (or set of clusters) caused with a model, was directly associated with the probability that the cluster could have been observed in the region of mass-redshift space at greater mass and redshift (>M,>z) than each cluster.
Throughout this work we refer to this \((> M, > z)\)-method as the probability that a cluster of mass \(> M\) could have been detected at a redshift \(> z\), and denote this statistic by \(\tilde{R}\) [following 7].

Subsequently [8] introduced a new approach based on “exclusion curves” using the \((> M, > z)\) statistic, to show how the observation of any one cluster could rule out \(\Lambda\)CDM at a specified confidence level and provided the community with code to calculate such exclusion curves [see however 7, and §2.2 for a discussion of bias]. The exclusion curves have been widely adopted [e.g., 9, 10] but they are not ideal at identifying tension using more than one cluster. Using the \((> M, > z)\) analysis, [10] find that many clusters are in tension with \(\Lambda\)CDM, three of which have \(\tilde{R}\) values below 0.001. Most recently using the \((> M, > z)\) approach, [11] showed how extreme value statistics analysis of the galaxy cluster XMMUJ0044.0-2033 [12] showed that the value of \(f_{NL}\) = 0 is consistent with the data (in latest version of their paper).

Ref. [7] identified that using the \((> M, > z)\) statistic inevitably requires that assumptions need to be made about the selection function and survey region of a given experiment before they can be correctly interpreted. Furthermore, using a de-biased statistic and increasing the survey geometry (although this is a second order effect), he found that the tension with \(\Lambda\)CDM presented in H11 and [2] could either remain or be removed, depending on which sets of simulated clusters the observed clusters were compared with. If the observed clusters were compared with a random sample of simulated clusters, then the tension with \(\Lambda\)CDM remains, but if they were compared with the “Least Probable” (LP) simulated clusters (determined by clusters with the lowest \(\tilde{R}\) values), the tension was removed.

Given that slightly different approaches seem to yield discrepant results, here we attempt to critically examine the common measures of cluster rareness, providing comparisons with simulated data and suggest methods to account for biases. The layout of the paper is thus: in §2 we critically analyse the range of validity of current tests by applying them to simulated cluster data sets. We continue in §3 by introducing the theoretical mass function, and continue in §4 by describing the data sample and discussing the effect that known and unknown selection functions have on constraining desired parameters. In §5, we then determine the true level of tension posed to \(\Lambda\)CDM from the combined set of [10] clusters and a sample of X-ray selected clusters presented in H11, using the [10] survey geometry assumptions, by performing a direct comparison with simulations. We then analyse a set of high redshift X-ray selected clusters with a more conservative survey geometry. We conclude and discuss in §6.

Throughout the paper, unless otherwise stated, we assume a \(\Lambda\)CDM model with WMAP7 [13] cosmological parameters (i.e., \(\Omega_{\Lambda}, \Omega_m, h, n_s, \sigma_8 = 0.725, 0.275, 0.702, 0.968, 0.816\)), and quote \(f_{NL}\) using the LSS convention [where, \(f_{NL}^{\text{CMB}} \simeq f_{NL}^{\text{LSS}} / 1.3\), see, e.g., 14].

2 How reliable are current statistical techniques?

Recent literature has focused on two related statistical tools to ascertain if individual or ensembles of clusters are in tension with the current cosmological model. One approach has been introduced above \((> M, > z)\), and the other approach defines exclusions curves in the mass, redshift \(\sim (M, z)\) plane; these curves are usually selected to trace contours of equal (expected) abundance. Here we briefly describe the tests and their range of validity and limitations.
2.1 The \((> M, > z)\) analysis.

The question: Q1) “What is the probability \(\tilde{R}\), that a cluster can exist in the region \((> M, > z)\)?”, has been used extensively in the literature as a proxy for the more interesting question: Q2) “What level of tension with a model is caused by the existence of this cluster(s)?”. Here we show that the answer to Q2) can only be obtained from Q1) once a careful comparison with simulations has been performed.

The \((> M, > z)\) question is asked as follows: A rectangular shaped box is placed on the \((M, z)\) plane, albeit with effectively an infinite upper mass boundary, and \(z\) is bounded by some upper value [typically 2.2, see e.g., 1, 4, 10]. The theoretical mass function \(n(m, z)\) is integrated over the box limits to obtain the expected abundance of clusters \(A_C\) in this region, i.e.,

\[
A_C(M > M_C, z_C < z < 2.2) = \Omega \int_{M_C}^{\infty} \int_{z_C}^{2.2} n(m, z) \, dm \, dz ,
\]

(2.1)

where \(\Omega\) is the survey footprint. For massive objects, the mass function decays exponentially with \(z\) and \(M\) and therefore the upper bounds of the box do not matter in practise. Subsequently \(\tilde{R}\) is then defined as the frequency of Poisson samplings from \(A_C\) which are greater than 1, divided by the total number of samplings \(N\), i.e., \(\tilde{R} \equiv (#P^0(A_C) \geq 1)/N\).

The \((> M, > z)\) approach was used e.g., in [2, 4, 6, 10] & H11 and in general was advocated in all the pre-2011 literature dealing with cosmological constraints from clusters. This question is well posed, and easy to visualise, but the resulting existence probability should not be interpreted directly as the level of tension a cluster causes with a particular model [as first pointed out in 7].

For example, suppose one were to perform many Poisson samplings from the \(\Lambda CDM\) mass function (aka, simulations) assuming WMAP7 priors, a survey geometry of 100 sq. deg., and a selection function of \(M > 10^{14} h^{-1} M_\odot\), \(z > 1.0\). After examining the distributions of \(\tilde{R}\) for the simulated clusters, one finds that the “Least Probable” \(LP\) cluster from each separate simulation has a spread of “existence probabilities” of 0.001 < \(\tilde{R}\) < 0.339 at 95%.

Let us now assume we have detected, followed up, and measured the mass of only one cluster \(C_1\), in the above survey geometry. We would not know if it were actually the least probable cluster in the observed region, until all other clusters had been observed and their redshifts and masses measured.

Now, if \(\tilde{R}\) of \(C_1\) was much lower than 0.001 we could immediately claim that this cluster is in tension with the \(\Lambda CDM\) model, irrespective of whether or not this cluster was the least probable in the observed region, e.g., without the identification of any other clusters. This is because no other simulated cluster (assuming WMAP7 priors) could be as rare as this cluster. We would still need to determine the level of tension, i.e. to convert the results of question Q1) to the results of question Q2), e.g., by comparing to \(\tilde{R}\) from clusters simulated with different amounts of non-Gaussianity (or higher values of \(\sigma_8\)).

However, let us now assume that \(\tilde{R}\) for \(C_1\) is, for example, 0.1 (i.e. >> 0.001). We cannot immediately claim that this cluster is not in tension with \(\Lambda CDM\) because we will remain unsure if \(C_1\) is the least probable cluster in the footprint until all others have been observed. It may turn out (e.g., if the “true” observed universe is very different from a WMAP7 \(\Lambda CDM\) model) that all other clusters are more rare than \(C_1\), and \(C_1\) was a randomly selected cluster.

If \(C_1\) is a randomly selected cluster, i.e., from a fair sampling of the \((M, z)\) distribution of all possible observable clusters, then the probability 0.1 is in fact extremely low compared
with expectations from a WMAP7 ΛCDM model. One expects randomly selected clusters (as drawn from simulations) to have existence probabilities between 0.8 < R < 1 at 95%, assuming the above survey geometry. Until the selection function is known, we should compare two cases, the least probable, and random sets of clusters.

If we observe N clusters, C₁,...,N, we can compare their ensemble probabilities with the N least probable clusters to immediately identify if tension exists. Here we define the ensemble probability Rₙ as the multiplication of all individual cluster probabilities R. In the case studied later in this work, N=23 and the 95% range of ensemble existence probabilities (from each simulation) for the N least probable simulated clusters is 10⁻⁹ < R₂₃ < 10⁻³. Does this mean that if the ensemble probability R₂₃ from observed clusters were 10⁻⁸ we could conclude that there is no tension with ΛCDM? No! This claim can only be made once all the clusters in the footprint were identified and these observed clusters were then found to be the 23 least probable clusters.

In fact, randomly selecting 23 clusters from simulations, and calculating their ensemble existence probabilities produces a range of 0.1 < R₂₃ < 1 at 95%. So if the 23 observed clusters, were consistent with being drawn from a fair sample of clusters, then their ensemble probability would be anomalously low. In §5.4 we determine if the 23 observed clusters are consistent with being drawn from the least probable clusters, or from a fair (random) sample of clusters by comparing their distribution in (M,z) space and making assumptions about the survey footprint, but making no assumptions about the selection function. In §5.5 we repeat the analysis but make assumptions about the survey geometry motivated by the data.

2.1.1 Why (M,z)?

To highlight the arbitrariness of calling the (M,z) method an existence probability, consider this natural extension. Why should we restrict ourselves to the easily calculated, but arbitrary, (M,z) boundary contours, e.g., what dictates that the box should be placed at right angles to the (M,z) axis, and not at an incline of X%, or have curved instead of straight boundaries? One could simply squash or rotate the (M,z) box by X% and obtain a new existence probability R* which would be equally as justified as the original existence probability R. Only when the value of R (or R*) is compared with a similar analysis on simulations can it be converted to a level of tension with a model. The (M,z) boundary (and the > z boundary), and the shape of the box is therefore arbitrary.

While less motivated physically, one could then be equally justified to place any shaped closed contour on the (M,z) plane and calculate a statistic. However to interpret the result of this statistic in terms of tension with model, one needs to perform similar comparisons with simulations.

We conclude that the quantity R obtained from any such (M,z) analysis, although easily calculated, is not equivalent to the level of tension present with a model. The obtained value of R must be carefully compared with a similar analysis performed on simulated clusters before it is converted into a level of tension that a cluster, or set of clusters, causes with a model. See [7] for further discussion of this issue.

2.2 Single cluster exclusion curves.

In this approach the “rareness statistic” is defined by the region above a line of equal R in the (M,z) plane [8]. As with the (M,z) analysis, to determine how rare any observed cluster is, one must first assume some form for the selection function and survey geometry
to identify which region of the \((M, z)\) plane has been observed. Let us for now assume that a wide region of \((M, z)\) has been observed. One should then Poisson sample from the mass function many times (additionally varying model parameters, if desired) and determine a line, which again is arbitrarily defined [see below, and 8] above which only \(N\%\) of clusters sit. This line is dependent on the full geometry of the survey, i.e., redshift range, footprint, selection function.

In Fig. 1, we demonstrate this rareness statistic by plotting 5 rare (actually the 5 least probable, defined in the \(\tilde{R}\) sense) clusters from each of the 425 Poisson simulations of the mass function (described in §5.1) in the \((M, z)\) plane by red crosses. For reference we also show the distribution of the 23 observed clusters by the black triangles. We additionally show the popular Mortonson et al. (Ref. [8]) 95% exclusion curve (black solid line) and two genuine, (but poorly motivated in the sense of §2.1) 95% exclusion curves (green and red dashed lines). We remind the reader that such exclusion curves are only applicable in the case of testing the tension with a model caused by one cluster, and are completely insensitive to the constraining power obtained from observing multiple clusters. We note that [8] do present a prescription for calculating the tension caused by \(N\) clusters, by encompassing both the lowest mass and the lowest redshift clusters, but the constraining power is not optimal.

We find that 110 simulated clusters (note that these are not the re-sampled simulations which account for the Eddington bias, see §5.1) sit above the Mortonson et al. 95% exclusion curve (black solid line), whereas one would expect only 21 (i.e., 5% of the 425 simulations) clusters. The green dotted line, is a vertical rescaling of the Mortonson line by 23% and correctly excludes 95% of the simulated clusters. As an example of the arbitrariness of lines of constant \(\tilde{R}\), we also show another, but less easily calculated exclusion curve by the red
dashed line, which is a rescaling and rotation of the Mortonson exclusion curve, and also excludes 95% of the simulated clusters, but a different 95%. Note how some clusters under one metric (specified by the green dashed line) are unlikely, but are not unlikely under a different metric (specified by the red dashed line).

Therefore, to compute true 95% exclusion curves one should first include the survey geometry, and simultaneously carefully specify an unbiased rareness metric [see 7], or a metric calibrated to simulations (as here).

While one may assume some metric and infer that a cluster is in disagreement with a model at some specified confidence level, and be correct in doing so, this statement would however not be invariant for all metrics. This leads us to wonder if no observation of any one exceptional cluster can consistently, to every metric, rule in, or out a model. One could imagine that we should instead compute the line which contains 100% of the data, but this is impossible to construct because repeated Poisson sampling a number close to, but greater than 0, as in the case for the abundance value of any point in the \((M, z)\) plane, will eventually return a number \(\geq 1\).

As stressed by [7], the \((> M, > z)\) statistic considers a much smaller region on the \((M, z)\) plane than the exclusion curve passing through the minimum mass and redshift of the \((> M, > z)\). But, in addition, once an exclusion curve (say 95%) has been drawn, the rareness statistic does not care if the 5% of expected objects to be above the line are just above the line (as expected in the standard paradigm) or far in the region of high mass and redshift (which would signify tension). This rareness statistics would not claim any tension in either case. The \((> M, > z)\) approach on the other hand, as it is applied using the \(M\) and \(z\) of all observed clusters, would detect tension if one of the observed clusters were at really high masses and/or redshifts, once it were compared with simulations.

The rest of this paper is devoted to the use of robust statistical techniques in order to describe the amount of tension a set of clusters provides with a model, and to compare models and fit parameters. In particular we calibrate the performance and possible biases of these techniques with simulated clusters samples drawn from known distributions.

3 The (non-)Gaussian cluster mass function

The mass function describes the number of clusters \(n\), per unit mass, per unit redshift, and can be written in the form

\[
n(M, z) = \frac{\bar{\rho}}{M} f \left( -\frac{d \ln \sigma_M}{d \ln M} \right), \tag{3.1}
\]

where \(\sigma_M\) is the rms variation of the density field smoothed on scales \(M\), and \(\bar{\rho}\) is the background matter density. We use the icosmo\(^1\) package [15] to calculate \(\sigma_M(z)\), co-moving distances and other cosmology-dependent parameters. We use the functional form of \(f\) [see Eq. 3 of 16] given by

\[
f = A \left( \frac{\sigma}{\bar{\rho}} \right)^a \left[ \frac{a}{b} \right] e^{-c/\sigma^2}, \tag{3.2}
\]

with \(A = 0.186(1 + z)^{-0.14}, a = 1.47(1 + z)^{-0.06}, b = 2.57(1 + z)^{-0.011}\) and \(c = 1.19\) as adjusted to fit large N-body simulations [16], which is suitable to describe the abundance of

\[^1\text{http://www.icosmo.org/}\]
clusters with a mass defined within the radius at which the average enclosed density contrast is \(200\rho_m\), i.e. \(M_{200}\).

When using the non-Gaussian (described by \(f_{\text{NL}}\)) corrections to the theoretical mass function, we employ the [17, hereafter MVJ] formalism [see also, 3, 18–20]. The non-Gaussian corrections are typically written as the ratio of the non-Gaussian to Gaussian mass functions \(R\),

\[
R(f_{\text{NL}}, M, z) = \frac{n(M, z, f_{\text{NL}})}{n(M, z, f_{\text{NL}} = 0)},
\]

and can be written as

\[
R_{\text{NG}}(M, z, f_{\text{NL}}) = \exp \left[ \frac{3}{6} \frac{\delta_{\text{ec}} S_{3, M}}{d\ln \sigma_M} \right] \times \frac{1}{6} \sqrt{1 - \frac{\delta_{\text{ec}} S_{3, M}}{3}} dS_{3, M} + \sqrt{1 - \frac{\delta_{\text{ec}} S_{3, M}}{3}},
\]

where \(\delta_{\text{ec}}\) is the critical density for ellipsoidal gravitational collapse, whose value is fixed to fit simulations [21] [although see 22] and \(S_{3, M} = S_{3, M}(f_{\text{NL}})\) describes the (non-Gaussian) skewness of the initial density field. The MVJ prescription has recently been shown [21, Wagner et al. 2011 in prep.] to be a good fit to N-body simulations for \(f_{\text{NL}} \leq 500\) in the regimes; \(z \leq 1.0\) & \(M \leq 10^{15} M_\odot/h, z \leq 1.5\) & \(M \leq 5 \times 10^{14} M_\odot/h, \) and \(z \leq 2.0\) & \(M \leq 1 \times 10^{14} M_\odot/h.\)

4 Data

The high-redshift cluster data set is drawn from the literature after imposing strict redshift (\(z > 1.0\)) and mass (\(M_{200\rho_m} > 10^{14} M_\odot\)) limits, and comprises 23 galaxy clusters. We imposed the high mass and redshift cuts because the non-Gaussian mass function is most sensitive to these clusters [see, e.g., Fig 7 of reference 17]. In addition, clusters of masses lower than our selected cut would be missed by most observations. Of course this is not a complete sample: there may be many more clusters above the mass and redshift cut that have not been observed. Furthermore the selection function is not known and likely extremely complex, see §4.2.

Table 1 presents the cluster’s name, the spectroscopic redshift, the cluster mass and mass error in units of \(10^{14} M_\odot\) (analysed assuming \(h = 0.7\)) in terms of \(M_{200\rho_m}\), the \((> M, > z)\) existence probability \(\tilde{R}\) and the reference to the mass measurement. In essence, this table is partially a combination of Table 1 of H11 and Table 2 of [1] but whereas in H11 we conservatively chose each cluster’s mass estimate which caused the least tension with \(\Lambda\)CDM, here we use the most robust (e.g. weak lensing, or X-ray) mass estimates.

The mass of cluster XLSSJ022403.9-041328 is quoted in terms of \(M_{500}\) [24], which we converted to \(M_{200}\) using a naive NFW profile [25], but note that this cluster does not provide significant constraining power. The cluster XMMUJ0044.0-2033 has a value of \(M_{200}\) quoted in the range \(3.5 - 5 \times 10^{14} M_\odot\) [12], for which we assumed a central value and an error of \(4.25 \pm 0.75 \times 10^{14} M_\odot\).
and 1
> M, > z
overlapping footprints [e.g., 28, 29]. Thus the combined X-ray survey geometry has a variable
limited X-ray surveys, each with differing observation depths and with partially (or fully)
The combined high redshift X-ray survey geometry is composed of many individual flux
ulated clusters assuming a modified, survey geometry motivated by the following argument.
In section §4.1 X-ray selected clusters

<table>
<thead>
<tr>
<th>Cluster Name</th>
<th>Redshift</th>
<th>$M_{200}$</th>
<th>$10^{14}M_{\odot}$</th>
<th>Method</th>
<th>$\tilde{R}$</th>
<th>Mass reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCS0221-0321</td>
<td>1.02</td>
<td>1.80$^{+1.20}_{-0.70}$</td>
<td>WL 0.992</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WARPSJ1415+3612 X</td>
<td>1.03</td>
<td>4.70$^{+2.00}_{-1.40}$</td>
<td>WL 0.706</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCS0209-0333</td>
<td>1.03</td>
<td>4.80$^{+1.80}_{-1.30}$</td>
<td>WL 0.709</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCS2345-3632</td>
<td>1.04</td>
<td>2.40$^{+1.10}_{-0.70}$</td>
<td>WL 0.989</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XLSSJ022403.9-041328 X</td>
<td>1.05</td>
<td>1.66$^{+0.38}_{-0.13}$</td>
<td>X-ray 0.997</td>
<td>[23]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCS2156-0448</td>
<td>1.07</td>
<td>1.80$^{+2.50}_{-1.00}$</td>
<td>WL 0.916</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCS0337-2844</td>
<td>1.10</td>
<td>4.90$^{+2.80}_{-1.70}$</td>
<td>WL 0.567</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RXJ1053.7+5735(West) X</td>
<td>1.11</td>
<td>5.00$^{+1.20}_{-1.60}$</td>
<td>WL 0.595</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XLSSJ0223-0436 X</td>
<td>1.12</td>
<td>4.90$^{+1.20}_{-1.00}$</td>
<td>WL 0.603</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISCSJ1432+3332 X</td>
<td>1.11</td>
<td>3.00$^{+1.60}_{-1.00}$</td>
<td>WL 0.888</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RXJ1053.7+5735(West) X</td>
<td>1.14</td>
<td>2.00$^{+0.69}_{-0.10}$</td>
<td>X-ray 0.989</td>
<td>[23]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SXSSJ0223-0436 X</td>
<td>1.22</td>
<td>7.40$^{+2.50}_{-1.30}$</td>
<td>WL 0.119</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISCSJ1434+3427 X</td>
<td>1.24</td>
<td>2.50$^{+2.20}_{-1.10}$</td>
<td>WL 0.806</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISCSJ1429+3437 X</td>
<td>1.26</td>
<td>5.40$^{+2.40}_{-1.10}$</td>
<td>WL 0.327</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RDCSJ0849+4452 X</td>
<td>1.26</td>
<td>4.40$^{+1.10}_{-0.90}$</td>
<td>WL 0.517</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RDCSJ0848+4453 X</td>
<td>1.27</td>
<td>3.10$^{+1.00}_{-0.80}$</td>
<td>WL 0.839</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISCSJ1432+3436 X</td>
<td>1.35</td>
<td>5.30$^{+2.60}_{-1.70}$</td>
<td>WL 0.265</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISCSJ1434+3519 X</td>
<td>1.37</td>
<td>2.80$^{+2.90}_{-1.40}$</td>
<td>WL 0.636</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XMMUJ2235-2557 X</td>
<td>1.39</td>
<td>7.30$^{+1.70}_{-1.40}$</td>
<td>WL 0.035</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISCSJ1438+3414 X</td>
<td>1.41</td>
<td>3.10$^{+2.60}_{-1.40}$</td>
<td>WL 0.584</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XMMXCSJ2215-1738 X</td>
<td>1.46</td>
<td>4.30$^{+3.00}_{-1.70}$</td>
<td>WL 0.335</td>
<td>[10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XMMUJ0044.0-2033** X</td>
<td>1.57</td>
<td>4.25$^{+0.75}_{-0.75}$</td>
<td>X-ray 0.152</td>
<td>[12]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The high-redshift massive cluster sample. We show the cluster name, redshift, the mass
and 1σ errors, an indicator of the mass measurement technique (e.g., weak lensing as WL),
the $> M, > z$ probability $\tilde{R}$, and the mass reference. * indicates a crude conversion from $M_{500}$ to $M_{200}$
assuming an NFW profile. ** indicates the mass has been estimated and the error made symmetrical,
as derived from the values quoted in [12]. The X superscript denotes X-ray selected clusters.

Many of the clusters in Table 1 were compiled from Super Nova searches [26], and from
other high redshift (e.g. optical) cluster surveys [e.g., 27], and from X-ray surveys, which
we highlight by the superscript X. The heterogeneous selection of these clusters makes
the full modelling of the survey geometries and selection function non trivial. To compare our
analysis with the analysis of H11 and [10], we choose to use the survey geometry presented
in [10], namely a redshift range of $1 < z < 2.2$ and a 100 sq. deg. footprint. We compare
the observed clusters with all simulated clusters above $10^{14} M_{\odot}$. This survey geometry is less
conservative than that present in H11.

4.1 X-ray selected clusters

In section §5.5 we analyse the sub sample of 12 X-ray selected clusters, with sets of 12 sim-
ulated clusters assuming a modified, survey geometry motivated by the following argument.
The combined high redshift X-ray survey geometry is composed of many individual flux
limited X-ray surveys, each with differing observation depths and with partially (or fully)
overlapping footprints [e.g., 28, 29]. Thus the combined X-ray survey geometry has a variable
flux limit across the footprint making it difficult to model. Moreover galaxy and cluster red-
shifts become progressively more difficult to obtain at higher redshift. For this conservative analysis using only the 12 X-ray selected clusters in §5.5, we restrict the redshift range of the survey geometry to be $1 < z < 1.6$, and choose a 200 sq. deg. survey footprint.

4.2 The selection function

The selection function describes the completeness and purity of the cluster sample. Without full knowledge of the selection function one is unable to ascertain if all clusters in a particular region of mass and redshift space have been observed, and thus only the presence of clusters, and not their absence, can be used for parameter estimation.

For example, X-ray surveys are limited by flux, not mass. This is important because a cluster may be detected in a flux limited survey because it hosts an active galactic nuclei, or is undergoing a merger, and is then followed up to obtain a redshift. A subsequent weak lensing (hereafter WL) mass measurement of this cluster, or a higher resolution exposure, would reveal it to be less massive than expected, yet it would still have made the selection criteria used in this work because of the mass measurement and redshift. The reverse is also true, imagine a mechanism which over cools the gas of massive clusters dropping a potentially massive, high redshift cluster out of the sample. Additionally not all potentially high redshift clusters have been followed up to obtain a redshift, and thus would not pass our inclusion criteria.

Thus in this analysis, we cannot currently claim that we have detected all the clusters within a particular region of the mass and redshift plane. We highlight this level of incompleteness by comparing the expected number of clusters ($\sim 613$ above $10^{14}M_\odot$ and between $1.0 < z < 2.2$ assuming the Gaussian-mass function in §3 and WMAP7 cosmology and a footprint of 100 sq. deg.) with the total number (23) of clusters in Table 1.

Even in this pathological case, parameters or models can still be favoured and bounded from one direction, even if the final $\chi^2$ value may be arbitrarily high. For example, if one knows the survey footprint and identifies a group of high redshift massive clusters, but is unsure of the selection function, one may still infer that $f_{NL} > X$ (or $\sigma_8 > Y$) is a better fit to the data than $f_{NL} < X$ (or $\sigma_8 < Y$), as future cluster detections within the same survey footprint (e.g., from subsequent followup) would confirm, or boost the previously inferred values. Once the selection function is known, e.g., by follow up of all possible clusters, both the presence and absence of clusters could be used to bound parameters from above and below [e.g., as performed by 9]. In a follow up paper (Hoyle et al. in prep.) we address the problem of obtaining constraints on parameters using data drawn from a survey with an unknown selection function. However, for now, we proceed by assuming knowledge of the selection function over the survey geometry. We calibrate our methods by direct comparisons with simulated data.

We cannot claim that the clusters in Table 1 are the rarest clusters in the survey footprints, until all other clusters have been observed. We do however, not expect them to be drawn from a purely random distribution, as more massive clusters have typically higher fluxes, and are thus easier to detect.

5 Standard statistical tests and results

Assuming the survey geometry presented in [10], namely, a redshift range of $1 < z < 2.2$ and a footprint of 100 sq. deg., we show that the low values of $\tilde{R}$ for individual clusters, and the combined values of $R_{23}$ are compatible with values of $\tilde{R}_{23}$ for the LP simulated clusters,
but they are anomalously low when compared with a randomly selected sample of simulated clusters. Recall that the $\tilde{R}$ statistic encodes the redshift and mass information of the cluster into one number. For this reason we further present redshift distributions of the observed and simulated clusters which suggests that the observed clusters are not compatible with being drawn from the same parent population as the LP simulated clusters using the 2 dimensional Kolmogorov-Smirnov test (2d K-S) [30–32]. The 2d K-S test is not sensitive to whether the total number of observed clusters is consistent with the total number expected, but is sensitive to comparisons of $(M,z)$ distributions.

5.1 Generation of Poisson simulated clusters

The procedures described throughout the paper rely on the pixelisation of the mass-redshift $(M,z)$ plane, and the calculation of the theoretical cluster abundance within each pixel, assuming particular survey geometries.

For each pixelised map, we make at least one simulated distribution of clusters by Poisson sampling from the theoretically predicted cluster abundance value for each pixel and then rounded the value of the Poisson sample. We draw simulated clusters from those pixels whose Poisson sample are greater than zero. We randomly assign the final mass and redshift of the simulated cluster(s) such that they remained within the pixel boundaries. We pixelise the $(M,z)$ plane within the region bounded by $7 \times 10^{13} < M_{200} < 1.2 \times 10^{16}$ in mass and $1.0 < z < 2.2$ in redshift, with pixels of width $\Delta M = 10^{11} M_\odot/h$ and $\Delta z = 10^{-3}$ and used a 100 sq. deg. footprint to enable a direct comparison with [10]. We finally calculate $\tilde{R}$ for each simulated cluster assuming best fit WMAP7 cosmological parameters.

We create 425 such $(M,z)$ distributions, by modifying the parameters of the Gaussian mass function by simultaneously Gaussian random sampling from the parameters $\Omega_M, \Omega_\Lambda, \Omega_K \equiv (1 - \Omega_M - \Omega_\Lambda), \Omega_b, H_0, \sigma_8, w_0, n_s$, using the WMAP7 priors without imposing spatial flatness. For each set of standard cosmological parameters we additionally modify the amount of non-Gaussianity within the range $-200 < f_{NL} < 400$ in steps of $\Delta f_{NL} = 25$.

We note that the total number of clusters obtained from the Poisson sampling of the mass function within the above survey geometry above $M > 10^{14} M_\odot$, in the pixelised $(M,z)$ plane $< 386 \pm 107 >$ agrees well with the theoretical expectation $< 407 \pm 107 >$, assuming the same input cosmology. We additionally create 350 sets of simulated clusters for use in §5.5, using the survey geometry $1.0 < z < 1.6$ and a footprint of 200 sq. deg.

5.1.1 The Eddington bias

The Eddington bias corrects for measurements made from non uniform population distributions. The sharp decline of the cluster mass function with mass and redshift imply that more low mass clusters are likely to be scattered high, and masquerade as high mass clusters, than higher mass clusters are to be scattered low [see e.g., 8]. To mimic this bias in our simulations, we applied a mass error to each simulated cluster of the same magnitude as the average observed error (41.8%), and then re-sampled the mass $M_{RS}$, and recalculated $\tilde{R}$ for all clusters $M_{RS} > 10^{14} M_\odot$. Below we refer to the simulated clusters obtained from this procedure as the re-sampled simulations. For comparison we present results of both ignoring, and including the Eddington bias. This shows how important this effect is, when comparing the observed Universe with simulations. We choose to apply the Eddington bias correction to the simulated clusters instead of the observed clusters.
Figure 2. The distributions of $\tilde{R}_{23}$ (in the $> M, > z$ sense) for ensembles of clusters. We show the distribution of the 23 LP clusters from each (re-sampled) simulation by the red (purple) dashed line, and the distribution of $\tilde{R}_{23}$ for 23 randomly selected re-sampled clusters from each simulation by the blue dashed-dotted line. We show the values of $\tilde{R}_{23}$ of the 23 observed clusters to exist by the black solid line. Using the 2d K-S test we ascertain that the observed clusters are inconsistent with the being the LP clusters, even though the values of $\tilde{R}_{23}$ agree.

5.2 Comparing observations and simulations: ($> M, > z$)

If we multiply the ($> M, > z$) existence probabilities of the clusters in Table 1 together, we obtain a range of values of $10^{-17} < \tilde{R}_{23} < 10^{-7}$ at 95%, after marginalising over the cluster mass error. These values must be compared with $\tilde{R}_{23}$ from simulated clusters before conclusions about tension can be drawn, see §2.1. In Fig. 2 we show the distribution of $\tilde{R}_{23}$ for ensembles of simulated clusters. We show the distribution of $\tilde{R}_{23}$ for the 23 LP (re-sampled) simulated clusters by the red dashed line (purple dashed line), and the distribution of $\tilde{R}_{23}$ for 23 random re-sampled simulated clusters by the blue dashed-dotted line. The black solid line, corresponds to the values of $\tilde{R}_{23}$ for the 23 observed clusters.

Examining Fig. 2 we conclude that if the observed clusters are compared with the LP simulated clusters, the $\tilde{R}_{23}$ values are consistent with ΛCDM at the 95% level, and comparing to the LP re-sampled simulated clusters (which includes the Eddington bias correction) we find the distributions of $\tilde{R}_{23}$ to be completely consistent. Thus using rare clusters from H11 and [10], and the survey geometry specified in [10], which is less conservative than H11, we find no $\tilde{R}_{23}$ tension of the observed clusters with ΛCDM. However if the clusters are actually drawn from a fair sampling of the mass function, we should instead compare the distribution of $\tilde{R}_{23}$ with the randomly selected re-sampled simulated clusters (blue dash-dotted line). In this case we find the observed clusters are very inconsistent with the simulations.

5.2.1 The N$^{th}$ Least Probable clusters.

In Fig. 3 we show the range of $\tilde{R}$ values for each of the ranked N$^{th}$ least probable clusters from the simulations and the ranked re-sampled simulations, with the ranked values of $\tilde{R}$ obtained by re-sampling from the mass and error of the observed clusters.
Figure 3. The range of $\tilde{R}$ values for each of the 17 least probable clusters drawn from the data and simulations (left panel) and the data and re-sampled simulations (right panel) after applying a 40% mass error. The range of $\tilde{R}$ values for the $N^{th}$ least probable cluster come from the variance between simulations after sampling from cosmological parameters, and from observations after sampling from the mass and mass error. The error bars show the spread of $\tilde{R}$ at the 95% confidence level.

Fig. 3 again shows the importance on the distribution of $\tilde{R}$ values of comparing the observations with the re-sampled simulations, which account for the Eddington bias. Examining the right panel of Fig. 3 we see that the first 8 clusters all have lower $\tilde{R}$ values than the 8 least probable re-sampled simulated clusters. One may choose to only analyse and compare these 8 observed clusters, which have the lowest $\tilde{R}$ values, with the 8th least probable simulated clusters. This will remove any weakening of the true level of tension these clusters may present, by including clusters which are common (and thus have high $\tilde{R}$ values).

In Fig. 4 we show the $\tilde{R}_8$ distributions of the 8 observed clusters with the lowest $\tilde{R}$ values, with the 8th LP simulated (and re-simulated) clusters, and 8 randomly selected re-sampled simulated clusters. Even after excluding clusters which are more common (with large $\tilde{R}$ values), we continue to find that the observed clusters have $\tilde{R}_8$ values in agreement with $\Lambda$CDM at the $1\sigma$ level by comparing with the LP re-sampled simulated clusters.

We remind the reader that in performing this analysis, we have fully marginalised over the observed cluster mass error, the simulated cluster mass error, and the cluster mass function assuming WMAP7 cosmological priors without imposing spatial flatness. We cannot substantiate the claim that the observed clusters are the LP clusters, without further analyses, or without complete follow up of all clusters in the footprint. We therefore suggest alternative tests to determine if the observed clusters are consistent with being drawn from the same parent population as the LP clusters.

5.3 Comparing observations and simulations: redshift histograms

In Fig. 5 we show the redshift distribution of the 23 observed clusters (black solid lines) and 23 randomly selected re-sampled clusters (blue dot-dashed lines) and 23 LP re-sampled clusters (purple dashed line). The lines show the median of the distributions and the shaded regions show the 95% spread of the distribution. The simulations were performed assuming the redshift range $1 < z < 2.2$. 

Figure 4. The distributions of $\bar{R}_8$ (in the $> M_z > z$ sense) for ensembles of clusters. We show the distribution of the 8 LP clusters from each (re-sampled) simulation by the red (purple) dashed line, and the distribution of $\bar{R}_8$ for 8 randomly selected re-sampled clusters from each simulation by the blue dashed-dotted line. We show the values of $\bar{R}_8$ of the 8 observed clusters by the black solid line.

Figure 5. The redshift distribution for the 23 observed clusters (black solid lines), 23 randomly selected re-sampled clusters (blue dot-dashed line), and 23 LP re-sampled clusters (purple dashed line). The lines show the median of the distributions and the shaded regions show the 95% spread of the distribution.

We find that the redshift distributions of the re-sampled LP clusters is inconsistent with the observed data at the $>95\%$ confidence level. If the true survey geometry is $1 < z < 2.2$ and the clusters are consistent with being the LP clusters, we would expect $\gtrsim 8$ of the
23 observed clusters to have a redshift greater than 1.6 and we observed none, resulting in Poisson expectation probability $P(0,8) = \exp(-8)$. By examining the distributions of randomly selected re-sampled clusters with the observed data, we find that these distributions are in agreement.

This leads us to an interesting conclusion: If the survey geometry is $1 < z < 2.2$ and the observed clusters are compared with being the (Eddington bias corrected) re-sampled LP clusters, then the values of $\tilde{R}_{23}$ are in agreement with those predicted from a $\Lambda$CDM model. However, the observed redshift distributions and the $\Lambda$CDM-predicted redshift distributions are not in agreement at the level of $\sim \exp(-8)$. If, however, the observed clusters are compared to a random selection of the re-sampled simulated cluster population, then the values of $\tilde{R}_{23}$ are highly inconsistent with those predicted by $\Lambda$CDM-predicted at $\gtrsim 3\sigma$, but the redshift distributions agree.

We further compare the $(M,z)$ distributions of observed and re-sampled simulated clusters using the 2d K-S test.

### 5.4 Comparing observations and simulations: 2d K-S test

Different distributions in the 2 dimensional $(M,z)$ plane can yield the same product of existence probabilities $\tilde{R}_{23}$, but the full distribution in the $(M,z)$ plane carries much more information than just comparing $\tilde{R}_{23}$. The 2d K-S test is well suited to extract this information [33].

To determine if the distribution of observed clusters is consistent with being the LP re-sampled clusters from simulations, or a random selection of re-sampled simulated clusters, we compared their $(M,z)$ distributions using the 2d K-S test.

The null hypothesis of the 2d K-S test asserts that two 2 dimensional data samples are drawn from the same parent distribution. Two distributions are said to have been drawn from the same parent population if the 2d K-S test probability is $> 0.2$ ($> 10^{-0.7}$).

We compared the $(M,z)$ distributions of 23 LP re-sampled clusters between simulations (Sim P$_{LP}$), and with 100 realisations of the observed clusters D$_x$. Each realisation sampled from the cluster mass and error to produce a sampled mass. Finally we compared two randomly selected sets of re-sampled clusters with each other (Sim P$_{RAND}$) and with the observed clusters. We present the resulting 2d K-S test probabilities in Table 2.

The average 2d K-S test probability that both sets of LP re-sampled simulated clusters is drawn from the same parent population is $\gtrsim 0.2$, which implies consistency with being drawn from the same population. This was of course to be expected, as each simulated set of LP clusters were drawn from a Poisson sampling of the mass function with only small changes to the cosmological model parameters within the WMAP7 priors. The probability that the observed clusters and the LP re-sampled simulated clusters were drawn from the same parent population is $\sim 0.003$, i.e., the observed clusters are not consistent with being the LP clusters.

Returning to Table 2, if we examine the 2d K-S test probability obtained by comparing the LP and observed clusters for increasing values of $f_{NL}$, we see the probability slowly decreasing, i.e. the clusters are becoming less consistent with the simulated LP simulations as $f_{NL}$ increases. This can be understood if the observed clusters are lower in mass and redshift than the LP clusters, because increasing $f_{NL}$, moves the set of LP clusters to higher masses and redshifts.
<table>
<thead>
<tr>
<th>S1(M, z)</th>
<th>S2(M, z)</th>
<th>( &lt; \log P &gt; f_{NL}^{-200} )</th>
<th>( &lt; \log P &gt; f_{NL}^0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sim P(<em>{LP}) Sim P(</em>{LP})</td>
<td>(-0.79 \pm 0.67)</td>
<td>(-0.81 \pm 0.72)</td>
<td></td>
</tr>
<tr>
<td>D(<em>x) Sim P(</em>{LP})</td>
<td>(-3.24 \pm 0.97)</td>
<td>(-3.33 \pm 0.96)</td>
<td></td>
</tr>
<tr>
<td>D(<em>x) Sim P(</em>{RAND})</td>
<td>(-5.09 \pm 1.08)</td>
<td>(-4.94 \pm 1.08)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S1(M, z)</th>
<th>S2(M, z)</th>
<th>( &lt; \log P &gt; f_{NL}^{-200} )</th>
<th>( &lt; \log P &gt; f_{NL}^0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sim P(<em>{LP}) Sim P(</em>{LP})</td>
<td>(-0.82 \pm 0.70)</td>
<td>(-0.84 \pm 0.73)</td>
<td></td>
</tr>
<tr>
<td>D(<em>x) Sim P(</em>{LP})</td>
<td>(-3.36 \pm 0.94)</td>
<td>(-3.50 \pm 0.91)</td>
<td></td>
</tr>
<tr>
<td>D(<em>x) Sim P(</em>{RAND})</td>
<td>(-4.85 \pm 1.186)</td>
<td>(-4.70 \pm 1.13)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** We show the average probability that the 2 dimensional \((M, z)\) distribution of clusters in sample 1 (S1) and sample 2 (S2) is consistent with being drawn from the same parent population, using the 2d K-S test. Each of the 425 simulations were performed by sampling from the cosmological parameters with WMAP7 priors. D\(_x\) denotes the observed data and the P subscript indicates how the re-sampled simulated clusters (of equal number to the observed clusters) were selected e.g., the least probable (LP) or randomly (RAND).

We next compared the distributions of sets of randomly selected simulated clusters with one another. As expected, we again found the probability to be consistent with being drawn from the same parent distribution. The comparison between randomly selected simulated clusters with the observed selected clusters produced a probability lower than that of the simulated LP clusters. This suggests that while the observed clusters are inconsistent with being the LP clusters, they are skewed towards the LP clusters from a purely random distribution.

If one has a complete sample, one may of course perform the full 2d K-S test comparing the distributions of observed clusters with those obtained from simulations. Furthermore, if we incorrectly assume the shape of the survey geometry our results may be also biased. We explore this effect further below, using a sample of only X-ray selected cluster, and in a future paper (Hoyle et al. in prep.).

### 5.5 An analysis with X-ray selected clusters.

We next compare the sub sample of 12 X-ray selected clusters from Table 1, with 300 sets of simulated clusters assuming a survey geometry with a redshift range of \(1 < z < 1.6\) with an increased survey footprint of 200 sq. deg using the statistical tests introduced above. In Fig.6 we show the results of the \(R_{12}\) existence probability distributions, and the redshift histogram analyses. We find that the distributions of \(R_{12}\) for the observed and re-sampled LP simulated clusters (right panel of Fig.6) are consistent at the \(<95\%\) confidence level. The left panel of Fig.6 shows that the redshift distributions are in agreement at the \(<95\%\) confidence level with the LP (and random) simulated clusters. Furthermore, the 2d K-S test probability that the 12 X-ray selected clusters are drawn from same parent population as the 12 LP re-sampled simulated clusters, within this new survey geometry, is \(10^{-0.91 \pm 0.46}\) (the quoted error is 1\(\sigma\)), which shows consistency at the \(<95\%\) confidence level. Recall consistent 2d K-S test probabilities are \(\sim 10^{-0.7}\). The 2d K-S test probability that the X-ray selected clusters are consistent with being drawn from the same parent population as the randomly selected re-sampled simulated clusters is \(10^{-2.87 \pm 0.72}\), which is inconsistent at the \(>95\%\) confidence level.

While this redshift cut, and larger survey footprint does remove tension (to \(<95\%)\) on all statistics when comparing the X-ray selected observed clusters with the re-sampled simulated LP clusters, we do however note that higher redshift clusters have been found in
surveys which also have X-ray emission, and could conceivably be found in X-ray selected surveys, e.g., CL J1449+0856 is a cluster of mass $5 \times 10^{13} M_\odot$ at $z = 2.07$ [34].

6 Conclusions and discussion

The observations of massive, high redshift clusters and their interpretation within the standard cosmological framework is currently a hot topic in observational cosmology. Current and future surveys will (probably) identify more of these massive clusters, and a robust framework is required to describe the level of agreement or tension these clusters cause with our current model of cosmology. Recently [1, hereafter H11], [2, 10] used high redshift massive clusters to indentify large levels of tension with the ΛCDM model assuming WMAP priors on cosmological parameters.

We present a critical re-evaluation of the current statistical techniques used as a means to measure this tension with ΛCDM, and show their range of validity, paying particular attention to the $(> M, > z)$ analysis and related exclusion curves [8].

We show that the $(> M, > z)$ analysis, although easily calculated, is not equivalent to the level of tension present with a model. This bias was first addressed in [7]. We demonstrate that both the $(> M, > z)$ analyses and related exclusion curves, can be used to measure tension with a model, but only after carefully calibrating with simulations. In particular we critically analyse seemingly rare clusters from H11 and [10] using the survey geometry specified in [10] of $1.0 < z < 2.2$ with a footprint of 100 sq. deg., which is less conservative than H11 due to the smaller footprint.

We compile a list of high redshift ($z > 1.0$), massive ($M > 10^{14} M_\odot$) galaxy clusters from the literature. Most (20/23) of the clusters have weak lensing mass measurements from [10]. We Poisson sampled from the theoretical cluster mass function, assuming the
above survey geometry, to create 425 sets of simulations, each for a range of values of primordial non-Gaussianity described by $-200 < f_{NL} < 400$. The cosmological parameters $(\Omega_\Lambda, \Omega_m, h, n_s, \sigma_8)$ for each simulation are drawn randomly from the WMAP7 priors without assuming spatial flatness. We address the Eddington bias by allocating a mass error to each of the simulated clusters, and re-sampling their masses, and refer to these sets of simulations below as the re-sampled simulations. The magnitude of the simulated cluster mass error is chosen to be the averaged observed mass error.

We compare the distributions of existence probabilities $\tilde{R}$, and ensemble existence probabilities $\tilde{R}_{23}$, calculated in the $(> M, > z)$ sense, between the 23 observed clusters, with sets of the 23 Least Probable (LP) clusters from each simulation, and with sets of 23 randomly selected clusters from each simulation. We found that if (and only if) the clusters were compared with the re-sampled LP clusters their values of $\tilde{R}_{23}$ present no tension with ΛCDM with WMAP7 priors on cosmological parameters, but if they were drawn from a purely random sample of clusters they presented a discrepancy of $\sim 2\sigma$, depending exactly on the unknown selection function. We further analyse only the observed clusters with the lowest $\tilde{R}$ values, and find that their $\tilde{R}$ values still present no tension with the re-sampled LP clusters.

We next analyse the redshift distributions of the observed and least probable re-sampled simulated clusters, and find them to be inconsistent at the level of $\sim \exp(-8)$. The redshift distributions of the observed clusters are consistent with the randomly selected clusters at $< 95\%$ confidence.

This leads us to an interesting conclusion: If the survey geometry is $1 < z < 2.2$ and the observed clusters are compared with being the (Eddington bias corrected) re-sampled LP clusters, then the values of $\tilde{R}_{23}$ are in agreement with those predicted from a ΛCDM model. However, the observed redshift distributions and the ΛCDM-predicted redshift distributions are not in agreement at the level of $\sim \exp(-8)$. If, however, the observed clusters are compared to a random selection of the re-sampled simulated cluster population, then the values of $\tilde{R}_{23}$ are highly inconsistent with those predicted by ΛCDM-predicted at $\gtrsim 3\sigma$, but the redshift distributions agree.

We next show that the $(> M, > z) \tilde{R}$ statistic encodes mass and redshift information into one number. However the clusters produce allowable values of $\tilde{R}$, but appear to have a strange redshift distribution. The full 2d $(M, z)$ distribution of clusters is to be more carefully compared with simulations using the 2d K-S test, which is sensitive to inconsistent distributions.

Using the 2 dimensional Kolmogorov-Smirnov (2d K-S) test, we formally calculate the probability that the $(M, z)$ distribution of observed clusters is consistent with being drawn from the same parent population as the distribution of re-sampled simulated LP clusters, or from sets of randomly-selected re-sampled simulated clusters. We found that the observed clusters are inconsistent $P = 10^{-4.94\pm1.08}$ with being drawn from the LP clusters, but are likely to be skewed towards the LP clusters from the random sample of clusters which have a lower probability of $P = 10^{-4.7\pm0.9}$.

To summarise our main results, if we assume the survey geometry presented [10], we find that if the observed clusters were compared to the re-sampled LP simulated clusters, the $\tilde{R}$ statistics are consistent, but the redshift distributions and the 2d K-S probabilities were highly inconsistent. If, however, we compared the observed clusters to randomly selected re-sampled simulated clusters, the redshift distributions are consistent, but the $\tilde{R}$ statistic and the 2d K-S test probability are highly inconsistent. Using the 2d K-S test we show that this problem cannot be solved by including non-Gaussianity within the range of $-200 <$
\( f_{NL} < 400 \), and may be due to the non trivial selection function and survey geometry of the heterogeneous cluster sample.

We finally examine a sub sample of the 12 X-ray selected clusters with simulated clusters drawn from simulations performed assuming a more conservative survey geometry described by a redshift range of \( 1 < z < 1.6 \) and a footprint of 200 sq. deg. The modified survey geometry may account for the difficulty of obtaining galaxy redshifts at higher redshift, and differences in (overlapping) X-ray survey footprints and flux limits. We find that with this more conservative analysis, no tension is present if the observed X-ray selected clusters are compared with the LP re-sampled simulated clusters, and have consistent values of \( R_{12} \), redshift distributions, and 2d K-S test probabilities. That high-z X-ray selected clusters are consistent with being the LP clusters, may be indicative of a publication bias, i.e., only the most interesting (or massive) systems are being published. We examine the possibility of obtaining constraints on model parameters from cluster surveys with an unknown selection function using a posterior statistics, in a follow up paper (Hoyle et al. in prep.).
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