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Abstract

Boolean algebras are well-known mathematical structures. It is known that the
theory of the class of these structures is incomplete, so the aim of this work is to
present sistematically the different ways to complete it. In order to do this, we
must also study the different kinds of Boolean algebras and their properties. Be-
sides completeness, we also study other questions like w-categoricity and quantifier
elimination. The whole subject is studied in the formal language of first order logic.

2010 Mathematics Subject Classification. 03C10, 03C35, 03G05, 03G10, 06E15



Contents

1 Introduction
2 Preliminaries

3 Boolean algebras
3.1 Lattices . . . . . . . .
3.2 Filters and homomorphisms . . . . . . . .. ... ... ... ... ..
3.3 Topology . . . . . .
3.4 AtOMS . ...

4 Model theory
4.1 Partial isomorphisms . . . . . . . . ... ... oo

4.2 Complete and w-categorical theories. Quantifier elimination . . . . .

5 Some examples
5.1 Finitely generated Boolean algebras . . . . ... ... ... .....
5.2 Atomless Boolean algebras . . . . . . .. ... ... ... ... ...,

5.3 Atomic and infinite Boolean algebras . . . . . . . ... ... ... ..

6 Classification of the complete theories of Boolean algebras
6.1 Atomic elements . . . . . .. ...
6.2 Invariants . . . . . . . . ...

6.3 Classification . . . . . . . . . e

Bibliography

Index

ii

18
18
22

27
27
29
30

34
34
36
39

48
49



Chapter 1

Introduction

As mathematicians, most of the time we are asked to prove that a property
holds in a given structure. However, we do not usually think of this as checking
that a sentence belongs to a theory, probably because we are not used to treating
particular areas of mathematics, like group theory or euclidean geometry, with the
formalism of first order logic. Model theory studies mathematical structures from
the perspective of mathematical logic. It can be applied to many different struc-
tures and theories, and the present work is an application to Boolean algebras.

Given the theory of a class of structures, in our case Boolean algebras, many
questions can be considered: is it complete? Is it x-categorical for some cardinal
number k7 Does it admit quantifier elimination? Can we characterise its models?
I believe one of the most the most natural ones is to ask if it is complete, in other
words, if given an arbitrary sentence, the sentence or its negation belongs to the
theory. A categorical theory determines a structure up to isomorphism. In our case,
it is clear that the theory of Boolean algebras cannot be complete or categorical,
because there are finite and infinite Boolean algebras. Even in infinite Boolean
algebras, there are questions that are left unanswered, like: do they have atoms?
As a consequence, the theory of infinite Boolean algebras is still incomplete. Now, I
believe that the most important question that needs to be asked and answered here
is: now that we know that the theory of Boolean algebras is not complete, how can
it be completed? Can we describe the different completions of the theory?

This is a problem that has been studied before. The first mathematician who
adressed the problem was Alfred Tarski, who also gave a result on the decidability
of models of the elementary theory of Boolean algebras. This was done quite briefly
so, later on and independently, Ershov wrote a publication in the Russian journal
Algebra i Logika ([5]) expanding these results. I have based by work in two more
modern versions of this study: the texts by Chang and Keisler ([3]) and Koppel-
berg ([8]). The first one is a classic model theory manual that dedicates a section
to Boolean algebras, because it uses them as an example on how to give all possible
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completions of a theory using the back-and-forth tecnique. The second one is an
extensive work about Boolean algebras, and there is one chapter exclusively dedi-
cated to the completeness of their theories. However, the method they use to prove
their final results is a bit different from the one presented in this work: Koppel-
berg uses Vaught relations, which are basically an adaption of the back-and-forth
method for Boolean algebras, and in [3], the final results are proved using Skolem
expansions of languages and doing back-and-forth with structures of cardinality 2¢.
This tecniques are old-fashioned and hard to understand for someone with little
experience working with mathematical logic. For this reason, I have decided to give
this problem a more modern approach, using the back-and-forth tecnique with all
its generality.

For general notions and results about Boolean algebras, I used the texts by Bell
and Machover ([1]) and Halmos and Givant ([6]), and I consulted [9] and [2] to learn
about model theory.

Structure of the work

This work is structured as follows:

There is a chapter on preliminaries that presents the fundamentals of first or-
der logic, like semantics. I hope reading this chapter will clear up doubts of some
readers, especially if they are not familiar with mathematical logic. This is where
I set all the conventions regarding the objects that appear in the rest of the chapters.

In chapter 3 we describe the structure we will be working with: Boolean alge-
bras. In this chapter we present interesting properties of these objects that will
give the readers an idea of how they behave. Some of these properties might sound
familiar, as one may relate them to an algebraic context.

Chapter 4 is an introduction to model theory. Despite the fact that, in this
particular work, we treat model theory mainly as a tool, we manage to see some
important results of this field, though we do not give a proof for all of them.

In chapter 5 we study two important examples: atomless Boolean algebras and
atomic and infinite Boolean algebras. This chapter is key to understand the appli-
cations of model theory in the study of these structures. Some arguments presented
in the main proofs of chapter 5 are very similar to the ones in the final results, so
studying this particular algebras aside has been very helpful to me and, hopefully,
will also be helpful to the reader. Besides, in this chapter we do not only explore
the completeness of the algebras, but also quantifier elimination and w-categoricity.



Finally, in chapter 6 we prove the main results of this work. We describe the
invariants of a Boolean algebra, which are pairs of numbers that will be determinant
in the classification of the theories of Boolean algebras.
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Chapter 2

Preliminaries

In classical logic, we can distinguish propositional and first order logic. Propo-
sitional logic is known to be simpler: it describes basic facts, whereas first order
logic differenciates between relations, functions and objects, thus it can be used
to express a more complex reality. We will mostly use first order logic, but it is
important to describe the structure of propositional logic as well.

The language of propositional logic consists in a set IP of propositional variables, the
connectives LI, &, -, —, +> and brackets. Usually, the connective symbols are noted
by V, A, -, —, <>, but we will use U and & instead of V, A because otherwise there
could be a misunderstanding with the symbols of the language of Boolean algebras.
A proposition is a finite sequence of these symbols constructed using the following

rules:

If p is a propositional variable, ¢, are propositions, * € {&, LI, —, <, }:
@ ©,

p —p (9 * 1)

An interpretation is a mapping I : P — {0,1}. It is said that p € P is true
with I iff I(p) = 1. Tt is false with I otherwise. By recursion, it can be extended
to a mapping I, which gives a value within {0, 1} to every proposition, in a way
that Ix preserves the connectives. Every extension Ix can be identified with the
interpretation I, and that is why, from now on, we will use the symbol I = Ix.

Let X, ¢ C Prop(IP). It is said that ¢ is a logical consequence of X iff, for every
interpretation I, if I(X) C {1}, then I(¢) = 1. It is written ¥ | ¢. Since we are
assuming the completeness theorem, we will write £ = ¢ or £ F ¢ indistinctly. If
¢, are propositions and ¥ = ¢ and ¢ = 1, then we will say they are equivalent
and we will write ¢ = 1.

Now, there are two kind of symbols in first order logic:



e Logical symbols like connectives (U, &, -, —, <>), brackets, quantifiers (V,3),
=, variables (z,y, 2, ...).

e Non-logical symbols: relation symbols (R, S...), function symbols (F,G, H..)
and constant symbols (c...).

Every relation symbol and every function symbol are associated to a natural number
n, which we call their arity.

A language is a set of non-logical symbols. The set of all relation symbols,
function symbols and constant symbols in a language £ is written R, F, and Cg,
respectively.

A term in a language L is a finite sequence of symbols in VAR U Fy UCr. It is
constructed using the following rules:
If x € VAR, c € Cr,F € Fr is an n-ary function symbol and tq,...,t, are terms,
then
£, tn

T c Fti...t,

An atomic formula in the language £ is a finite sequence of symbols in £ U
VARU {=}. There are two kinds of atomic formulas.

e Equations. They are sequences of the form t; = to, there t1,t2 are terms in

L.

e Predications. They are sequences of the form Rt;...t,, where tq,...,t, are
terms and R € R, is an n-ary relation symbol.

A formula in L is a finite sequence of symbols in LU{=,V,3, =, &, I, —, <, (,)}
constructed using the following rules
If x is an atomic formula, @, are formulas, x is a variable, and x € {&, U, <>, —}

© 0, @ P

X - (p*1) Vap Jzep

It is said that an occurrence of a variable is free in a formula if it is not inside
the scope of any quantifier of the variable. A formula without free variables is called
a sentence.

Let £ be a language. An L-structure is a pair M = (M,I) where M is a
nonempty set called universe, and I is a mapping that sends every symbol in L to
an object in M in the following way:

e I(c) € M if ¢ is a constant symbol.
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e [(F): M"™ — M if F is an n-ary function symbol.

e I(R) C M™if R is an n-ary relation symbol.

We will write (1, ...,x,) for a formula ¢ whose free variables are in the se-
quence i, ..., . It is said that an n-tuple @ = (ay, ..., a,,) satisfies a formula ¢(7),
where T = (21,...,xp), in M = (M, I) iff it makes it true: M = ¢(a).

Now that some knowledge about logic has been acquired, there are only a few
definitions that need to be clarified.

We will refere to a set X as denumerable iff there is a bijection between X and
the set of natural numbers w.

A set of formulas %(z1,...,x,) in the language £ is said to be consistent, or
satisfiable if there exists an L-structure and an n-tuple in the structure that satisfy
every formula in X. If such L-structure and tuple cannot exist, it is said that the
set is inconsistent or contradictory. If ¥ is a set of sentences, and M satisfies every
sentence in X, we say that M = (M, ) is a model of . .

A theory of language L is a consistent set of sentences including all their con-
sequences in the language £. The elements of the theory are called theorems. A
complete theory is a maximal theory with respect to the inclusion relation among
theories. If T is a complete theory in the language L, every sentence ¢ in the
language verifies ¢ € T or = € T', and the converse is also true.



Chapter 3

Boolean algebras

3.1 Lattices

Definition 3.1.1 A lattice is a non empty partially ordered set (L,<) in which
every pair of elements x, y, has a supremum and an infimum. They are unique and
the first one is denoted by x V y and the second one by x N y.

It follows from the definition of supremum and infimum that:
rLySrsANy=cs&cVy =y.
We can treat both V and A as two operations, which we will call join and meet.

Associative, commutative and absortion properties hold in any lattice for both Vv
and A. In other words:

TNy =yAuzx, tVy=yVuz,
zV(yVvz)=(xVy Vz, xA(yAz)=(xAy)Az,
(xAy)Vy =y, (xVy) ANy=y.

Definition 3.1.2 [t is said that a lattice is complete if every subset of L has an
nfimum and a supremum.

Observation 3.1.3 If L is a complete lattice, the supremum of L is its greatest
element, and we will denote it by 1, and its infimum is its least element, which will
be called 0. However, it is not necessary for a lattice to be complete in order to
have a least and a greatest element. It is also easy to see that inf(() is the greatest
element in L and sup(D) is the least one.

Definition 3.1.4 [t is said that a lattice L is distributive if the following conditions
hold for any x,y,z € L:
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Definition 3.1.5 Let L be a lattice. L is said to be complemented if it has a least
and a greatest element and, for every x € L, there is an element y € L so that
xVy=1and z ANy =0. Such y is unique and we will write y=x°.

Definition 3.1.6 A Boolean Algebra is a complemented distributive lattice.
Proposition 3.1.7 Consider the structure B = (B,A,V,%,0,1) where B is a set,

V, A are binary operations in B, © is a monary operation in B and 0,1 € B. Assume
they verify for any x,y,z € B:

TNy =yAzx, tVy=yVuz,
zV(yVvz)=(xVy)Vz, zA(ynz)=(xAy) Az,
(xAy)Vy =y, (xVy) Ay =y,
zA(yVz)=(xAy)V(zAz), zV(yAz)=(xVy) A(zVz),
x ANz =0, zVa®=1.

If we define an order in B by v < y & x Ay = x, then (B,<) is a Boolean
Algebra, where 0,1 are the least and greatest elements and for every x € B, x¢ is
the complement of x. Also, for any x,y in the Boolean algebra, x Ay and x V y are
the infimum and the supremum of x and y, respectively.

Proof: First of all, notice that (B, <) is a partially ordered set. Let’s prove that
x Ay is the supremum of x and y. Since (xAy) Ay =x Ay, and (xAy) ANz =z Ay,
zAy <z, x ANy <y. Now let 2z be an element in B such that z < x,z < y. Then
zANx =2z, 2Ny =z, and so zA (zAy) = (zAx) ANy = 2z Az = z. This means
z < (x Ay), thus x Ay is the infimum of x,y. We can prove similarly that z V y is
the supremum of any z,y in B.

The distributivity holds because of the fourth axiom. The only thing left to prove
is that this distributive lattice is complemented, but it follows trivially from the
fact that 1 is the greatest element in B and 0 is the least one. O

This is a more usual presentation of a Boolean algebra and it is the one we shall
use in the future. Nevertheless, there is a third one, which is usually used in a more
algebraic context: the Boolean ring.

Definition 3.1.8 A Boolean ring R is a commutative ring in which, for every

r€R, 2*=zx.

Proposition 3.1.9 Let B8 = (B, A,V,°,0,1) be a Boolean algebra. For any x,y €
B, we can define the operations:

z+y=(xAy)V(z°Ay),
rT-y=xNy.
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Then (B, +,-) is a Boolean ring. Conversely, if R is a Boolean ring and we define:

T ANy =zxY,
zsVy=x+y+azy,
=14z,

then R = (R, V, A%, 0, 1) is a Boolean algebra.

Proof: See [7], chapter 5. O

Definition 3.1.10 We define as the trivial algebra the set {0} with the usual oper-
ations. It is important to keep this definition in mind, since some authors consider
0 # 1 as an axiom, and they define as the trivial algebra the set {0,1}.

Definition 3.1.11 Let B = (B, A, V,%,0,1) be a Boolean algebra. It is said that A
is a subalgebra of B iff A = (A, A T4,V [4,°14,0,1), where A C B is closed under
the operations.

Definition 3.1.12 Let B be a Boolean algebra, and consider A C B. There is a
minimal set A’ such that A C A’ C B and A’ is the universe of a subalgebra of *B.
In fact,

A=N{CCB:ACC, 0,1€C and C is closed under the operations}.
It is said that the subalgebra of B with universe A’ is the Boolean algebra generated

by A. If A= {a,...,an}, then we write (a,...,a,).

3.2 Filters and homomorphisms

Definition 3.2.1 Let 2 and B be Boolean Algebras. An homomorphism between
Boolean algebras is an application h: A — B which verifies

h(z A y) = h(z) \ h(y),
h(xc) = h(x)c’

for every x,y € A.

Observation 3.2.2 The following propierties hold for any homomorphism h:

h(z) < h(y) ifz <y,
h(0) =0,
h(1) =1.
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The first property is easy to see because z Vy = (z° Ay°)°. Now, the fact that an
homomorphism preserves the order is due to:

r<y=zAy=x= h(z)=h(zAy) =h(xz) Ah(y) = h(z) < h(y).

The others are a consequence of the first two.

If A is one-to-one and onto, we say h is an isomorphism, and write 2 = 5. For
the following results, we will write B for a Boolean algebra.

Definition 3.2.3 A filter F of B is a subset F' C B such that:

1. 0¢ F,
2. For everyzxz,y€ F,xANy € F,

3. For every x € F, and for everyy € B, x <y implies y € F.

If we exclude from this list the condition 0 ¢ F, we can consider B as a filter, which
we will call improper filter.

Definition 3.2.4 Let X be a subset of B. It is said that X has the finite meet
property iff for every x1,...,xn € X, x1 A ... Axy # 0 for any n. In short, we say
X has the f.m.p.

Theorem 3.2.5 A subset X C B is included in a proper filter iff it has the finite
meet property.

Proof: Assume X C F where F is a filter. If x1,...,x, € F, thenz1 A ... Az, € F,
but 0 ¢ F, so x1 A ... Az, # 0. Conversely, assume X has de f.m.p. Consider now
the set X* = {y € B : 3x1,...,x, € X such that z; A... Az, < y}. Then X is
a filter that includes X. 0 ¢ X' because X has de f.m.p, and the third condition
holds because of the transitivity of <. Now assume y, 2 € X . This means, there are
X1y eeey Ty, Ty ooy 2y € X such that zq Ao Az, <y and 24 A ... Az, < z. Therefore
TIN AT AT A AT, <yAz,and yAz € X T as a result. O

Observation 3.2.6 For each homomorphism of Boolean algebras, h : % — B,

h=Y(1)={ z € A : h(z)=1} is a filter, and it is called the hull of h. This means
that to every homomorphism of Boolean algebras can be associated a filter.

Definition 3.2.7 An ideal of a Boolean algebra is a subset I C B such that:

1. 1¢1,
2. For everyzxz,y€ l, zVye€l,

3. For everyx € I and everyy € B, ify <z theny € I.
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If we exclude the condition 1 ¢ I, we can consider B as an ideal, which will be
called the improper ideal of B.

Observation 3.2.8 Notice that for any ideal I of B, F={x°:x € I} is a filter.

Let us define z +» y=(2°Vy) A (y°V z). Now, remember that every Boolean algebra
is also a commutative ring. Ideals in Boolean algebras are also ideals in the Boolean
ring associated to the algebras. Since in a commutative ring R, for any ideal I of R,
we can consider the ring R/, as a result of observation 3.2.8, it is natural to think
that we could also consider B/ F for a filter F' in a Boolean algebra with universe
B. In fact, if we define the relation ~:

r~y&s o yeF,

then ~ is a congruence relation with the operations in 8.
As a result, we can consider the quotient B/ F, which is a Boolean algebra with the
operations A, V,¢ defined in the natural way.

Observation 3.2.9 If we consider the natural homomorphism between B and B/ F,

h:B — B/F
r — h(z)=|z]p,

then h is an homomorphism and F' is the hull of h.

Definition 3.2.10 An ultrafilter in a Boolean algebra is a proper filter that is not
properly included in any other proper filter.

Theorem 3.2.11 Let F be a filter in the Boolean algebra B. The following condi-
tions are equivalent:

1. F is an ultrafilter,
2. Forallz,y € B,xVy € F impliesz € F ory € F,
3. For every x € B, eitherx € F or x° € F.

Proof:

e 1= 2: Assume F is an ultrafilter and xVy € F. If © ¢ F, we can define
G ={z€ B:xVzec F}. Itsis easy to see G is a filter containing F', so
F =G. Since xVy € F, then y € G and, as a result, y € F.

e 2 = 3: The third condition follows immediately from the second one because
1=x V z¢ for any x € B.
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e 3 = 1: Assume 3, and let G be a filter such that F* C G. If F # G, then
there is x € G such that x € F. Hence z¢ € F, and from this follows ¢ € G
but 0 = x A z° € G! This gives a contradiction, so F' = G is proven.

Theorem 3.2.12 (Ultrafilter theorem)
For any Boolean algebra B, each filter F is included in an ultrafilter.

Proof: Let X be the set of all the filters of B containing F' (X # ). If we prove
that any chain in X has an upper bound, by Zorn’s lemma, we will get that there
are maximal elements in X and, as a consequence, that there is an ultrafilter in B
containing F'.

Let C be chain in X and consider C' = |JC. We will now prove C' is the upper
bound we were looking for. It is obvious that D C C for every D € C, so the only
thing left to prove is that C' is a filter.

For every x,y € C, x € D,y € E for some E,D € C. Since C is a chain, we can
assume D C E, so z,y € F and x Ay € E,thus x Ay € C. In addition to this, if
z € Band z < z, then z € D. Therefore, z € C. Since 0¢ FE for any filter £, 0 ¢ C.
With all of this, we get that C' is a filter, as required. O

Corollary 3.2.13 Fach x € B,z # 0 is included in an ultrafilter.

Proof: This follows immediatly from the fact that every z € B,z # 0 is included
in a filter and the Ultrafilter theorem. |

Corollary 3.2.14 For any Boolean algebra B, and any x,y € B, such that © #
y, either there is an ultrafilter containing x and not y or there is an ultrafilter
containing y and not x.

Proof: For any z,y € B such that z # y, z € y or y £ z. Assume z £ y, then
x Ay® # 0, thus there is an ultrafilter F' in B containing x A y°. This ultrafilter
verifies x € F and y ¢ F. The other case is proved similarly. O

3.3 Topology

It is easy to see that for any set X, its power set P(X) is a Boolean algebra
with the operations N, U, 0, X.

Definition 3.3.1 A field of subsets of a set X is a subalgebra of P(X).

Definition 3.3.2 We will call $B to the set of all ultrafilters in the Boolean algebra
B.

The main purpose of this section is to find out the relation between a Boolean
algebra B and S*B.
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Theorem 3.3.3 The Stone representation theorem
Every Boolean algebra B is isomorphic to a field of subsets of §5.

Proof: We shall prove that the isomorphism needed is:

h:B — P(SB)
r — h(z)={FeSB:zeF}

Let’s first prove it is an homomorphism of Boolean algebras. Let x,y be two ele-
ments in B. Then

Feh(zny)ezhye FerxeFandye F< F e h(z) and
F e h(y) & F € h(z) Nh(y).

As a result, h(z Ay) = h(z) Nh(y). Similarly,
Feh(az)er*eFerd¢ F& FeSB\h(x) < F e h(x)e.

Therefore h is an homomorphism. It is one-to-one because if x # y, there is an
ultrafilter F' in B containing one and not the other (seen in 3.2.14). As a result, h
is an isomorphism from B onto h(B), a subalgebra of P(SB). 0

Definition 3.3.4 A Boolean space is a compact Hausdorff topological space which
admits a basis of clopen sets.

Definition 3.3.5 Given a topological space X, the set of all the clopen subsets of
X is called THE clopen algebra of X. It is noted by C(X).

Lemma 3.3.6 Let X be a compact topological space. If X admits a basis which is
a field of subsets of X, then this basis is C(X).

Proof: See [1]. Lemma 4.2. O

Definition 3.3.7 Let h be the homomorphism defined by h(z) = {F € SB : x €
F}. Since h(B) is closed under finite intersections, this set forms a basis of a
topology in 8B, and we call Stone Space of B the resultING topological space.

Theorem 3.3.8 Let B be a Boolean algebra, and 8% its Stone space. Then SB
is a Boolean space and B = C(SB).

Proof: In order to prove S8 is a Boolean space, we need to see it is Hausdorff,
compact, and that it admits a clopen basis.

e Given F,G € S, if FF # G then without loss of generality there is x € F
such that ¢ G. Since G is an ultrafilter, then z¢ € G, so F' € h(z) and
G € h(z°). Now h(z) and h(z®) are both open and disjoint sets of SB. It
follows that S5 is a Hausdorff space.
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e To prove the compactness of S8, it suffices to see that every basic cover of
S8 has a finite subcover. Let’s assume one doesn’t: {h(z;) : i € I}. Then,
for any finite subset Iy C I, {h(z;) :i € Iv} # SB. But

h(Nier, #7) = Nier, M(7) = Nier, (SB\R(2:)) = SB\Useg, hlwi) # 0.

Then A;cp, 2§ # 0 for any finite Iy € I. This means {x{ : i € I} has
the finite meet property. Accordingly, there is an ultrafilter F' such that
{zf i eI} C F. It follows that z§ € F, for every i € I, thus F ¢ ;e h(xi),
which contradicts the fact that {h(z;) : ¢ € I'} covers SB.

e Since h(z) = SB\h(z), every element of SB is clopen. It is then clear that
the topology of S8 admits a clopen basis.

Now we have proven that S8 is a Boolean space. The previous lemma gives us
h(B) = C(S®B) and the Stone Representation theorem proves B = h(B). As a
result, B = C(SB). 0

Notice that we are stating that every Boolean algebra can be identified with the
basis of a topological space. As a result, we will get that every algebraic property
in B can be associated with a topological property in S8. However interesting this
is, we will not go deeper in this matter, since the main goal of this purpose is only
to get acquainted with Boolean algebras.

Theorem 3.3.9 1. If B is a finite Boolean algebra, then B = P(SB). As a
consequence, |B| = 2/5%l,

2. Any two finite Boolean algebras A,B are isomorphic iff they have the same
cardinality.

3. For any n, there exists a Boolean algebra of cardinality n iff n =2™ for some
m.

Proof:

1. If |B| < w, then |SB| < w and, since it is a Hausdorff space, it is discrete.
Hence, every subset of S%B is clopen and we get C(SB) = P(SB), so B =
P(SB) because of theorem 3.3.8.

2. This follows immediately from (1): if they have the same cardinality, then
|SRA| = |SB|. As a consequence, both Boolean algebras are isomorphic to a
power set algebra of sets with the same cardinality, thus they are isomorphic.

3. If such Boolean algebra exists, it is finite. Therefore, it follows from (1)
that it is isomorphic to a power set algebra, so its cardinality must be 2™.
Conversely, if we want a Boolean algebra of cardinality 2™, then we can take
a set of cardinality m, and its power algebra set is a Boolean algebra of the
required cardinality.
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|

Proposition 3.3.10 Any equation holds in every Boolean algebra iff it holds in
every power set algebra.

Proof: The first implication is trivial. Now assume an equation holds in every
power set algebra. Then it holds in any subalgebra of every power set algebra,
i.e. in any field of subsets. Since every Boolean algebra is isomorphic to a field of
subsets, this expression must also hold in every Boolean algebra. O

3.4 Atoms

Definition 3.4.1 An atom in a Boolean algebra is an element x such that x # 0
and if y <z, then y=0.

Observation 3.4.2 x is an atom iff for every y € B one and only one of the
following condition holds: x <y or x < y°.

Observation 3.4.3 x is an atom iff x # 0 and, if xt =y V z where y Az =0, then
y=0o0rz=0.

Observation 3.4.4 We will define a first order formula At(x) with meaning "z is
an atom":

r£0& - Ty(y£0& Ay =y).

Definition 3.4.5 Let B be a Boolean algebra. It is said that B is atomic iff for
every y € B,y # 0, there is x € B such that x is an atom and x < y.

Proposition 3.4.6 If B is an atomic Boolean algebra, every element in B is the
join of all the atoms it majorizes.

Proof: Fix x € B and let A be the set all the atoms in B such that a < z
for every a € A. It is obvious that x is an upper bound for A. Let’s prove that,
if there is y € B such that y is also an upper bound for A, then z < y. If we
assume T ;( y, we get © Ay® # 0, thus there must be an atom b € B such that
b<xzAy®. But x Ay® < x,80b € A, and from this follows that b is below y. Hence,
b< (zAy°) ANy =axA(y°Ay) = 0! This gives a contradiction, because if b = 0, it
cannot be an atom, so we can conclude that \/ A, exists and b = \/ A, as required.
O

Definition 3.4.7 A Boolean algebra is said to be atomless iff it contains no atoms.

Observation 3.4.8 FEvery non-trivial atomless Boolean algebra is infinite.
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Let’s see some examples of atomic and atomless Boolean algebras.

1. Let £ be the language of Propositional logic, and Prop(X) the set of all for-
mulas in £. For any ¢, €Prop(X), we define the equivalence relation ¢ ~ 1
iff = . Let |¢| = {¢p €Prop(x) : ¢ ~ ¢} be the ~-class of ¢. Then, we can
consider the set of all ~- classes B, and, if we define A,V,°,0,1 in B by:

6l A lol = |9 & 9,
8l Vol =l¢ U 9],
|9 = |-,

1 = |x| for any x € Prop(X) such that + x,
0 = |x| for any x € Prop(X) such that F =y,

then (B, A,V,°,0,1) is a Boolean algebra. Moreover, this Boolean algebra is
called the Lindenbaum-Tarski Boolean algebra and it is atomless. The order
is defined by |¢| < |¢| & ¢ = ¢. To see that this algebra is atomless, it
suffices to see that for every |¢| > 0 there is |¢)| # 0 such that || < |¢|. We
only have to take 1y = p A o, where p is a propositional variable that does not
appear in (.

2. Let X be an infinite set. Now consider the filter FF = {4 € P(X) : |A°| < w}
in the power set Boolean algebra. Then the quotient P(X)/F is an atomless
Boolean algebra because [A]p # 0 iff A is not in the ideal associated to F
according to 3.2.8, i.e., A is an infinite set. In this case, there exist B,C €
P(X), both infinite and disjoint such that A = BUC' and, as a consequence,
[A]p = [B]rpU[C]|F . This means [B|p, [C]r C [A]F, so [A]F cannot be an
atom, because if they are infinite, [B]r, [C]r # 0.

Observation 3.4.9 It has been proved in the previous section that every finite
Boolean algebra is isomorphic to a power set algebra. It is easy to see that all power
set Boolean algebras are atomic and complete Boolean algebras. As a consequence,
every finite Boolean algebra is atomic and complete.

Let’s see the converse:

Theorem 3.4.10 Let *B be a Boolean algebra. If B is atomic and complete, then
B = P(X) for some set X.

Proof: Let A= {a € B:aisan atom}. Claim: B8 = P(A).

We shall prove the homomorphism needed is:

f:B — P(A)
r — f(z)={a€A:a<z}

In order to prove f is an isomorphism from B onto P(A) we need to prove f is a
bijective homomorphism:
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e Let x,y be any two elements in B, and a € B be an atom.
a€ flzAy)ifa<zAy. ButzAy <z,zAy <y, soa< z,y, thus get
a € f(x), f(y). This is equivalent to a € f(z) N f(y).
a€ f(z)ifa<a®iffafziffad f(z)iff a e P(A)\f(z)

Accordingly, f is an homomorphism

e Let x,y be two different elements in B. Then x ﬁ yory ﬁ x. If we assume the
latter one, then ¢ Ay # 0 and, since ‘B is atomic, there is an atom a € B such
that a < 2° Ay < 2 y. It follows a € f(x°), f(y), thus a € f(x),a € f(y).
It results f(z) # f(y), and f is one-to-one.

e The only thing left to prove is f is surjective. We take X € P(A) and,
since B is complete, we can consider z = sup(X). We claim X = f(z).
Trivially, X C f(z), because for every a € X,a < sup(X) = z. Now,
consider a € A\X. For any b € X, a Ab = 0, because a is an atom and
aANb < a. Hence b < af for any b € X, so z < a®, which means a ;{ z. From
this follows a ¢ f(z) and, as a consequence, f(z) C X.



Chapter 4

Model theory

Now that we have become familiar with Boolean algebras and their properties,
it is time we learn about concepts like partial isomorphisms, which are a tool that
will allow us to go deep in the particularities of these structures.

4.1 Partial isomorphisms

Definition 4.1.1 Let M, N be structures of language L. Consider now a one-to-
one mapping f: M — N such that dom(f) C M and rec(f) C N. It is said that f is
a partial isomorphism between M and N iff:

1. For every n-ary relation symbol R € L, for any n-tuple @ € dom(f), a €
RM iff f(a) € RV.

2. For every n-ary function symbol F € L, for any n-tuple @ € dom(f), and
element b € dom(f), FM(a) = b iff FN(f(a)) = f(b).

3. For every constant symbol ¢ € L, a € dom(f), M = a iff N = f(a).

Definition 4.1.2 Given two L-structures M, N, we denote by So(M,N) the set
of all partial isomorphisms between M and N .

Observation 4.1.3 The empty set is a partial isomorphism for any two L-structures,

M, N. In other words, O € So(M,N).

Definition 4.1.4 Let n be a natural number and M, N be two L-structures. Now
we shall define the set Sp,(M,N') of n-isomorphisms between M and N by recur-
ston:

The case n = 0 has been defined previously. Now, assuming we have already con-
structed S, (M, N), a partial isomorphism f is in Sp+1(M,N) iff it satisfies the
back-and-forth conditions:

18
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e forth condition: for every a € M there is g € Sy, (M, N') such that a € dom(g)
and g is an extension of f.

e back condition: for every b € N there is g € Sy, (M, N') such that b € rec(g)
and g is an extension of f.

Proposition 4.1.5 Consider n,m such that 0 < n < m. Then Sy, (M,N) C
Sp(M,N).

Proof: Notice that it suffices to see Sp41(M,N) C S, (M, N) for any n. We
shall prove this by induction:

o If n = 0, then clearly Si(M,N) C Sy(M,N) because every element in
S1(M,N) is a partial isomorphism.

e Assume now S,(M,N) C S,_1(M,N) and take f € Sp+1(M,N). Then,
for each a € M, there is g € S, (M, N') such that a €dom(g) and g extends f.
Now, by the induction hypothesis, g € S, (M, N') implies g € Sy—1 (M, N):
this means f satisfies the forth condition for n, thus f € S,(M,N). The
back condition is proved similarly.

Observation 4.1.6 The previous proposition states that:

Snit (M, N C S (M N C oo € S1(MN) C So(M,N).

Definition 4.1.7 It is said that f is an w-isomorphism iff f € S, (M, N) for any
n > 0. The set of all w-isomorphisms between M and N is denoted by S,(M,N).

Observation 4.1.8 Notice that, if S,,(M,N) =0, then S,,(M,N) =0 for some
n.

Proof: This is because if S, (M, N) # 0 for every n, then ) € S,,(M,N), thus
0en,Sn(MN)=S5,(M,N). O

Definition 4.1.9 Let M, N be two L-structures. It is said that they are elemen-
tarily equivalent, and it is noted by M = N, if for every sentence o, M = ¢ iff

N E= .

Now, there is no reason to stop at w! We can define S, (M, N) for any ordinal
a as follows:
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Definition 4.1.10 o If o is a limit ordinal, f € So(M,N) iff f € Sg(M,N)
for every B < .

o I[fao= 341 for some ordinal 8, then f € So (M, N) iff for anya € M,b € N,
there are g,h € Sg(M,N') such that f C g,h and a € dom(g), b € rec(h).

Definition 4.1.11 Sooc(M,N) =, S(M,N).

Definition 4.1.12 It is said that two L-structures M, N are partially isomorphic
via I iff I # 0 is a collection of partial isomorphisms between M and N such that:

1. For any f € I,a € M there is g € I such that g extends f and a € dom(g).

2. For any f € I,b € N there is g € I such that g extends f and b € rec(g).

It is noted by I: M =, N.

Observation 4.1.13 Sy (M, N) = So(M,N) for some ordinal c.
Proof: Otherwise, the chain

e C Sait(M,N) C Sa(MN) C ... C So(M,N)

would never end, and this is a contradiction with the axiom of replacement and the
fact that the family of all ordinals is not a set but a proper class. O

Proposition 4.1.14 I : M =, N for some set I iff Soo(M,N) # 0.

Proof: = Assume [ : M =, N, and we will show that, for all ordinals «,1 C
So(M,N'). We will prove this by induction:

e The case o = 0 is trivial.

o If « = S+ 1, we want to prove that for every f € I, f € Spi1(M,N).
Assume the condition is true for 3, and take a € M. We know that there is
g € I such that f C g and a € dom(g). By hypothesis, g € Sg(M,N), so
f €S (M,N) = So(M,N), as required.

e If a is a limit, then So(M,N) = Ng., S5(M,N). The induction hypothesis
is that for every 8 < a, I C Sg(M,N), so the fact that I C S, (M, N) follows
immediately.

< Assume now Soo(M,N) =TI # 0. We will show I : M =, N. Fix the minimal
ordinal « such that So(M,N) = Seo(M,N), and also fix f € I,a € M. Then
f € Sa+1, so there is g € So(M,N) = I such that f C g and a € dom(g). From
this follows the fact that the forth condition holds, and the back condition is proved
similarly. O
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Proposition 4.1.15 1. M 2N =1: M=, N for some set I.
2. Let M, N be two countable L-structures such that M =, N'. Then M = N.

Proof:

1. If f is an isomorphism between M and N/, then the set I = {f} is a set of
partial isomorphisms between M and N, thus I : M =, N.

2. This is because, if both structures are countable, we can enumerate them in
the following way: M = {a; : i € w} and N = {b; : i € w}. We need
to construct inductively an ascending chain of partial isomorphisms. Take
fo € I arbitrary. Then, assuming we have already constructed f,, we can
take f/ € I such that f, C f/ and a, € dom(f}). Now have f,+1 € I such
that f) C fn+1 with b, € rec(fn+1). Now that we have f,, defined for every
n € w, we can take f = J,, fn, and this is a mapping such that dom(f) = M
and rec(f) = N: it is an isomorphism between M and N.

a

Definition 4.1.16 Let f be a partial isomorphism between M and N such that
fe€Su(M,N) but f & Spi1(M,N) for some n. Then, we say the Fraissé rank of
[ is n. However, if f € S,(M,N), then the Fraissé rank of f is equal or greater
than w.

Definition 4.1.17 Two n-tuples @ = (a1, ...,a,) and b = (b1, ...,b,) are said to be
m -equivalent iff there is an m-isomorphism f such that f(a;)=b; for every i,1 <
i < n. It is written (@, M) ~p, (b,N). If there is an w-isomorphism between them,
they are said to be w-equivalent.

The term can also be applied to structures and not only to tuples: it is said M and
N are n — equivalent iff there is a n — isomorphism between them. This can also
be seen as if we were considering () as a tuple.

Definition 4.1.18 Let M, N be L-structures. It is said that M is an extension of
N, or N C M, iff:

1. NC M.

2. For every constant symbol ¢, cM = .

3. For every n-ary function symbol F, every n-tuple a € N, FM(a) = FN(a).
4. For every n-ary relation symbol R, RN = RM A N™.

An extension is said to be elementary iff for every p(x1, ..., z,), and every ay, ..., a, €

M, M = ¢(ar,...,an) iff N = @(ai,...,ay). This is noted by M < N.
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Observation 4.1.19 If M XN, then M = N.

Definition 4.1.20 Let £ be a language. Then we define the quantifier rank of a
formula as follows:

e For every variable x, QR(x) = 0.
e For every constant ¢, QR(c) = 1.
e For every m-ary function symbol F', QR(Ft1...ty,) = 1+ Z1<i<cmQR(t;).

e For every equation t1 = ta, where t1,ta are terms in L, QR(t1 = t2) =

QR(t) + QR(t) — 1
o For every m-ary relation symbol R, QR(Rt1...tm) = Z1<icmQR(%:).
o If ¢ is a formula in L, then QR(~¢) = QR(¢).
o I, are formulas in L, then QR(pUt) = QR(p&v) = maz{QR(y), QR(¢)}.

e If v is a formula in £ and z is a variable, QR(Vxy) = QR(Jzp) = QR(yp) +
1.

Theorem 4.1.21 Fraissé’s theorem

Let M and N be two L-structures. Then, the tuples @ = (ai,...,a,) € M™ and
b= (b1,...,b,) € N™ are m-equivalent iff they satisfy the same formulas (@ in M
and b in N') with quantifier rank at most m.

Proof: See [4]. Lemma 3.2. O
Corollary 4.1.22 Any two L-structures M and N are elementarily equivalent iff
So(MN) # 0.

4.2 Complete and w-categorical theories. Quantifier
elimination

Let T be a complete theory in the language £ and M a model of T'. Fix n >1.

Definition 4.2.1 An n-type over () is a set of formulas L(x1, ..., 2,) ={pi (21, ..., x) :
i € I} such that T UX is consistent (or X is consistent with T').

Observation 4.2.2 An n-type % is complete iff it is maximal with respect to the
inclusion among n-types. An equivalent condition is that, for any formula of L,

(21, p), (a1, .y xn) € X or mp(x1, ..., ) € X.
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Consider now A C M, a set of parameters. It is clear that the language £ can
be expanded to form L£(A)=LU{c, : a € A}. This is useful whenever we want to
name the elements in A, because ¢, are not in the language £. Similarly, the model
M is expanded to the L(A)-structure (Ma)qeca, where a = cMDaea  We will note

T(A) = Th((Ma)aea)-

Definition 4.2.3 An n-type over A is an n-type of T(A) over ().

Observation 4.2.4 An n-type over A will have in its formulas constants to refer
to the elements in A. They are often written like ¢, = a.

Observation 4.2.5 A complete n-type over A is defined in the natural way. We
define the set Sp(A) as S, (A) = {p(x1,....,xn) : p(x1,...,2y) is a complete n-type
over A}

Let X(z1,...,z,) be an n-type over A.

Definition 4.2.6 An n-tuple (a1, ...,an) € M"™ realizes ¥ if M = p(aq,...,ay) for
every p € X.

Definition 4.2.7 Fiz (ay,...,a,) € M™. The type of (ai,...,an) over A is the set
{p(x1,..c;zn) € LIA) : M E (a1, ...,an)}. It is noted tp(aq,...,an/ A).

Observation 4.2.8 tp(ay,...,a,/A) is an n-type over A for any ai,...,a, € M.
Furthermore, (a1, ..., a,) realizes tp(ay, ...,an/A) in M.

Definition 4.2.9 Let f be a mapping between two L-structures M and N. This
mapping is said to be elementary iff, for any a1, ..., an, € dom(f),o = o(x1, ..., Tn),

M ): 90(0’17 "'70’71) ZﬁN ': Sp(f(al)7 7f(a71))

Definition 4.2.10 Let M be a structure in the language L. We can define L(M)
as the language obtained by adding to L a constant symbol c, for every element a of
M. The structure M can be viewed as an L(M)-structure in which the symbols in
L are interpreted as before, and each new constant c, is interpreted as the element
a. The elementary diagram of M is the set of all L(M) sentences that are true in
M. It is written Diage(M).

Proposition 4.2.11 In general, it is not true that every n-type over A is realized
in M, but every n-type over A is realized in some elementary extension of M.
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Proof: Consider an L-structure M, A C M and p, a type over A. Let’s define
T = pU Diage (M), and we will show that it is consistent. In order to see this,
we will show that any finite subset of T is consistent. A finite subset of T" can be
reduced to A = {p1, ..., ok, V1, ..., Yn }, where @; € Diage (M) for every i = 1,...,k
and 1; € p for every j = 1,...,n. Since p is a type over A, it is known that there
is an L(A)-structure N such that N = T(A) Up. In particular, N' = 1, for every
j=1,..,n. Let’s see that N = ¢;, too.

We can name ¢ = 11 A ... Ay, and write 1 as an L(A)-formula by ¢ (b), where b
is a tuple of parameters that are in M\ A. Since M = 9(b), then M = Jx¢)(T)
and, by the choice of N, there must be a tuple ¢ € N such that N |= 1(¢). Now,
by interpreting the £-symbols b as the elements ¢, we can consider N as an £ -
structure which satisfies: N = @1 A ... A g A1 A ... Ay, Hence, T is consistent,
so we know that there is an £ -structure M’ which satisfies T. M’ interprets a
symbol for each element of M, so M is naturally embedded into M’. Furthermore,
since M’ satisfies Diage; (M), this embedding is elementary, thus we get M < M/,
as required. O

Definition 4.2.12 Let T be a complete theory, and M a model of T. M is said to
be w-saturated iff, for every finite A C M, every p € S1(A) is realized in M.

Observation 4.2.13 It is a fact that not only the types in S1(A) are realized in
an w-saturated structure: for every n € w, the types in S, (A) are realized in M,
too. Besides, if M is w-saturated, every n-type over any A C M is realized in M,
not only the complete ones.

Observation 4.2.14 T is a complete theory iff every pair of models of T are ele-
mentarily equivalent.

Definition 4.2.15 A theory T is w-categorical iff it has a denumerable model and
any two denumerable models M, N of T are isomorphic.

Proposition 4.2.16 FEvery structure M has an elementary extension N that is
w-saturated.

Proof: We will not give every precise detail of this proof, but a sketch. For further
information, see [9], theorem 5.1. We will construct an elementary chain: a chain
of structures such that M; < M, for every i € IN.

Take My = M and, assuming we have M,,, we will take M,, 11 to be a structure
such that, for any finite A C M,, and every p € S1(A), there is some a € M, 11
such that a realizes p in M, 11. We know that such M, exists because every
type is realized in some elementary extension of its structure. Then, if we consider
N =U, Mu, M, XN for every n € N, and it is w-saturated. O
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Proposition 4.2.17 Let T be a theory in the language L, and let X(x1, ..., x,) # 0
be a set of formulas such that any two n-tuples of models of T are w-equivalent
iff they satisfy the same formulas in X. We will write T = (x1,...,x,). Then,
for every ¢(T), there is a Boolean combination of formulas in ¥, ¥(T), such that

T = vz(p(T) < ¢(T)).
Proof: See [9]. Theorem 5.2. O

Observation 4.2.18 The converse is immediate.

Definition 4.2.19 Under the conditions of the latter proposition, if we can take as
Y. the set of atomic formulas, we say T admits quantifier elimination.

Theorem 4.2.20 Let T be a theory. Then

1. T is complete iff for any M, N w-saturated models of T there exists a set I
such that I : M =, N.

2. T is complete and admits quantifier elimination iff for any M, N w-saturated
models of T, I : M =, N where I is the set of all partial isomorphisms
between M and N whose domain is a finitely generated substructure of M.

Now assume the language L of the theory is denumerable. Then:

3. T is complete and w-categorical iff for any M, N models of T there erists a
set I such that I : M =, N.

4. T is complete, w-categorical and admits quantifier elimination iff for any
M N models of T, I : M =, N where I is the set of all partial isomor-
phisms between M and N whose domain is a finitely generated substructure

of M.

The proof of this theorem requires many previous results, so we will only give
a sketch of the proof of (1) and, if the readers want further information, they may
consult [2].

Lemma 4.2.21 Let M, N be two w-saturated L-structures. If M = N then I :
M =, N for some set I.

Proof: Assume M = N and consider I = {f : f € So(M,N) elementary with a
finite domain }. Claim: I: M =, N.

First notice that I # () because, since M = N, () € I. Now, take f € I, a € M. We
can name A = dom(f) C M, and we know it is finite, thus p(xz) = tp(a/A) is a
type over A. Then q(z) = p(z)f = {¢(z, f(a1), ..., f(an)) : @(z,a1,...,a,) € p(z)}
is a type over B = rec(f) and, because of the w-saturation of N, there is b € N
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such that b realizes ¢(x). As a consequence, g = f U {(a,b)} extends f and verifies
the forth condition. For symmetry, it will also verify the back condition. O

It is obvious that the converse is true, because every oco-isomorphism is an w-
isomorphism.

Proposition 4.2.22 Let T be a theory. T is complete iff for any M, N w-saturated
models of T there exists a set I such that I : M =, N.

Proof: Assume M, N are two w-saturated models of the complete theory T'. Hence
M = N and, because of the previous lemma, there is I # () such that I : M =, N.
Conversely, let us take M, N, two models of T. In order to see T is complete, it
suffices to see that they are elementarily equivalent. Now, consider M’, N7 two w-
saturated models of T’ such that M < M’ and N < N'. Then M= M =N" =N
by hypothesis, and we can conclude that T is complete. O

Now that we have proven (1), one of the implications in (3) is also easy to see:
if £ is a denumerable language and for any M, N models of T there exists a set
I such that I : M =, N, then T is complete and w-categorical. It is complete
because any w-saturated models of T" are partially isomorphic via some set I, and
it is w-categorical because of proposition 4.1.15.



Chapter 5

Some examples

5.1 Finitely generated Boolean algebras

The purpose of this chapter is to study the theories of atomless Boolean algebras
and of infinite atomic Boolean algebras. This will give us some clues on how to
complete the theory of Boolean algebras in particular cases and will serve as an
example of how to prove quantifier elimination.

Definition 5.1.1 The set 2" is the set of all mappings from {0,1,...,n — 1} to

{0,1}.

It is obvious that 2" is also a natural number, but the context is enough to distin-
guish both different meanings.

Definition 5.1.2 Let 2 be a Boolean algebra, ¢ € 2" and @ = (ay, ...,a,) be an
n-tuple in A. Then ea = €(0)ay A ... Ne(n — 1)ay, where Oa; := af and la; = a;.
€a is called a bit of a.

Observation 5.1.3 Let A = (a1, ...,a,) be a Boolean algebra. For every a in 2,
a # 0, there exist €1, ...,e € 2" such that a = g1aV ...V exa where a = (ay, ..., ap).

Proof: This follows immediately from the fact that every element in A can be
written in its disjunctive normal form. O

Observation 5.1.4 Any finitely generated Boolean algebra is finite.
Proof: The proof follows trivially from 5.1.3. |

Observation 5.1.5 ca is equal to 0 or it is an atom.

Proof: Let’s assume €a is neither 0 or an atom. Then there is b in A such that
0<b<ea,and b =¢e1aV ...Vega for some €1, ...,e, because of 5.1.3. Since b # 0,

27
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g;a # 0 for some ¢ € {1,...,k}, and g;a < b < €a. Then ¢; = ¢ follows from ¢;a < «a,
because if there was j such that ;(j) # (j), for example, €(7) = 0 and ¢;(j) = 1,
we could consider ;a = g;aNa; < eaAaj = 0, due to a§ < ea. In this case, we
would get €;a = 0, which gives us a contradiction! O

Observation 5.1.6 For any atom x in A = {(ay, ..., an), =ca for some € € 2".

Proof: Let x be an atom. By observation 5.1.3, x = g1a V ... V gxa. Notice that
for every i = 1,..., k,g;a < x so, since x is an atom, for every ¢ = 1,...k,e;a = 0 or
g;a = x. We know ¢;a # 0 for some i, because otherwise we would get x = 0, thus
€;a = x, as required. O

Lemma 5.1.7 Let 2 and B be two finite Boolean algebras with atoms ay, .., a, and
bi,....;bn (a; # aj,b; #bj if i # j). There exists f : A — B an isomorphism such
that f(a;) = b; for every i =1,...,n.

Proof: Notice that, since 2, B are finite, they are both atomic, and so they are
generated by their atoms: 20 = (ay, ..., a,) and B = (by, ..., b,). Consider now:

fiA — B
a=\Vigqai — fla) = Vici<i bi

It is clear that this mapping verifies f(a;) = b; for every i = 1,...,n. Let’s see that
it is an isomorphism between Boolean algebras:

e [t is easy to see that f preserves V, because if x majorizes aq,...,a; and y
majorizes af, ..., aj, then « VV y majorizes a1, ..., ay, @}, ..., aj.

o f(a®) =V ey bj, where a; < a° for every j € J. Then, since 1y = Ve, b; V
\/(jélf)b] and 12[ =aVa= Vjejaj \/\/jéJ(Ij, f(a)c == (\/Jéjbj)c - \/jEJ bj ==
f(a®).

e [t is surjective because 5 is atomic.

e [t is one-to-one because if two elements are different in an atomic algebra,
they majorize different atoms.

a

Proposition 5.1.8 Let 2 = (ay, ..., an) and B = (b1, ...,by). Let’s assume that for
every e € 2", ca = 0 < eb = 0. Then there is an isomorphism f : A — B such
that f(a;) = b; for every i =1,...,n.

Proof: This follows from the fact that the atoms in 2 are €a, with € € 2™ such
that ea # 0, and the same for the atoms in 8. As a consequence, 2l and B have the
same number of atoms and there is f such that f(g;a) = ;b because of the previous
lemma. Now we need to prove that f(a;) = b;, but this results from the fact that
the atoms majorized by a; are the elements ea # 0 such that (i — 1) = 1, because
then f(e@) = eb, and the atoms below £b also verify £(i — 1) = 1, and these are the
ones that are are majorized by b;. This added to the fact that an homomorphism
between Boolean algebras preserves V, gives us f(a;) = b;. O
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Observation 5.1.9 The converse of 5.1.8 is also true.

5.2 Atomless Boolean algebras

The axioms of the theory of atomless Boolean algebras are the universal quan-
tification of the following formulas:

TNy =yAx, xVy=yVua,
xV(yVvz)=(xVy)Vz, zA(ynz)=(xAy) Az,
(zAy)Vy =y, (zVy) ANy =y,
zA(yVz)=(xAy)V(zAz), zV(yAz)=(xVy) A(zV=z),
Azt =0, xVzt =1,

-At(z), 0#1.

Recall that At(z) is z # 0 & —Jy(y # 0 & Ay = y). We only add the axiom
0 # 1 in order to exclude the trivial algebra as a model of the theory.

Theorem 5.2.1 The theory of atomless Boolean algebras is complete, w-categorical
and admits quantifier elimination in the language £ = {A,V,°,0,1}.

Proof: Due to theorem 4.2.20, it suffices to see that for any 2,8 models of T,
I:2A =, B, where I is the set of all partial isomorphisms from 2 to B whose
domain is a finitely generated substructure of 2(. It is obvious that I # (), because
we can consider the algebra {0,1} and the mapping f that sends Oy to Og and Oy
to 1g.

Let us take f € I, an isomorphism between 2y = (ay, ..., a,) and By = (b1, ..., by),
subalgebras of 2 and B, respectively, in a way such that f(a;) = b; for every
i =1,...,n. The only thing we need to prove is that the back-and-forth conditions
hold. Furthermore, we only need to prove the forth condition because the back
condition will also hold for symmetry.

Consider a € A. What we need to find is ¢ € I such that f C g and g is an
isomorphism between (aq, ..., a,,a) and (by, ..., by, b) for some b € B. Now, because
of proposition 5.1.8, it suffices to see that for every e € 2"t <@ = 0 iff et =0
(where @ = (a1,...,an,a), and b= (b1,...,bn,b)). This is equivalent to see that,
for every € € 2™,

caNa=0<ebAb=0,
caNa® =0 ebAb® =0,

where @ = (aq, ...,a,) and b = (by, ..., b,). Since Ay = By, we know ca = 0 < eb =
0. As a consequence, we only need to find b that satisfies the previous conditions
for every € € 2™ that verifies ea # 0, because otherwise the result is immediate. Let
€1, ---,€; be the only elements € in 2" such that ea # 0. Now, for every i, 1 < i <,
we define ¢; in the following way:
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Some examples

. Ifg;ana =0, we will take ¢; = 0.

. If gza Aa® =0, we will take ¢; = ;b.

. If none of the previous is true we will do the following: since 95 is an atomless

Boolean algebra and ;b # 0, £;b = 2V for some x,y # 0, such that z Ay = 0.
Then we take ¢; = x.

Claim: we can take b = \/{<;<; ¢;. Fix i such that 1 <7 < 1.

Assume £;a A a = 0. We know that g0 Ab = eibA (V<< ¢5) = Vigja(€ib A
¢j). In order to see that this expression equals 0, we will show that gibA c; =20
for every j. This is true for j = i, because we have chosen ¢; = 0. For i # j,
it suffices to realise ¢; < ajg implies £;b A cj < ejg/\ gib = 0.

Now assume ¢;a A a # 0. Notice that this is only possible in the second or
the third case of the definition of ¢;, and that we want to see ;b Ab # 0. But
eibAb =V c;<(eibAcj), thus if we prove g;b A ¢j # 0 for some j, we will get
what was required. Now, remember that in case (2) ¢; = ;b, and in case (3),
c; = x; < g;b, 50 ¢; Aeib = ¢; # 0 follows.

Assume g;a A a® = 0. We want to show ;b Ab° = 0, but ;b Ab® = €bA
T 7 T 7C

(Vigi<i6)® = eibA N cf = (8b A ) A Nigjarizn ¢ = (b Aeib ) A

Nigj<ii#j ¢ = 0, using that the only case possible is the second one and

this means ¢; = €;b.

Assume now ¢;a A a® # 0. This is only possible in cases (1) or (3).

Now, in case (1), we have already proved that g;a A a = 0 implies g;b Ab = 0,
thus it is not possible that ;b A b¢ = 0, because if both of them were equal to
0, we would get £;b = 0. As a consequence, ;b A b # 0.

If case (3) were to happen, then ;0 A (V1< ¢)¢ = Vigjci(€ib A (5 Agjb)).
Remember in case (3), ¢; = zj < gib and ¢ Aegib = y; < gb. As a
consequence, 0 7# y; = &b A (c§ Aejb) < Vigjqleb A (5 Aejb)). Hence,

Vicjci(€ib A (5 Aejb)) = eib ADC # 0, as we wanted to prove.

5.3 Atomic and infinite Boolean algebras

The axioms of the theory of atomic and infinite Boolean algebras are the uni-

versal quantification of the following formulas:
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TNy =yANz, rVy=yVuax,
zV(yVz)=(zVy)Vz, zA(yAz)=(xAy) Az,
(zAy)Vy =y, (zVy) Ay =y,
eA(yVz)=(xAy)V(zAz), xV(ynz)=(zVy) A(zV=2),
z Az =0, zVazt =1,

Ve(z #0— Jy(yhe =y & At(y))), {321, ..., 2n(&i<icj<n T = Tj) fncw-

We will expand the usual language in order to prove that the theory is complete and
admits quantifier elimination. We will add the predicates A,,(z) for every m € w,
which mean "x is greater that, at least, m atoms":

Va(Am(z) © i, -, ym (&i<ici<m Yi # Y5 &i<icm (¥ <z & At(y;)))

Observation 5.3.1 If we prove T' is complete, where T' is the theory of atomic
and infinite Boolean algebras expanded using the language with the predicates Ap,
containing the correspondent definitions, then the usual theory of these algebras is
complete too.

Proof: This is because, for any sentence ¢ in the language £, T' = ¢ or T' = =
because of its completeness. Since T' |= ¢ iff T |= ¢, we get T is complete, too. O

Observation 5.3.2 Isomorphisms between structures must preserve the predicates
defined in the language. For this reason, if we expand the language adding A, (x)
and f is an isomorphism between structures in this language, it must verify Ay, () <
A (f(z)) for every m € w.

Lemma 5.3.3 In an w-saturated Boolean algebra B, if a is an element greater than
infinitely many atoms, then there exists b € B such that a Ab and a N\ b° are both
greater than infinitely many atoms.

Proof: Consider the set T'(z) = {4 (2 Aa)}mew U {An(a Az }mew. We claim
that T'(z) is a type. In order to see this, we only need to see that it is consistent,
i.e. that every finite subset of I'(x) is consistent. Any finite subset of I'(z) is of
the form To(xz) C {A1(z Aa),...,An(z Aa), Ar1(a A z©), ..., Amn(a A z€)} for some
m € w. It is known that 2 = Agy,(a), thus we can take ay, ..., agy, different atoms
below a. Then, taking b = a1 V...V a,,, it is easy to see that ai,...,a,;, < aAb
and a1, ... G2m < a ADS. As a consequence, I'g(z) is consistent, and so is T'(z).
Now that we know that I'(z) is a type, we get that there must be b € B such that
Ap(bAa) and Ay, (a AD) for every m € w, because since B is w-saturated, it must
realize I. |

Theorem 5.3.4 The theory of infinite and atomic Boolean algebras is complete
and admits quantifier elimination in the language {\,V,°,0,1} U{An }mew-

Proof: Due to theorem 4.2.20, it suffices to see that, for any 2, B w-saturated
models of the theory, I : 2l =, B, where I is the set of all partial isomorphisms
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from 2 to 9B that have a finitely generated substructure of 2l as its domain. Notice
that I # () because both models admit the Boolean algebra {0, 1} as a subalgebra,
thus we can take f, the mapping that sends Og to Oy and lg to 1ys. We know it
preserves the predicates because both 2l and B are infinite, thus they must have
infinitely many atoms and we get A,,(1y) and A,,(1sy).

Take f € I such that f is an isomorphism between the subalgebras 2y = (aq, ..., a,)
of A and By = (by,...,b,) of B. We also take a € A. For the back-and-forth
conditions to hold, we only need to find b € B such that for every € € 2™:

Am(eaNa) < Ay (ebAb) for each m,
A (ea N a®) < Ap(eb A L) for each m.

First notice that, if these conditions hold, then:

caNa=0<ebAb=0,
caNa® =0« ebAb® =0,
Am(‘r) A Am(f,(x>) for any r € <a1a ...,an,a>,

where f’ extends f and is an isomorphism between (ay, ..., a,a) and (b, ..., by, b).
This is because, since we are working with atomic algebras, ea Aa = 0 iff =A;(sa A
a) iff =A;(ebAb) iff ebAb = 0, and the same argument can be made for @ A a®
and eb A b°. Let’s see that the third condition also holds. If @ = (ai,...,an,a)
and b = (b1, ..., bn, b), then we know that any x in (a1, ..., an,a) can be expressed
like x = 1@ V ... V &x@ for some e1,...,e € 2"TL. Since g;a' Neja’ = 0 if i # j,
Ap(e1@ V... Vepd) iff A, (g;a') for some m; such that m = Xj<;<pm;, and this
will happen iff Ami(ezy) for some m; such that m = Xj¢;<xm; or, equivalently,
Am(e1b' V... Verb). Notice that we have just proven that Ay, (z) iff A (f/ ().

Let’s fix €; € 2™ such that €;a # 0 and consider the cases:

1. If Ay (eqa@) and —A,,41(ea), the same is true for ;5. In addition, we also
know €;a A a and €;a A a® are greater than p and ¢ atoms, respectively, where
m = p+ q. In this case, we take ¢; as the supremum of the p atoms z1, ..., z,
such that z; < ;b for every j < p. In the particular case that e;aAa = 0
then we take ¢; = 0, and if g;a A a® = 0, then ¢; = &;b.

2. €;a is greater than infinitely many atoms, ;@ A a is greater than p atoms and
i A aC is greater than infinitely many atoms. Since, in this case, ;b is greater
than infinitely many atoms, we can take ¢; to be the supremum of p of them:
¢i = V1<j<p Tj Where z; € D; for every j, x; # xp if j #k, and D; = {z:
is an atom and = < g;b}.

3. g;a is greater than infinitely many atoms, €;a A a® is greater than p atoms and
g;a A a is greater than infinitely many atoms. Then ¢; = ;b A </\1<j<p x?)
where z; € D; are different atoms for every j.
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4. g;a is greater than infinitely many atoms, and so are g;a A a and €;a A a®. Then
we can split ;b in two parts such that they are both greater than infinitely
many atoms, because of the previous lemma. In this case we can take ¢; to
be one of this parts.

Claim: we can take b = V< ¢;.

Assume A,,(g;a A a). Then, by the choice of ¢;, we know that ¢; is the supre-
mum of, at least, m different atoms z1,...,z,, such that z; < &;b for every j =
1,...,m. Then z1,..,2, < gbAc; < gbA Vigj<ici) = g:b A'b, thus we get
A (gib AD).  Conversely, if A, (ebAb), then Any(Vicjci(ejbAcj)), and this is
equivalent to A, (Vi<;<i(€ibAc;)) for some m; such that m = Li<jym;, because
(eibAcj) N(gibAck) =0ifi # k. But ;b Acj = 0if i # j, thus m; = 0 for any
j # 1,50 Apn(eibAc;). As a consequence, A,,(g;a A a).

An analogous argument can be made to prove that A, (g;a A a®) implies A, (g;b A
b°). Now, if we assume A, (g;b Ab°) then, since b° = V1< (g5b A c§), we get that
An(Vigjcrib A (g A c5)), thus Ay (eib A cf), because if i # j, eib AejbAc§ = 0.
As a consequence, we get A,,(g;a A a®), as required.

a



Chapter 6

Classification of the complete
theories of Boolean algebras

6.1 Atomic elements

Let B=(B, A, V., 0, 1) a Boolean algebra.
Definition 6.1.1 Let a be an element in B. Then Bla = {z € B : x < a}.

Observation 6.1.2 If we define x* = z¢ A a, then Bla=(Bla, A\,V,%, 0, a ) is a
Boolean algebra, where N\ and V' are the restrictions of A,V in the universe Bla.

Definition 6.1.3 Let 2,5 be Boolean algebras defined on the sets A, B, respec-
tively, with the usual operations. Then we can define operations in A X B in the
following way:

For any (z,y), (u,v) € AX B,

(z,9) Aaxp (u,v) = (x Au,y Av),
(z,y) Vaxp (u,v) = (x Vu,y Vo),
(z,y)eaxB = (2 y°).

Observation 6.1.4 A x B = (A x B, Aaxp, Vaxp,"4*5,(0,0),(1,1)) is a Boolean
algebra. It is called product algebra of 2l and 5.

Observation 6.1.5 Fix a € B. Then for all x € B there are y,z € B such that
x=yVz, where y € Bla and z € Bla®. In fact, y = x ANa and z = x ANa®: they are
unique. If we consider the mapping:

f:B — BlaxBla®
r — f(z)=(zAa,zNa)

we get that f is an isomorphism and, as a consequence, B = B|a x B|a®

34
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Definition 6.1.6 An element a € B is said to be atomic iff Bla is an atomic

Boolean algebra. An element a € B is said to be atomless iff Bla is atomless.

Proposition 6.1.7 For any a € B,

1. B is atomic iff Bla,Bla® are atomic.
2. B is atomless iff Bla,B|a® are atomless.

Proof:

1. We will prove a more general property: 2, B are atomic iff 2 x B is atomic.
Assume that 2,8 are atomic and take any (z,y) € A x B, (z,y) # (0,0).
If £ # 0 then there is a € A such that a is an atom and a < =z, thus
(a,0) < (z,y). Notice that (a,0) is an atom in 2 x B. Now, if z = 0, then
y # 0 and, since B is atomic, there is b € B such that b < y and b is an
atom. This results in (0,b) < (z,y), and we know that (0,b) is an atom. In
any of the two possible cases, we have found an atom z € A x B such that

z < (z,y), so A x B must be atomic.

Conversely, assume for all (z,y) € 2 x B such that (z,y) # (0,0) there exists
an atom (a,b) such that (a,b) < (z,y). Then, for every x € A, x # 0 there is
an atom a € A such that ¢ < z. In order to see this, it suffices to take the first
component of the atom (a,b) € A x B such that (a,b) < (z,0). This shows
that 2 is atomic, and a similar argument can be made to see that B is atomic.

2. Let’s prove that 2,8 are atomless iff 2 x 2B is atomless.

If 2,8 are atomless and (a,b) is an atom in 2 x B, then either a is an atom
in 2 and b is 0, or b is an atom in B and a = 0. The fact that one of them
must be 0 for (a,b) to be an atom is trivial, because otherwise (a,0) < (a,b)
or (0,b) < (a,b), depending on the case. Now, assume a = 0. Then b must
be an atom, because otherwise there would be y € B such that y < b and
(0,y) < (0,b) = (a,b)! This is a contradiction with the fact that 9B is atom-
less, thus 20 x B must be atomless too. A similar argument can be made if

b=20

Conversely, if 2 x B are atomless and a is an atom in 2, then (a,0) would be
an atom in A x B! This implies that there cannot be any atom in 2[: it must
be atomless. We can use a similar argument to prove that if b is an atom in

B, (0,b) is an atom in 2 x B, so B must be atomless too.

a

Definition 6.1.8 I(*®8)={x € B :z = yV z for some y, z such that y is atomic and

z is atomless}.
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Observation 6.1.9 It is easy to see that I(B) is an ideal of B, maybe an improper
one.

Proposition 6.1.10 If B is atomic or has a finitely many atoms, then I(B) = B.

Proof: If B is atomic, any element x in 28 is atomic. Then x = z VvV 0, where z is
atomic and 0 is atomless. As a consequence, I(B) = B.

If B has a finite number of atoms and we take x € B, then x = yV 2z, where
Y = Vici<n Yi> and {y1, ..., yn } is the set of atoms in B such that y; < = for every 1,
and z = x A y°. Note that y is atomic and z is atomless, so the result is proven. O

6.2 Invariants

The main purpose of this and the next section is to find a uniform way to com-
plete the theory of Boolean algebras so that every possible completion appears. In
order to do this, we need to define some concepts.

For B a Boolean algebra, we will now define by induction a sequence of homomor-
phisms, ideals and quotient algebras:
Let = be an element in B.Then

= l‘,
700) — {0},
B0) =B,

and, for any k < w,

) = (k) /(53K
Ik = [ e B: 2t =0},
B k1) = g (k) /1 (3 (Kk)).

Notice that for any k& < w,

e The set 7(*) is an ideal of 8.

e {(z,2®)) : 2 € B} is an homomorphism from B onto B*). The kernel of this
homomorphism is (k). As a consequence,

Bk) >~ o5 /1)

Observation 6.2.1 Due to proposition 6.1.10, if B*) is atomic or has a finite
number of atoms, B+ s trivial.

Proposition 6.2.2 There are formulas pi(z), (), pr(2), N1 (2), ok (x) for ev-
ery k,l < w such that, for any a € B:
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1. BE ¢p(a) iff a e IW),
2. B E Yp(a) iff a® is atomic in BK),
B E pr(a) iff a® is atomless in BF)

B E nki(a) iff a'®) magjorizes at least | atoms in B*).

v G

B E op(a) iff a®) majorizes at most | atoms in B*).

Proof: We will show this by induction:
If k=0,

1. @o(z) is z = 0.
2. 1o(x) must say that z is atomic in B. Then ¢y (z) is

Vy(y <z & 0<y— 32(z <y & At(z))).

3. po(x) must say that z is atomless in 8. Then po(z) is

Vyly < o — —At(y)).

4. no;(z) must say that x majorizes at least [ atoms in B. Then g, (z) is

1, (&< (¥ <) & &icicj< (v = y5) &i<i<t At(yi))-

5. 09,;(x) must say that 2 majorizes at most ! atoms in 8. Then ¢ () is
“o,4+1(2)-

Now assume we have found the formulas for k:
Notice that ¢;(z) means 2U) = 0. We know for every z,y, <y = x Ay = 0.
Therefore, we will write o;(z Ay°) for zU) < yU).

1. ¢ e I*+tD) iff 2+ = 0 & Ty, 2 € B*) such that y is atomic in BHF) z
is atomless in B*) and z¥) = yVv 2z < Jy,z € B such that y*) is atomic
in B*) | 2k is atomless in B*) and 2 = y(k) v z(8). Then the formula
op+1(x) is

Jy,2(x =y vz & Yi(y) & pi(y)).

2. z* D s atomic in BEHD iff vy € BEHD |2k (y > 0 — F2 € BEH (0 <
z<yA-Fu e BED(0 < u < 2))). Then the formula 941 (z) is

Vy(orr1(y A z) & =epi1(y) = F2(mprr1(2) & prr1(z A y°) &

Vu(pri1(un 2%) & —pppa(z A ) = ().



38 Classification of the complete theories of Boolean algebras

3. 1) is atomless in BEHY iff there is no atom in BEHD|z(*+1) Then the
formula pyy1(z) is

Vy(ors1(ynz®) = opr1(y) U 3z(—prr1(2) & ~opr1(yA2°) & ~ore1(2Ay°))).

4. Mpg1(x) is
Fy1, o U &r<i<t (Prr1 (Wi NT®) & —or(vi) & &gz (0or1 (Vi AYj)
U =or1(yi Ayi)) & Va(mori1(2) & orr1(2 Ayi) — oraa(yi A 29))).

5. Uk-i—l,l(x) is
_‘77k+1,l+1(x)-

g

Consider the sequence ’B(O), %(1), s B () Tt is obvious that if one Boolean alge-

bra in the sequence is trivial, all the following ones will be trivial too. Nevertheless,
there is always the option that B(k) never becomes trivial.
Assume k is the first integer such that B+ is trivial. Then B*) is not, and
every element in B*) is in I(%(k)). But what can be said about the atoms in %5 *)
(if there are any)? The invariants will help us to classify the theories of Boolean
algebras by giving this kind of information.

Definition 6.2.3 We assign a pair of invariants (m(B),n(B)) to any non-trivial
Boolean algebra 5 as follows:

the least k < w such that B s trivial,

o0, otherwise.

m(B) = {

no(B) = oo, if m(B) =k and B has infinitely many atoms,
0 ] if m(B) =k and B*) has | atoms.

0, if m(B) = oo,
n(B) =< no(B), if m(B) =k <w and BW) is atomic,
—no(B), if m(B) =k <w and B is not atomic.

Notice that m(8) indicates when does the sequence become trivial. The sign
of n(B) indicates whether B(m(B)) is atomic or not, and its absolute value is the
number of atoms in the algebra.

Observation 6.2.4 If m(B) = k < w and n(B) = 0 then BX) is atomless.
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Proposition 6.2.5 The following properties can be expressed by a sentence for any

k)l <w:
1. m(B) =k
2. m(B) = k,n(B) =1
3. m(B) = k,n(B) = —I
4. m(B) = o0
5. m(B) = k,n(B) = oo
6. m(B) = k,n(B) = —o0

Proof: There is a formula that expresses B*) is trivial: Va(pg(z)). This, added
to what we have proven in proposition 6.2.2, gives this result. O

Proposition 6.2.6 B 2 (B|a)*) x (B|ac)*)

Proof: It suffices to apply the result in observation 6.1.5 to B*) and to prove
(Bla)®) = BHF)|a(F), See [5], lemma 18.3. 0

6.3 Classification
Proposition 6.3.1 Take a € B. Then:

1. m(B) = max(m(Bla), m(Bla®))
2. m(Bla) < m(Bla®) = m(B) = m(Bla®) and n(B) = n(Bla®)

3. Assume m(Bla) = m(Bla®) < oo. Then n(B) is characterized as follows:

(a) n(B) =0 iff n(Bla) = n(Bla®) = 0
(b) n(B) > 0 iff n(Bla) > 0 and n(Bla®) >0
(c) n(B) <0 iff n(Bla) <0 or n(Bla®) < 0 but not both 0 at the same time
4. m(~Ala) = m(Bla®) < 0o = no(B) = no(Bla) + no(Bla)
Proof:

1. This follows from proposition 6.2.6: B(*) x {0} is not trivial if B*) is not
trivial.

2. m(B) = m(Bla®) because of 1. As a consequence, n(B) = n(Bla®), because
the atoms in {0} x (B|a)* are (0,z), where z is an atom in (B]a®)*).
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3. All characterizations follow from propositions 6.2.6 and 6.1.7 but the last one,
which is just a consequence from the previous two.

4. The atoms in B*) are isomorphic to the elements (b,0) and (0, ¢), where b
is an atom in (B|a)® and c¢ is an atom in (B]a®)*). Therefore, ny(B) =
no(Bla) + no(Bla®)

|

Lemma 6.3.2 Let 2, B be two non-trivial Boolean algebras such that (m(2A),n(2A))
= (m(B),n(B)). Assume B is w-saturated. If we take a € A,0 # a # 1, then
there is b € B such that 0 # b # 1 and

(m(Aa), n(Ala)) = (m(B[b), n(B|b))
(m(2Aa®), n(Aa%)) = (m(B6), n(B6))

Proof: First of all, we need to distinguish several cases:

e Assume m(2A|a) = m(Ala®) = co.

Then co = m(A) = m(B). As a consequence, for every k < w there is ¢ € B
such that ¢®) = 0,1 in B®). This is because, even though the condition
of not being trivial only gives us that there is ¢ € B such that (k) # 0, if
B*) was {0,1} for some k, then B* 1) would be trivial. What we need to
find is a certain b € B such that m(B|b) = m(B|b°) = oo and, in order
to do this, it suffices to find b € B such that b*) # 0,1 in B*) for every
k. This is equivalent to see that the set of formulas {—pk(z), ~@r(2°) tr<w,
where @y is the one described in proposition 6.2.2, is a type. Let’s define
Y = {~¢r(x), 7ok (2°) }k<w- To prove its consistency, it suffices to take any
finite subset and see it is consistent: consider {—¢k(x), —pr(2°)}ker, Where
I C w is finite, and let [ be the maximum of I. Since we know that there is
z € BW such that () # 0,1, we get that there is € B such that (¥ #£ 0,1
for every k < [ and, therefore, the consistency of this set is granted. As a
result, ¥ must be consistent too. Now that we know that X is a type over (),
we get that it is realized in B, since B is w-saturated.

Therefore, we can conclude that there is b € B such that b*) £ 0 for every
k < w, thus m(B|b) = m(B|b°) = .

e Assume m(2Aja) < m(2A|a®).
Claim: to prove the lemma it suffices to find b € B such that m(B|b) =
m(A|a) and n(Blb) = n(Ala).
This is because, in this case, by lemma 6.3.1
m(Aa®) = m(A) = m(B) = mazx(m(B|b), m(B|b)) = m(B|b°)
n(Ala®) = n(A) = n(B) = n(B|b°)
And the result will be proven.
Let k = m(2|a). It is important to keep in mind during this part of the proof
that B(*) is not atomic and it has infinitely many atoms, because otherwise



6.3 Classification 41

we would get that m(B) = k due to proposition 6.1.10, and we know k <
m(Aa®) = m(B). We can now distinguish several cases:

1. If n(™Ala) = +oo, then we need to find € B such that z # 0,2 #
1,z ) = 0,2 £ 0 and (B|z)*) is atomic and has infinitely many
atoms. It will be done if we can prove the consistency of the set of for-
mulas: {@r+1(z)} U{-¢k(z)} U{r(z)} U{nki(z)}icw, because of the
w-saturation of the Boolean algebra 2. Now, an infinite set of formulas
is consistent iff any of its finite subsets is also consistent. For this rea-
son, we consider {¢g11(z)} U {—pr(x)} U{vr(x)} U{nko(z),....nk1(x)}
for some [ < w, and claim that any b defined as b = by V ... V b;, where

bgk) are different atoms in BF*) for all i < [ satisfies the set of formulas.

First notice that the atoms bgk) actually exist because B () has infinitely

many atoms. Let’s see that b satisfies all the conditions required. It is ob-

vious that b%) # 0 because b*) = bgk) V..V bl(k), and bgk) # 0 for every i,
thus b # 0. (B](by V... V;))* has [ atoms, bgk), e bl(k)7 and it is atomic,
because all elements in B*)|(by v ... v b)) are of the form V¢, bl(.k) for
some I C {1,...,1}, so they majorize the atoms b(k),z’ € I. Notice that

(2
b # 1 because otherwise bk = bgk) V..V bl(k) = 1, and this would mean
that B*) only has finitely many atoms, which is a contradiction with
the fact that m(2B) > k. In conclusion, we get that b satisfies every for-
mula in the subset, so {@r+1(z)} U {=pr(x)} U{r(z)} U{nei(z) }icw is
consistent, as required.

2. If 0 < n(Ala) < co. We denote [ = n(2A|a). Then we need to find z € B
such that z(*+1) = 0,20 £ 0,2 # 0,2 # 1, and (B|z)*) is atomic and
has [ atoms. It suffices to take x = by V... V b; where bik) is an atom in
%(k), for the reasons explained in the previous case. Remember that it is
obvious that there are at least [ atoms in B(*) because otherwise B(*+1)
would be trivial.

3. If —0o < n(Ala) < 0. We denote | = n(A|a). Notice that, in order
to prove the lemma, we need to find z € B®*) such that z # 0,z #
1Lz® ) = 0,20 £ 0,20 £ 1 and (B|z)*) has | atoms but it is
not atomic. The situation is similar to the previous cases but now
we need to use the fact that B(*) is not atomic: we pick an element
¢ € BK*) such that ¢ does not majorize any atom. Then it suffices to
take £ = b1 V... V b V ¢ where bgk) are different atoms in B*) for every
i < I, because ’B\(bgk) V..V bl(k) V ¢) has [ atoms but it is not atomic
because ¢ does not majorize any of them. The rest of the conditions
(b#0,1, b+ = 0 but k) £ 0) can be verified exactly as in the previ-
ous cases.
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4. If n(Ala) = —oco. Then we need to find # € B such that zFt1) =
0,2 £ 0,2 # 0,1 and (B|z)*) has infinitely many atoms but is not
atomic. It will be done if we can prove the consistency of the set of formu-
las: {z # 0&z # 1} U{ppr1(2)} U {~ep(z)} U{~ve()} U {nei(2) hicw,
because of the w-saturation. This is an infinite set of formulas, so it
is consistent iff any of its finite subsets is consistent. Now, any subset
has the form {z # 0 & 2 # 1}U {prs1(z)} U {—p(2)} U {~the()} U
{ne1(x),....,nk1(x)}. Now, this is consistent because in case (3) we found
an element that satistfied every formula in the set.

5. If n(Aa) = 0. Since B*) is not atomic or atomless, there must be b € B
such that b(*) # 0,1 and it does not majorize any atom. This means
(B1b)*) is atomless, so n(B|b) = 0. This is the element b we are looking
for (we know b # 0,b # 1).

e The proof is analogous if m(A|a®) < m(~A|la) = m(A)

e Assume m(Aja) = m(Ala®) < oc.
We note k = m() = m(™A|a) = m(A|a®) = m(B). We can distinguish sev-
eral cases:

1. If n(A) = 0, then n(B) = 0 and, for every xz € B, n(B|z) = n(B|z°) =
0. As a consequence, to prove the result it suffices to take b € B such
that b(*) # 0,1 in B(*) We know that this element actually exists be-
cause otherwise B(¥) would be atomic ({0,1} is an atomic algebra).

2. Ifn(2A) > 0, then n(Aja) > 0,n(Ala®) > 0and n(B) = n(A) = n(Ala) +
n(2A)a®). In order to prove the lemma we need to find b € B such that
() is atomic and has n(|a) atoms in B*) and (6°)*) is atomic and has
n(A|a®) atoms in BF*). It is obvious that, for any b we pick to prove the
lemma, bt = 0, because k = m(B). Now, several situations ought to
be distinguished here:

(a) If n(A) =1 and n(~A|a) = l1,n(A]a®) = Iz, where 1,1z are positive
integers. Then | = n(Ala) + n(Ala®) = I3 + Iz and we know that
B(*) has [ atoms. Let bi,...,by,,...,b; € B be the elements such that

b(k) are all the different atoms in B*) for all i < [I. It suffices to

7

take b = b1 V... V by, because, in this algebra, 1) = bgk) V..V bl(k),

so (b°)(k) = bl(fll V..V bl(k). This means that (B|b)*) has [; atoms

O, b)), and (B[6°)*) has I — 1, = I atoms. Also, we know
that b # 0,1,5%) £ 0.

(b) If n(2) = oo and n(™Ala) = n(Aja®) = co. We need to find x such
that z # 0,1, 2 # 0, 2(-*1) = 0 and (B|z)®), (B|z°)*) are both
atomic and have infinitely many atoms. Such element must verify
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every formula in the set & = {z # 0,2 # 1} U {pr+1(x), ~pp(z)} U
{1 (x), i (2) Hew- If we consider a finite subset of ¥ and see
it is consistent, we will get that such b exists because of the w-
saturation of 8. An arbitrary finite subset of ¥ can be reduced to
{z # 0,2 # 1} U{pr+1(2), 2r(@)} U{mea (), mei(2°)} for some I,
and we have already shown this is consistent in the previous case.

(c) If n(A) = oo, n(™A|a) = I but n(A|a®) = co. We need to find z such
that = # 0,1, 2" # 0, 26+D = 0 and (B|z)*), (B|2°)*) are both
atomic but the first one has I atoms and the second one has infinitely
many. Such element must verify every formula in the set £ = {z #
0,2 # 1} U{prr1 (@), 2or(x)} U {mea (), iy (2°) braw U {ona () }-
Therefore, such b exists iff ¥ is consistent, and this is iff every fi-
nite subset of X is consistent. A finite arbitrary subset of X is of
the form {z # 0,2 # 1} U{pp41(2), mor(x)} U {w (), e (29)} U
{1 (), Mg (2°)} U{og,(2°)}, and the fact that it is consistent re-
sults from the previous cases.

(d) If n(A) = oo, n(A|a®) = I but n(A|a) = co. This case is handled in
an analogous way.

3. If n(2A) <0, then n(B) < 0 and n(B) = n(A). Given this situation, the
only possible cases are:

(a) n(~Ala) > 0 and n(A|a®) = 0, or n(Aja®) > 0 and n(Ala) = 0,
(b) n(Ala) < 0 and n(Aja®) = 0 or n(Ala®) < 0 and n(Ala) = 0,
(¢) n(™Aa) > 0 and n(Aja®) < 0 or n(Ala®) > 0 and n(Aja) < 0,
(d) n(Aa) < 0 and n(AJa®) < 0.

We will only prove the first situation of each case, because the other one
is done similarly. Also, we will not prove conditions like b # 0,1, 5®*) # 0
or b**t1) = () because the proof is exactly the same as in previous cases.
Of course, in any of this cases we also need to distinguish if n(2l) is finite
or infinite.

(a) We need to find b € B such that b # 0, 1,b() £ 0,6 ) = 0 and
(B|b)*) is atomic has I = n(2) atoms and (B[6°)*) is atomless. Let
b1, ...,b; € B be the elements such that bgk) are all the different atoms
in BK) for every i < [. Then it suffices to take b =b; V...V b;. It is
easy to see that (%5]b)*) is atomic and has [ atoms, and (Bb)*) is
atomless because there are no atoms left in B(*): all of them are in
(B1b)*),

(b) We need to find b € B such that b # 0,1,b(*) £ 0,651 = 0 and
(B16)*) is not atomic and has got | = ng(2) atoms and (B]6°)*)
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is atomless. Since n(B) < 0, there has to be an element ¢ € B
such that ¢*) does not majorize any atoms. We can split ¢ in two
disjoint elements ¢ = ¢1 V ¢o, where ¢1,co # 0. Then it suffices to
take b = b1 V ... Vb V cq, where bgk) are all the different atoms in
Bk, Since ¢; < ¢, b*) £ 1. We know that (%5]b)*) has [ atoms but
it is not atomic, because cgk) e (B|b)*) and it does not majorize
any atom. Also (B[b°)(*¥) is atomless because all the atoms in B(*)
are in (B]b)*),

(¢) We need to find b € B such that b # 0,1,b*) £ 0,6(5*1) = 0 and
(B|b)*) is atomic has got I; = n(Aa) atoms and (B|6°)*) is not
atomic but has ly = ng(2A|a®) atoms. We will note | = l; + I3, and
we know there are | atoms in B(*). Notice that it suffices to take
b=0b1V...Vb,, where bgk) are different atoms in B*), because then
b = by, +1V ...V V¢, where cis defined as by V... Vb Ve = 1. Notice
that ¢ not atomic, because n(B) < 0, so (B[b%)*) has | — 1} = Iy
atoms, and it is not atomic, as required.

(d) We need to find b € B such that b # 0,1,b(*) % 0,6¢,+1) = (0 and
(B[6)*) (B[b°)*) are both not atomic and have Iy = ng(2A|a),lz =
no(Aa®) atoms, respectively. Since BF*) is not atomic, by V ... V
by Ve =1, where ¢ # 0 is atomless in B(*). Then, we can split ¢
into ¢ = ¢1 V ¢a, where c¢1,c9 # 0 but ¢1 Aco = 0, and we can take
b="0b1V..Vb, Ver. We know that (B[b)*) has I; atoms but it is
not atomic because ¢; € B|b, and b° = by, V... V by V ¢, which means
that (B[b°)*) is not atomic either, and has [ —I; = Iy atoms, as
required.

|

Definition 6.3.3 Let A,B be two Boolean algebras and take ai,...,a, € A and
bi,....b, € B. It is said that (A, a;...a,) is similar to (9B,b1...b,) iff for every
e € 2", 2Ule@ and Bleb are both trivial or they have the same invariants. It is
written (A, ay...a,) =~ (B,by...by,)

Observation 6.3.4 The previous definition is also valid for n = 0: It is said A, B
are similar iff they are both trivial or they have the same invariants. In this case
we write A ~ B.

Lemma 6.3.5 Let B be an w-saturated Boolean algebra. Then, for any b € B, B|b
18 w-saturated.

Proof: This follows from the fact that a type over ay, ..., a,, in B|b can be translated
into a type over ay, ..., a,,b in B, thus it must be realized. O

Theorem 6.3.6 Let 2, B be Boolean algebras. Then they are elementary equivalent
iff they are both trivial or they have the same invariants.
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Proof: The first implication is obvious because, if they are elementary equivalent,
for any sentence ¢, A = ¢ < B = ¢. Due to proposition 6.2.5, having a determi-
nate pair of invariants can be expressed using a sentence. As a consequence, 2 and
B must have the same invariants.

Conversely, assume 2, 8 have the same invariants. We may also assume that they
are w-saturated, because otherwise they both have w-saturated elementary exten-
sion. We will prove 2 and B are partially isomorphic, i.e., there is a set I of partial
isomorphisms such that I : 2l =, B.

Claim: I = {{(ai,b;) i <n}: (A ai)icn = (B, bi)icn,n < w} verifies I : A =, B
It is obvious that I # () because () € I. Now, to prove that the elements in
I are partial isomorphisms it suffices to see that, for every ¢ € 2" ea = 0 iff
eb = 0, where @ = (aq,...,a,) and b = (by,...,b,). If we fix ¢ € 2", assuming
(A, ai...a,) ~ (B, by...b,), then Alea ~ B|eb. Therefore, if ea = 0, then Alea is
the trivial algebra and B|eb must be trivial too. For this to happen, b must be
0, because otherwise eb € B|eb, and it would not be trivial. The argument is the
same if we start assuming eb = 0.

The only thing left to prove is that the back-and-forth conditions hold. In fact, it
suffices to see that one of them holds, because we get the other one by symmetry. We
want to see that, for every ay, ...,an1+1 € A, and every by, ...,b, € B, if (2, ay...a,,) =~
(B,b1...b,) then there is b, 41 € B such that (2, a;...ant+1) = (B, b1...bp41). In or-
der to see this, first we need to prove that, assuming (2, aj...an) = (B,b1...b,),
for every ¢ € 2" there is ¢ < ¢eb such that (Alea A any1) ~ (BlebAc) and
(Alea Aal ) =~ (Bleb A ).

Now, if (A, ay...a,) ~ (B,b;1...b,) then 2Alca ~ B|eb. If they are both trivial, it
suffices to take ¢ = 0. Otherwise:

o If caNayr1 = 0, then ¢ = 0. The first condition is trivial and the second
one follows from the fact that, in this case, ea Aaj, ;| = €a, so ™AlcaNa,, | =
Alea ~ Bleb = Bleb A .

o If caAa,y1 = ea, then ¢ = eb. Similarly, the first condition is trivial and the
second one follows from the fact that, in this case, ea Aay, 1 = 0.

e If0 # caAapt1 # 0. Then, due to lemmas 6.3.5 and 6.3.2, we know that there
is ¢ € B|eb such that Ale@ A any1 = Bleb A c and Alea A al, | ~ Bleb A c“.

Claim: If €1,...,6; are the only elements in 2" such that ;@ A a,4+1 # 0 for every
i=1,...,1, we can take by 11 = Vi< Ci

We want to check if (2, a1...an+1) ~ (B,b1...bp11), i.e. Alg;a’ ~ Bleg;b for any
g; € 2" where @ = (ay, ..., an, apy1) and b= (b1, ey bry bt1)-

o If g(n) = 1, we want to see Ql|siai/\ an+1 ~ Bleib Abyr1. Now Bleib A
bn+1 = BleibA (V ¢j) = B Vi< (eibAcj). As a consequence, if we see that
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eib Acj = 0 for every j # i, it will be done, because then V;«;(gibAc¢j) =
\/Kjgl’#i(sig Acj)VeibAc; = gibAc;, and we just proved Ale;a A any1 ~
%|61B NG

Let’s prove ;b Ac; = 0 for every j # i. We know ¢; < ¢;b, so g;bAc; =
gibAejbAej =0 for all j # i. For this reason, we can conclude the proof in
this particular case.

e If 5,(n) = 0, what we want to show is Ale;a A al, ~ Ble;b AbS,, for every
g; € 2". Now, b1 = Vigjqlej Acf). As a consequence, &b Abpt1 =
eib A \/lﬁjgl(&tjb Ae§) = VigjaleibAejb) Ac§ = eib A ¢, due to the fact that
gibNejb = 01if i # j. This means Ale;a A a1 ~ BlebAc§ = Bleb A,
as we wanted to show.

Since we have proven the result for all the possible cases, we can end the proof saying
that the back-and-forth conditions hold and, therefore, 2l and 5 are elementary
equivalent. O

Proposition 6.3.7 For every pair of invariants (m,n), there is a Boolean algebra

B such that (m(B),n(B)) = (m,n).

Proof: See [8]. Proposition 18.5. O

This is, that given a pair (m,n), we can construct Tmm): & theory in the usual
language of Boolean algebras which consists on expanding the usual one with the
formulas that mean "the invariants of the models of this theory are (m,n)".

Let’s take a moment to think about the consequences of this last theorem. Re-
member that we said in chapter 3 that a theory is complete iff any two models of
the theory are elementary equivalent. If we consider T{,, ), for any pair (m,n), we
know that any two models of this theory are elementarily equivalent, because they
are Boolean algebras with the same invariants. Hence, T(,, ,,) is a complete theory,
and we reach the conclusion that we only need to add the invariants to the theory
of Boolean algebras in order to complete it. Moreover, all completions of the theory
of Boolean algebras appear as T{,, ) for some m,n. The theory of the trivial al-
gebra is formed by adding the axiom 0 = 1 to the general theory of Boolean algebras.

In chapter 4 we studied the theories of atomless Boolean algebras and atomic
and infinite Boolean algebras and, after a rather long proof, we got that they were
both complete. Let’s see what happens if we study their invariants:

e Because of proposition 6.1.10, we know that the invariant m of an atomless
Boolean algebra is 0. Besides, the number of atoms of this kind of algebra is
also 0, so the invariants of atomless Boolean algebras are (0,0).
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e In the case of infinite and atomic Boolean algebras, the invariant m is 0 also
because of proposition 6.1.10. Now, an atomic and infinite Boolean algebra
must have infinitely many atoms, because if a Boolean algebra is atomic, the
set of the atoms in the algebra generates it, and a finitely generated Boolean
algebra is always finite. For this reason, the invariants of this kind of algebras
are (0,00).

Since the invariants only depend on the fact that the Boolean algebra is atomless
or infinite and atomic, respectively, any two models of these Boolean algebras have
the same invariants, thus they must be elementary equivalent. Notice that we reach
the same conclusion as we did before: the theory of both atomless Boolean algebras
and infinite atomic Boolean algebras is complete. However, we cannot obtain, using
this method, any result on quantifier elimination and w-categoricity.

One can also ask about other kind of Boolean algebras, for example, the finite
ones. Every finite Boolean algebra is isomorphic to a power set algebra, thus it
is atomic, and its invariant m must be 0. Moreover, its cardinality is 2%, so the
number of atoms in the Boolean algebra is k. As a result, the invariants of these
Boolean algebras are (0, k). This means that the theory of finite Boolean algebras
with cardinal 2% is complete. In particular, the Boolean algebra {0,1} has the
invariants (0,1).
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