2D periodic patterns and transition to turbulence in active nematics
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Abstract: We explore and characterize the 2D stationary patterns emerging from the spontaneous flow instability of an active nematic fluid, solving numerically the dynamics for a minimal model that has been proposed as the paradigm of active turbulence. We find that such solutions exist in the range of activity parameter $150 < |Z| < 1500$. We also test numerically the long-wavelength instability of such states, showing that they are unstable to period-doubling perturbations for activity above 500, leading to apparently chaotic dynamics. This confirms a scenario of transition to turbulence that has been proposed in this system, and reinforces the idea that the proposed minimal model, which neglects flow alignment coupling and assumes absence of topological defects, does capture the universal features of active turbulence.

I. INTRODUCTION

The term active matter refers to nonequilibrium condensed systems composed of self-driven units (called active particles), each capable of converting stored or ambient free energy into movement [1]. Living matter provides the most obvious examples of active systems, from the cytoskeleton of living cells or bacterial suspensions to fish schools or bird flocks. Active particles are usually elongated and exhibit a privileged direction, and the interaction among each other gives rise to collective motion with nonequilibrium properties, such as pattern formation, order-disorder transitions and turbulence.

The type of active matter that we will focus on are “active gels” [2, 3], which consist of a one-component fluid with a local orientation nematic order parameter, either polar or apolar. In the polar case the local orientation is defined by a polarization vector $\mathbf{p}$, while in the apolar case, the nematic order is usually described by a tensorial order parameter $\mathbf{q}$ [4]. Here we are interested in the case of an apolar nematic but we will take advantage of the formulation in terms of a polarization field $\mathbf{p}$, which is possible because of the invariance of the equations to the $\mathbf{p} \rightarrow -\mathbf{p}$ change, and because we will deal with situations without topological defects [2].

Because of their complexity, it is very difficult to fully elucidate the dynamics of active matter in general, taking into account all the forces acting in them. However, the phenomenological approach of active gels theory, based on conservation laws and symmetries in the hydrodynamic limit, provides deep insights and a well-grounded guide to extract generic behaviour. In particular, one of the most important aspects when studying complex systems is the pursuit of universality, that is, of properties that may show some type of scale invariance that is insensitive to system-specific details, and may provide some type of classification of dynamical behaviour in a small number of universality classes, such as in equilibrium critical phenomena or turbulence in nonequilibrium systems.

Turbulence refers to fluid motion characterized by chaotic changes in pressure and velocity, and it is an important and longstanding unsolved problem in nonequilibrium and nonlinear physics. Classically, it appears in systems where the inertial forces prevail ($\text{Re} \gg 1$) due to the advection term of the Navier-Stokes equation, and it was shown by Kolmogorov to present a power-law scaling spectrum $E(k) \sim k^{-5/3}$ being $k \rightarrow 0$ the wavenumber [5]. For active systems (and viscoelastic fluids) similar turbulence also appears at $\text{Re} \ll 1$ where the viscous forces dominate. In fact, in a recent study addressing the simplest possible model of an active nematic fluid, a power-law turbulent spectrum $E(k) \sim k^{-1}$ has been observed [6]. Accordingly, such model has been proposed as the paradigm of a new universality class of turbulence.

In this context, our aim is to gain a deeper knowledge of the above minimal model and the mechanisms that characterize the transition to turbulence, starting by investigating the stationary states that emerge from the spontaneous flow instability [7] of an active fluid, and in particular their secondary instabilities as a possible route to turbulence, as a function of activity.

II. MINIMAL MODEL OF ACTIVE GEL

Following the active gels theory approach [3], using the Curie principle and the Onsager reciprocity relations, we can get the explicit hydrodynamic equations for an incompressible ($\partial_t \rho = 0$) one-component with $\text{Re} = 0$ active nematic fluid in 2D (minimal model). The nematic fluid is confined in a square of side $L$ with periodic boundary conditions, and has a shear viscosity $\eta$, a rotational viscosity $\gamma$ and an activity $\xi \Delta \mu$. An important simplification is to set the flow alignment coefficient $\nu = 0$. The polar nematic field is given by its unit director vector $p_\alpha$, chosen to be $p_x = \cos \theta$ and $p_y = \sin \theta$, such that it is kept unitary, and accordingly defects cannot be created.
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Under these conditions the continuity equation for the conservation of linear momentum reads
\[
\partial_t (\sigma_{\alpha\beta} + \sigma^*_{\alpha\beta}) = \partial_\alpha P,
\]
where \( P \) is the pressure, \( \sigma_{\alpha\beta} = 2\eta v_{\alpha\beta} - \zeta \Delta \mu q_{\alpha\beta} \) is the symmetric part of the stress tensor with \( v_{\alpha\beta} = \frac{1}{2}(\partial_\alpha v_\beta + \partial_\beta v_\alpha) \) and \( q_{\alpha\beta} = p_{\alpha\beta} - \frac{1}{2}p\delta_{\alpha\beta} \) the symmetric parts of the strain rate tensor and the nemotic order parameter tensor respectively, and \( \sigma^*_{\alpha\beta} = \frac{1}{2}(p_{\alpha\beta} - p_{\beta\alpha}) \) the antisymmetric part of the strain rate tensor, we have
\[
(\partial_t + v_\beta \partial_\beta) p_\alpha + \omega_\alpha p_\beta = \frac{h_\alpha}{\gamma}.
\]
In order to work with dimensionless variables, we scale lengths by \( L \), time by \( \gamma L^2/K \), pressure by \( \eta K/\gamma L^2 \) and stresses (polarity and molecular field) by \( K/L^2 \). The stream function \( \psi \) is introduced such that \( v_x = \partial_\psi \) and \( v_y = -\partial_\psi \), and let the dimensionless activity parameter (which expresses the ratio of active to elastic stresses) be
\[
Z \equiv S \frac{|\Delta \mu| L^3}{K} \equiv S \frac{L^2}{l_c^2},
\]
where \( l_c \) is an intrinsic length of the problem, \( r \equiv \gamma/\eta \) and \( S = -1+(+1) \) for contractile (extensile) stresses. Also taking the curl of Eq.(1) we get
\[
\nabla^4 \psi + \frac{r}{2} \nabla^4 \theta = \frac{1}{2} (\partial_y^2 - \partial_x^2) \sin 2\theta + \partial_y^2 \cos 2\theta
\]
and
\[
\partial_t \theta = \nabla^2 \theta - \frac{1}{2} \nabla^2 \psi + (\partial_y \psi)(\partial_y \theta) - (\partial_y \psi)(\partial_x \theta).
\]

### III. METHODS

#### A. Numerical algorithm

Fortran codes supplied by R. Alert are taken as the starting point and slightly adapted to each situation. An algorithm combining spectral methods and finite differences is used, in a way that simulations for the polarity field (as well as for the stream function) are performed in a lattice with \( n \) nodes in each direction, which represent real-space points or Fourier modes (so \( n \) must be a power of two). The larger \( n \) the better resolution, but the simulation time increases very strongly with it. Typically the initial condition for the angle field is chosen to be a small amplitude sinusoidal perturbation, \( \theta(r,0) = \theta_0 \sin(q \cdot r) \), with amplitude \( \theta_0 = 0.05 \pi/2 \) and \( q = 2\pi/L(m_x,m_y) \) where \( m_x,m_y \in \mathbb{Z} \). The final stationary state, if it exists, should not depend on the it.

The procedure then goes as following. First the field \( \theta(r,t) \) and all the other nonlinear terms in Eq.(4) are Fourier transformed, so the stream function can be computed in the Fourier space taking into account that \( \mathcal{F}[\hat{\psi}(iq)\hat{f}] = (iq)^n \hat{f} \) (both \( \mathcal{F}[] \) and \( \cdot \) denoting the Fourier transform omitting the constants). This way
\[
\hat{\psi}_q(t) = -\frac{r}{2} \hat{\theta}_q(t) + \frac{Z}{q^4} \left( \frac{q_x^2 - q_y^2}{2} \mathcal{F}[\sin(2\theta)](q) t \right) - q_x q_y \mathcal{F}[\cos(2\theta)](q) t.
\]

A prescription is needed in order to avoid the divergence due to the \( q = 0 \) mode, so instead we divide by \( q^2 + \epsilon \) with \( \epsilon = 10^{-8} \). Then computing the inverse Fourier transform back to real space we get \( \tilde{\psi}(r,t) \), as well as the velocity field \( \vec{v}(r,t) \), since \( \vec{v} = \nabla \times \psi \). Finally, integrating the dynamics of the polarity field in Eq.(5) by the Euler’s method, the solution for \( \theta(r,t) \) is obtained. In principle it would be better to use an appropriate implicit algorithm such as the alternating-direction implicit (ADI) method, which would be faster and more stable, but such code is not yet fully developed.

All this procedure is repeated for a large number of time steps, summing an increment \( dt \) at each iteration and adding a little bit of noise (to ensure the robustness
of the dynamics) that could come in the real system from thermal or active fluctuations. Numerically, we must add a Gaussian white noise $\xi(\vec{r}, t)$ such that $\langle \xi(\vec{r}, t) \rangle = 0$ and $\langle \xi(\vec{r}, t) \xi(\vec{r}', t') \rangle = 2D\delta(\vec{r} - \vec{r}')\delta(t - t')$ to the angle variable, being $D$ the amplitude of the noise. Then, summing $\xi(\vec{r}, t)$ to the right hand side of Eq.(5), it becomes a Langevin stochastic equation and is implemented within the Euler algorithm by adding the random contribution

$$\sqrt{\frac{2D\Delta t}{\Delta x \Delta y}} G(x, y),$$

where $G(x, y)$ are non correlated and independent Gaussian random numbers of unit variance. We will reach a stationary state when the results for the angle remain unchanged except for small fluctuations.

### B. Simulation parameters

For all the simulations we have fixed $L = 1$ [dimensionless] and $S = -1$ (we focus on contractile stresses as we expect similar qualitative results for extensile ones), and so we set $q_x = 0$ and $q_y = 2\pi/L = 2\pi r$ in order to choose the most unstable mode of the perturbation (forming an angle $\phi = \pi/2$ with $p_0 = p_x$). We fix $r = 1$ and keep varying the activity parameter $Z = -L^2/l_c^2$ (that is, varying the characteristic length $l_c$). The lattice we use has either $n = 128$ or 256 points, and only when the nematic replicas (see below) are implemented we reach 512 (or 1024 for visualization). In order to ensure numerical stability, the higher $n$ (and so the smaller the spacing), the smaller we have to make $dt$, so we use $dt = 10^{-5}, 10^{-6}$ or $10^{-7}$ [dimensionless] respectively. The number of steps we take depends a lot on the other variables, and the amplitude of the noise is taken to be $D = 5 \cdot 10^{-4}$ in the simulation units (results do not depend on it).

In order to find the stationary states and be able to study their stability, first we must know in which range of activity parameters they exist. Due to Eq.(6), for low activity parameters $\Omega < 0$ (in our case for $|Z| < 10\pi^2$) and so the initially implemented perturbation will be stable because the amplitude will decrease (Fig.(1a,b)). But neither do we see any changes in the initial perturbation [except for some fluctuations] between $10\pi^2 < |Z| < 150$, possibly because the evolution is very slow, and so we take 150 as the lower boundary. On the other hand, if we look into too high activities ($|Z| > 2000$), the dynamics becomes turbulent, with the fields persistently varying in a chaotic way with no apparent convergence to a steady configuration (Fig.1c,d)). Therefore, the chosen regime to study is $150 < |Z| < 1500$. Between 1500 and 2000 (or possibly a bit higher) there could possibly still exist steady states, as we could suspect from some of the longest simulations that we did, but the limitation of simulation time did not yield a clear conclusion. They could either exist but not yet been reached, or the persistent dynamics be the signature of some chaotic attractor.

![FIG. 1: Simulation of the polarity field in a lattice of 256 × 256 where color indicates the angle $\theta$. We show the initial condition (a), the evolution after $t = 0.02 = t_c$ for $|Z| = 100$ (b), the evolution after $t = 0.05 = 125t_c$ for $|Z| = 5000$ (c) and the evolution after $t = 0.09 = 225t_c$ for $|Z| = 5000$ (d). Clearly in (b) the angles are essentially the same as in the initial condition whereas in (c) and (d) results are statistically similar but have evolved a lot. Note that the color scales are different. From now on we will always plot the colorbar from -90° to 90° as we are considering a nematic fluid.](image)
due to continuous symmetries of the dynamics. For most values of $|Z|$ we have explicitly checked that the steady state reached from the initial instability is equivalent to the one obtained from the continuation method described above, thus confirming a large basin of attraction of such steady states, possibly including the whole space of initial conditions. These tests also show that the steady states may have some degeneracy due to discrete symmetries, such as in the case shown in Fig. (4).

### B. Stability

From what we have pointed out in section II.A, if we have a system in a stationary state and increase its dimensions, we can expect it to evolve as then a larger wavelength perturbation fits inside the system (unstable stationary state). In this way, by replicating the states obtained in Fig. (2) and so generating a mosaic of larger dimensions, we can effectively investigate the stability of periodic patterns to perturbations of wavelength larger than the period of the pattern.

As $L = 1$ is always fixed in our simulation, duplicating $n$ (simulations in a $512 \times 512$ lattice) is equivalent to dividing the characteristic length $l_c' = l_c/2$, so in order to have the same activity parameter each time we must set $|Z'| = 4|Z|$. Then, from the mosaic of stationary states we introduce a perturbation of wavevector $|q| = 2\pi$ both in $x$ and $y$ (breaking the periodicity of the small system but not of the big one) and let it evolve. This procedure implements a period-doubling perturbation. In some cases ($|Z| = 500$ and 600) we could not elucidate whether the system returned to the stationary state or not, because either it takes too long to return there, or some attractors states exist in which the system stays for a long time. Thus, we started from their stationary states obtained with $n = 128$ (instead of 256) and duplicate those ($256 \times 256$ lattice). Some representative results are the ones in Fig. (5). It is clear then that for low activities (until $|Z| = 500$) the mosaics are...
FIG. 5: Polarity field for $|Z| = 200, 500, 600, 700$ and $1500$ respectively in each row. In a fixed row, polarity field of the steady state for the smaller system (first column), after the perturbation (second column) and after a significant time simulation (third column), always bigger than $t_c$.

stable under period-doubling perturbations, as they return to the unperturbed mosaic, whereas for higher ones (from $|Z| = 600$) they evolve into persistent, apparently turbulent dynamics. These preliminary results should be completed with longer time simulations, and perturbations of longer wavelength.

V. DISCUSSION AND CONCLUSIONS

• We have found explicitly a series of asymptotic steady states as a function of activity, which exist at least up to $|Z| = 1500$, showing their qualitative evolution for increasing activity, from stripes, to undulated stripes, to rhombic arrangements of elongated spots, reaching an angle of $\sim 85^\circ$ (at $|Z| = 650$), that then split into more complex structures. We have also characterized quantitatively the polarization angles at their local extrema.
• We have shown that the basin of attraction of those steady state is large, including the neighborhood of the homogeneous unstable states.
• We have found that for low activities ($|Z| \leq 500$) the steady states are stable under period-doubling perturbations, since perturbed mosaic replicas return to them, whereas for higher activities they evolve to states with apparently persistent dynamics.
• The study confirms a long-wavelength instability of the periodic patterns obtained, implying that for sufficiently large activity (or sufficiently large systems) the system evolves to chaotic dynamics, possibly defining the universality class of active turbulence.

The above results contribute to our understanding of the transition to turbulence in active systems. Further investigation should explore larger systems and longer times, to complete the analysis and to pursue a quantitative characterization of the chaotic dynamics, in particular for weakly turbulent regimes. The long-wavelength instability of periodic states should be explored more rigorously diagonalizing numerically the linear dynamics around the nonlinear steady states. Finally, the extension to finite flow alignment coefficient would be required to justify the claims of universality.
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