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Image quality evaluation in a 
modern pet system: impact of new 
reconstructions methods and a 
radiomics approach
Gabriel Reynés-Llompart1,2, Aida sabaté-Llobera2, Elena Llinares-tello2, Josep M. Martí-Climent3 
& Cristina Gámez-Cenzano2

The present work investigates the influence of different biological and physical parameters on image 
quality (IQ) perception of the abdominal area in a modern PET scanner, using new reconstruction 
algorithms and testing the utility of a radiomics approach. Scans of 112 patients were retrospectively 
included. Images were reconstructed using both OSEM + PSF and BSRM methods, and IQ of the 
abdominal region was subjectively evaluated. First, 22 IQ related parameters were obtained (including 
count rate and biological or mixed parameters) and compared to the subjective IQ scores by means 
of correlations and logistic regression. Second, an additional set of radiomics features was extracted, 
and a model was constructed by means of an elastic-net regression. For the OSEM + psF and especially 
for the BSRM reconstructions, IQ parameters presented only at best moderated correlations with the 
subjective IQ. None of the studied parameters presented a good predictive power for IQ, while a simple 
radiomics model increased the performance of the IQ prediction. These results suggest the necessity 
of changing the standard parameters to evaluate IQ, particularly when a BSRM algorithm is involved. 
Furthermore, it seems that a simple radiomics model can outperform the use of any single parameter to 
assess IQ.

Positron emission tomography (PET) with 18F-2-fluoro-2-deoxy-D-glucose (FDG) has become a routine image 
procedure for the management of oncological patients. Compared to other imaging modalities, PET exams 
are limited by their low spatial resolution and signal-to-noise ratio (SNR)1. However, there is still an interest in 
decreasing as much as possible the administered activity dosage, both for patient safety and economic concerns, 
though images must maintain a certain level of diagnostic accuracy, not only in clinical research and trials, but 
also for medical diagnostic purposes.

The assessment of image quality (IQ) in PET is a challenging task affected by biological and physical factors2. 
It can be studied using phantoms or human examinations by means of different quantitative metrics. Some of the 
measurements could be considered as standard IQ parameters, such as the variance, SNR or contrast-to-noise 
ratio (CNR) of a target region (commonly a lesion or part of the healthy liver when human beings are involved)3–5. 
These parameters are an objective measurement that allows automation, though there can lack a connection 
between them and how IQ is perceived by the physician in some defined tasks (e.g. organ definition).

Beyond the reconstructed image, there is another set of IQ parameters derived from the count statics of a PET 
study. The measurement of the patient noise equivalent count rate (NECR) is a promising idea in order to predict 
IQ, providing a measure of the image count statistics corrected by the degrading scatter and random events. 
Several studies have reported a relationship between NECR and other IQ parameters6–10, including IQ percep-
tion11. However, in everyday practice, clinical NECR is not used to optimize clinical protocols or to establish a 
minimum level of IQ for clinical trials, probably due to the high uncertainties involved in its IQ prediction.
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Another form of IQ assessment is via model-based tasks using automated models. Nevertheless, qualitative 
tasks are difficult to automate, as they involve a subjective human assessment, and models are usually limited to 
lesion detectability and conspicuity12,13.

In recent years, one of the main gains in IQ comes from advances in reconstruction methods. The inclusion 
of point-spread function (PSF) modeling in the iterative methods supposed an improvement in terms of diag-
nostic performance, though the relation between count statistics and IQ increased in complexity7. Additionally, 
penalized reconstruction methods were recently introduced into clinical practice. In contrast to ordered subset 
expectation maximization (OSEM), block sequential regularized expectation maximization (BSREM) methods 
can run until full convergence while controlling noise levels14–16. The penalization acts as a selective filtering and 
the level of noise or IQ could be rather different than OSEM with PSF algorithms. The reliability of predicting IQ 
using the aforementioned assessment methods, such as the SNR or NECR, has never been tested on these new 
reconstruction algorithms.

Despite all factors that could affect IQ in PET studies, dosage optimization of the administered activity is 
usually calculated only in terms of patient weight17. Once the acquisition starts, the only relevant parameters that 
have a direct impact on image quantification are the acquisition time and image reconstruction settings, the latter 
being delicate to modify18.

A fast and automated model to predict IQ could optimize the acquisition and reconstruction parameters in 
real time, or serve as a basic metric to compare acquisitions in multicentric studies. Thus, this task could benefit 
the emerging field of radiomics, which intends to extract and process a large number of quantitative features 
from radiological images19. Automated IQ evaluation using these methodologies has been developed for brain 
and liver magnetic resonance imaging (MRI)20,21; however, there is still a lack of research on this topic in nuclear 
medicine imaging.

The present study has two main aims, and hence the manuscript is divide in two parts: the first one is to 
investigate the influence of different biological and physical parameters on IQ perception of the abdominal area 
using new algorithms (OSEM + PSF and BSREM) and a modern PET scanner (Discovery IQ); the second one 
aims to test the utility of a radiomics approach in the first task. The study is focused on the abdominal region as 
the presence of different anatomic structures, sometimes with low SNR and definition, makes it a complex area 
to evaluate in PET studies.

Material and Methods
We obtained approval from the Bellvitge University Hospital Institutional Review Board. All work was done in 
accordance with institutional guidelines and regulations. This manuscript has been revised for its publication by 
the Clinical Research Ethics Committee of Bellvitge University Hospital. Written informed consent was waived 
by this Committee, as it was a retrospective analysis of our usual everyday work. The data of the patients were 
anonymized for the purposes of this analysis. The confidential information of the patients was protected accord-
ing national normative.

Patient selection, image acquisition and reconstruction. A total of 112 patients were retrospectively 
included. Patients were selected sequentially from torso oncological FDG PET/CT studies; a detailed description 
of its referral reason can be seen on Table 1. Exclusion criteria were: a blood glucose level higher than 200 mg/dl, 
an uptake time outside the range of 60–100 min after FDG injection, and any abnormal condition such as artifacts 
or lesions which averted a correct evaluation of the abdominal region.

PET/CT acquisitions were performed according to the EANM 2.0 guidelines17. Patients were injected with 
2.7 MBq/kg and scanned at 2 min/bed position. All data were acquired on a Discovery IQ 5-ring PET/CT22 (GE 
Healthcare, Waukesha). Mean injected activity was 194 MBq (range 97–374 MBq) and mean uptake time was 
68 min (range 60–98 min). Overlap between beds was 19%.

Characteristics

Age (years), median (range) 66 (19–86)

Sex, no. (%)

   Male 58 (52%)

   Female 54 (48%)

Referral reason, no. (%)

   Lung 25 (20%)

   Gynecologic 25 (20%)

   Colorectal 21 (19%)

   Lymphoma 12 (11%)

   Skin Cancer 9 (8%)

   Head and Neck 5 (4%)

   Unknown Primary 4 (3%)

   Hepatobiliary 4 (3%)

   Urologic 4 (3%)

   Breast 3 (3%)

Table 1. Clinical characteristics of the studied population and referral reason for the PET/CT scan.
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Two different reconstructions were used: an OSEM iterative reconstruction with modeling PSF (OSEM + PSF), 
commercial name VUE Point HD-Sharp (VPHD-S, GE Healthcare, Waukesha), using 12 subsets, 4 iterations and 
a 4.8 Gaussian post-filtering; and a BSRM penalized algorithm with PSF correction, Q.Clear (GE Healthcare, 
Waukesha), using a β value of 350, which is a validated penalization value for torso oncological examinations16. 
Both algorithms used an image matrix of 256 × 256 and CT based attenuation correction, as well as dead time, 
random, and scatter events corrections.

Subjective image quality evaluation. Images were transferred to a dedicated review platform (AW 
Server 2.0) (GE Healthcare, Waukesha). IQ perception was evaluated by two different expert nuclear medicine 
physicians; both rankers had more than two years of clinical experience using the BSRM and OSEM + PSF recon-
structions in the PET/CT system. Figure 1 summarizes the workflow for the extraction and processing of all 
data. Physicians were asked to evaluate the IQ of the axial slices of the abdominal area (IQABD) considering the 
conspicuity of the structures and the apparent noise. The score was ranked from 1 to 5 (1 non-diagnostic IQ, 2 
poor IQ for diagnosis, 3 acceptable IQ but could lead to some undetermined judgment, 4 good IQ, and 5 excellent 
IQ). Moreover, all images were visualized in a randomized order mixing both reconstructions. The IQABD was 
also grouped between low diagnostic quality (LQ) (1–3.5 score) and high diagnostic quality (HQ) (>3.5 score) 
to obtain a binary problem.

Image quality features extraction. All data were processed with an in-house software programmed using 
Python 3.7 that automatically detected the bed containing more liver parenchyma, which was defined as the 
abdominal bed. As the Discovery IQ has an axial field-of-view (FOV) of 26 cm, it is a reasonable assumption 
that a single bed will include a major part of the liver. Table 2 presents all studied variables. All parameters were 
obtained from the data available in the DICOM header and from the image.

Figure 1. All image quality features were extracted and processed using an automatic pipeline. Blue line 
describes the first phase of the methodology: image is converted to SUV units and an automatic algorithm 
detects the slice including more liver parenchyma. Then, all DICOM data are extracted from the bed 
corresponding to this slice and a region of interest is placed on the liver to extract ROI-based image quality 
metrics. From a body mask, all slice-based image quality parameters are extracted. The green line describes 
the second phase: all common radiomics features are also extracted from the selected slices, as well as from its 
surrounding volume. Next, an elastic-net model is fitted selecting the relevant features. Results are compared in 
both lines with the subjective assessment.

Biological Count related Mixed

Pre-image reconstruction

Age, glucose level, body weight, 
body height, BMI, LBM

Activity at scan time, true count 
rate, random count rate, scatter 
rate, NECR, PNECR

Uptake time, RDW, 
RDBMI, RDLBM

Post-image reconstruction

Noise related Radiomics Others

VarianceROI, SNRROI, 
VarianceSlice, SNRSlice and CNR

1st order, GLCM, GLZM, GLRM, 
GLDM, NGTDM

Patient position 
misplacement 
(center shift)

Table 2. Pre- and post-image reconstruction considered IQ parameters.
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First, the image was loaded and converted to SUV units (Fig. 1). The slice containing the most liver paren-
chyma was automatically detected by using some heuristics on the suspected position range and the expected 
SUV values from healthy liver. More details of the used method can be found on supplemental data. Once the 
slice was defined, all count data and patient (biological) related data were extracted from the corresponding slice 
DICOM data. Additionally, an automatic region-of-interest (ROI) was placed in the healthy liver to account for 
SUV variance and SNR.

Next, a segmentation of the patient body in the liver slice was performed using a thresholding method fol-
lowed by a morphological processing, which provides a mask used to perform all non-ROI based measurements. 
The same mask was used to fit the minimum circle around the abdominal surface and find the patient position 
misplacement (center shift).

Biological parameters that could potentially affect IQ included the age of the patient, glucose level at the injec-
tion time, patient height and weight, and uptake time. Body mass index (BMI) and lean body mass (LBM) were 
also computed, the second one defined as recommended by EANM 2.0 guidelines17, according to Janmahasatian 
equation23, which depends on patients’ sex.

NECR was computed directly over the total prompts, the random events, and the scatter factor extracted from 
manufacturer’s data inside the relevant DICOM tags, using the formulation provided by the NEMA standards24, 
defined as

=
+ +

.NECR T
T S R (1)

2

No additional corrections were used over these data, as could be the extraction of all count outside the body6,9. 
A metric closely related to the NECR was also used, called pseudo-NECR (PNECR) which was directly obtained 
from the sinogram and proportional to the NECR6, and defined as

=
+
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An additional set of mixed parameters that combine count and biological parameters was considered. The 
ratios between activity at the acquisition start time and patient weight, BMI and LBM were also computed, 
defined as RDW

11, RDBMI
11 and RDLBM, respectively.

The mean value and variance were measured in the healthy liver ROI and in the body mask. SNR was meas-
ured dividing the mean value and standard deviation. CNR was measured using the ROI mean value and the 
mean and standard deviation of the mask. Lastly, from the body mask, the minimum surrounding circumference 
was extracted to compute the patient positioning shift (center shift, to abbreviate).

Radiomics features were extracted using the pyradiomics package25 from the same body mask described in the 
previous paragraphs. Moreover, the mask was extended to the two consecutive slices in both cranial and caudal 
directions to obtain a 3-dimensional mask, which will be referred as zone features. The extracted features are 
defined in compliance with feature definitions as described by the Imaging Biomarker Standardization Initiative 
(IBSI)26. A fixed bin number of 64 was used for feature extraction, employed in previous studies showing good 
reproducibility27.

Investigations using standard parameters. All parameters listed in Table 2, excluding the radiom-
ics features, were correlated to the IQABD for both algorithms. Furthermore, this metrics were also compared 
using a two tailed Wilcoxon signed-rank test. Next, we studied the predictive power of all relevant parameters. 
All data was randomly split in a training (n = 73) and a test (n = 39) set. For each statistically significant value 
(p-value < 0.05) a logistic regression was fitted on the train data. Predicted IQABD was computed for the test and 
train datasets, and the area under the curve (AUC) was obtained from the Receiver Operating Characteristic 
(ROC) curve.

Building a Predictive Radiomics Model. To build a radiomics model to assess the IQ perception, the 
same train and test datasets were used. All Table 2 parameters were initially included in the radiomics model. 
This model consists of all IQ related parameters, as well as the texture parameters from the 1st order statistics 
(19 features), Gray Level Co-occurrence Matrix (GLCM, 24 features), Gray Level Size Zone Matrix (GLZM, 
16 features), Gray Level Run Length Matrix (GLRM, 16 features), Gray Level Dependence Matrix (GLDM, 14 
features), and Neighbouring Gray Tone Difference Matrix (NGTDM, 5 features). Non-normal features were log 
transformed. All features were standardized, by subtracting to each value the variable mean and dividing by the 
standard deviation. As the number of patients is limited, we used an algorithm to perform a feature reduction. 
First, Spearman’s rank correlation coefficients were calculated to examine the internal correlation between indi-
vidual features. Redundant features with linear correlation coefficients >0.95 were removed. Then, an elastic-net 
feature selection approach and model building was adopted, which is a combination of the least absolute shrink-
age selection operator (LASSO) and the Ridge Regression, and is suitable for the regression of high-dimensional 
data28. The LASSO shrinks all regression coefficients towards zero to set the coefficients of non-contributing 
features to exactly zero. To find an optimal penalization terms, a ten-fold cross validation with minimum crite-
ria was used in the elastic-net parameter tuning. The retained features with non-zero coefficients were used for 
regression model fitting and combined into a radiomics signature. Different models were computed for the OSEM 
and BSRM algorithms.
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The performance of the model was reported using the ROC methodology and AUC values in the training and 
test sets. The regression and its validation were performed using the R software version 3.4.4 (the R foundation) 
through the caret and glmnet packages.

Results
Mean IQABD was 3.0 ± 0.8 and 3.2 ± 0.8 for the OSEM + PSF and BSRM reconstructions, respectively (p = 0.006 
using a paired t-test). Weighted Cohen’s kappa coefficient between rankers was 0.46. Figure 2 presents the cor-
relation matrix between all studied variables. For the OSEM + PSF the three IQ parameters presented only at 
best moderated correlations. The highest correlation coefficients were found with patient weight (r = −0.574), 
LBM (r = −0.48), BMI (r = −0.41), activity at scan time (r = −0.37), and NECR (r = 0.37). For the BSRM algo-
rithm, correlations between variables and IQABD score were lower: RDW (r = 0.43), weight (r = −0.24), and LBM 
(r = −0.22). For NECR the correlation was also reduced (r = 0.12). On the other hand, despite some observable 
degree of heteroscedasticity in the data, there was a clear positive correlation between NECR and SNR2 (r = 0.54 
and 0.56, for the OSEM + PSF and BSRM algorithms, respectively).

Supplemental Fig. 1 shows the relation of NECR with BMI, and Supplemental Fig. 1 the relation of SNR2
Slice 

with NECR. It should be noted that RDW presented a highly non-normal distribution of values, and hence the 
validity of the regression coefficient is limited. Figures 3, 4 present the relation between IQABD and some selected 
variables for both reconstructions.

For the discretized analysis, in the case of the OSEM + PSF reconstruction, the parameters that present statis-
tically significant differences (p < 0.05) are patient LBM (p = 0.0005), RDW (p = 0.007), weight (p = 0.001), height 
(p = 0.003), CNR (p = 0.01), BMI (p = 0.02), NECR (p = 0.02), and PNECR (p = 0.04). For BSRM the parameters 
which present lower p-values are patient RDW (p = 0.006), height (p = 0.03), CNR (p = 0.04), and LBM (p = 0.05). 
For further details, see Supplemental Table 1.

Table 3 shows the AUC obtained from fitting a logistic regression to each statistically significant variable for 
the train and test dataset. For all parameters, the OSEM + PSF reconstruction presented higher AUC values than 
the BSRM reconstruction, and from both reconstruction methods, the RDW followed by the LBM parameters 
presented the highest AUC values for the test data.

Regarding the radiomics model, Supplemental Fig. 1 presents the parameter tuning of the elastic-net model. 
The resulting ROC can be seen in Fig. 5 for the test and train datasets. The resulting AUC is greater for the 
OSEM + PSF compared to the BSRM reconstruction. Also, for both algorithms, the radiomics AUC values were 
higher than the single parameter logistic regressions. The model selected variables and their importance are 
shown in Supplemental Fig. 4.

Discussion
The assessment of PET IQ is a complex task, as is highly subjective and depends on many different parameters. 
This study demonstrates its difficulty when single parameters are used, and aims to point the necessity of adopt-
ing an alternative model, as could be a radiomics model, especially when considering the increasing tendency of 
using penalized algorithms in modern systems. Our work shows how when using modern reconstruction algo-
rithms and clinical acquisition settings most common single parameters are not correlated with the evaluation of 
IQ by physicians.

Research methodology in the present study is similar to that of Queiroz et al.11, and in a similar fashion, 
we found an expected relation between NECR and SNR2. Even if our settings were different, especially, to the 
best of our knowledge, this is the first study evaluating the relationship between NECR and IQ using a BSRM 

Figure 2. Pearson’s r correlations between all studied variables for OSEM + PSF (A) and BSRM (B) 
reconstructions. Statistically significant correlations (p < 0.05) are the ones with |r| >0.2.
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reconstruction algorithm. Despite all this, we did not find any relevant relation between the NECR and IQ scores, 
particularly for the BSRM reconstruction method. A possible explanation is that our work is restricted to patients 
with an uptake time below 100 min, instead of the 128.3 min in average in the mentioned paper. Increasing the 
uptake time could increase the range of NECR values. Our purpose was to use a clinical relevant setting and 
we restricted our data accordingly. Furthermore, our injected activity is 2.7 MBq/kg instead of 4.3 MBq/kg of 
Queiroz et al.

In accordance to previous publications15,22, in our study IQ was also ranked higher for BSRM than for 
OSEM + PSF. However, when comparing IQ scores with most IQ parameters, lower correlations and higher 
p-values were found for the BSRM algorithm. This is partially explained by the higher and less variable IQABD 
scores, which limit a possible correlation. Yet, the non-linear reconstruction possibly dismisses the effect of exter-
nal causes in IQ. The single parameter presenting a higher AUC value for the BSRM algorithm is RDW. This 
result must be taken with caution though, as it presents a non-uniform distribution, as can be seen in the linear 
regression figures. Thus, the good results in predicting HQ and LQ images could be due a discretization effect, so 
further work should be performed to confirm its utility. Aside from RDW, among all studied parameters, LBM is 
the only one that shows a lower p-value and a higher AUC in both reconstruction methods.

Most publications about PET IQ using clinical data only focus in lesion conspicuity3–5, although there are 
other independent diagnostic tasks. When dealing with the abdominal zone, parameters such as SNR (extracted 
from a ROI in the healthy liver) are often used as a measure of IQ4, but according to our results, they may have 
limited value differentiating between LQ and HQ images.

In contrast, we present a simple radiomics model as a proof of concept that a different paradigm can be 
applied on IQ evaluation, increasing the AUC presented by any single parameter. The present model has several 
limitations, though. First, this is a retrospective study with a relatively small sample size, even if an independent 
validation cohort from our institution was used. In the future, a large-scale multicenter study would be con-
venient to fully assess the generalization ability of the model. Second, it uses extracted data from a single slice 

Figure 3. Selected relevant studied variables for the OSEM + PSF (VPDH-S) reconstruction method. The 
dotted line represents an adjusted linear regression and its 95% confidence interval.
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and the surrounding slices as different inputs, although the evaluation was performed in the entire abdominal 
area. Despite the abdominal slice selected was manually verified, in order to increase the number of slices better 
algorithms for detecting the abdominal area should be applied, as a miss-selection of the abdominal zone could 
include undesired structures (such as the heart), which could potentially affect any feature values. Third, the 
model uses an elastic-net algorithm, but other more sophisticated models, such as neural networks could be 
applied21. Moreover, it would be interesting to mix different reconstruction methods and settings in the same 
model, although that would require a completely different study design, out of the present scope. Lastly, some 

Figure 4. Selected relevant studied variables for the BSRM (Q.Clear) reconstruction method. The dotted line 
represents an adjusted linear regression and its 95% confidence interval.

OSEM + PSF BSRM

Train Test Train Test

Weight (kg) 0.67 (0.50–0.84) 0.64 (0.51–0.78) 0.57 (0.38–0.76) 0.58 (0.44–0.71)

Height (cm)* 0.56 (0.36–0.75) 0.59 (0.44–0.73) 0.51 (0.32–0.70) 0.62 (0.48–0.75)

BMI (kg/m2) 0.67 (0.50–0.84) 0.64 (0.49–0.79) 0.56 (0.37–0.75) 0.55 (0.42–0.69)

LBM (kg)* 0.63 (0.44–0.82) 0.65 (0.50–0.80) 0.51 (0.33–0.72) 0.60 (0.47–0.73)

NECR 0.74 (0.57–0.91) 0.65 (0.51–0.78) 0.62 (0.44–0.79) 0.56 (0.42–0.69)

PNECR 0.76 (0.58–0.94) 0.66 (0.53–0.80) 0.60 (0.42–0.78) 0.59 (0.47–0.73)

RDW* 0.75 (0.60–0.91) 0.73 (0.61–0.86) 0.75 (0.59–0.91) 0.64 (0.59–0.78)

CNR* 0.54 (0.36–0.73) 0.63 (0.48–0.77) 0.58 (0.39–0.76) 0.53 (0.39–0.66)

Table 3. Calculation of the AUC and the 95% confidence interval for all significant variables when using the 
OSEM + PSF algorithm. Variables that were also significant for the BSRM reconstructions are marked with an 
asterisk.
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radiomics features could have a direct interpretation in terms of some IQ traits, such as lesion conspicuity or 
structure definition. Even if we have treated the model as a black box, it will be still useful to interpret the relation 
of each radiomics feature with a specific aspect of IQ. It should be noted that to achieve this goal, a current limi-
tation of the present approach is the difficulty to obtain higher correlations between IQ rankers, the present study 
shows a rather moderate correlation, more work should be done extending redesign the study to include more 
rankers, ideally from different institutions.

Furthermore, PET IQ is potentially dependent on many pre-imaging parameter conditions17, some of which 
were considered in the present manuscript (i.e. glucose level or uptake-time), but others are difficult to quantify, 
as could be other metabolic conditions. Additionally, PET imaging has the possibility to modify IQ by changing 
the acquisition time or reconstruction settings. Beyond the clear advantages of obtaining an objective IQ score, an 
IQ radiomics model could be performed during the PET scan, by applying a fast OSEM reconstruction during the 
acquisition, and modifying the duration of the scan or reconstruction settings according to the results. Moreover, 
our methods are easily extensible to other anatomical areas, such as the brain, where a correct definition of the 
structures could be of special importance for multicentric clinical trials20.

Conclusion
The present work is a first step to a comprehensive analysis of the abdominal area IQ, pointing the necessity of 
changing the standard parameters to evaluate IQ, particularly when a BSRM algorithm is involved. Moreover, the 
promising role of a radiomics approach to assess IQ has been investigated, and according to our results a simple 
model can outperform the use of any single parameter.

References
 1. Berg, E. & Cherry, S. R. Innovations in instrumentation for positron emission tomography. Semin. Nucl. Med. (2018).
 2. Fukukita, H. et al. Japanese guideline for the oncology FDG-PET/CT data acquisition protocol: Synopsis of Version 2.0. Ann. Nucl. 

Med. 28, 693–705 (2014).
 3. Lois, C. et al. An Assessment of the Impact of Incorporating Time-of-Flight Information into Clinical PET/CT Imaging. J. Nucl. 

Med. 51, 237–245 (2010).
 4. Yan, J., Schaefferkoette, J., Conti, M. & Townsend, D. A method to assess image quality for Low-dose PET: Analysis of SNR, CNR, 

bias and image noise. Cancer Imaging 16, 1–12 (2016).
 5. Amakusa, S. et al. Influence of region-of-interest determination on measurement of signal-to-noise ratio in liver on PET images. 

Ann. Nucl. Med. 32, 1–6 (2018).
 6. Carlier, T. et al. Clinical NECR in 18F-FDG PET scans: Optimization of injected activity and variable acquisition time. Relationship 

with SNR. Phys. Med. Biol. 59, 6417–6430 (2014).
 7. Chang, T. et al. Reliability of predicting image signal-to-noise ratio using noise equivalent count rate in PET imaging. Med. Phys. 39, 

5891–5900 (2012).
 8. Karakatsanis, N. A., Fokou, E. & Tsoumpas, C. Dosage optimization in positron emission tomography: state-of-the-art methods and 

future prospects. Am. J. Nucl. Med. Mol. Imaging 5, 527–47 (2015).
 9. Watson, C. C. et al. Optimizing injected dose in clinical PET by accurately modeling the counting-rate response functions specific 

to individual patient scans. J. Nucl. Med. 46, 1825–34 (2005).
 10. Mizuta, T. et al. NEC density and liver ROI S/N ratio for image quality control of whole-body FDG-PET scans: Comparison with 

visual assessment. Mol. Imaging Biol. 11, 480–486 (2009).
 11. Queiroz, M. A., Wollenweber, S. D., von Schulthess, G., Delso, G. & Veit-Haibach, P. Clinical image quality perception and its 

relation to NECR measurements in PET. EJNMMI Phys. 1, 103 (2014).
 12. Schaefferkoetter, J. D., Yan, J., Townsend, D. W. & Conti, M. Initial assessment of image quality for low-dose PET: Evaluation of 

lesion detectability. Phys. Med. Biol. 60, 5543–5556 (2015).
 13. Wangerin, K. A. et al. Effect of 18F-FDG Uptake Time on Lesion Detectability in PET Imaging of Early-Stage. Breast Cancer. 

Tomography 1, 53–60 (2015).
 14. Ahn, S. & Fessler, J. A. Globally convergent image reconstruction for emission tomography using relaxed ordered subsets algorithms. 

IEEE Trans. Med. Imaging 22, 613–626 (2003).

Figure 5. Model performance by means of a ROC curve for (A) train and (B) test datasets.

https://doi.org/10.1038/s41598-019-46937-8


9Scientific RepoRts |         (2019) 9:10640  | https://doi.org/10.1038/s41598-019-46937-8

www.nature.com/scientificreportswww.nature.com/scientificreports/

 15. Teoh, E. J., McGowan, D. R., Macpherson, R. E., Bradley, K. M. & Gleeson, F. V. Phantom and Clinical Evaluation of the Bayesian 
Penalized Likelihood Reconstruction Algorithm Q.Clear on an LYSO PET/CT System. J. Nucl. Med. 56, 1447–1452 (2015).

 16. Reynés-Llompart, G. et al. Phantom, clinical, and texture indices evaluation and optimization of a penalized-likelihood image 
reconstruction method (Q. Clear) on a BGO PET/CT scanner.

 17. Boellaard, R. et al. FDG PET/CT: EANM procedure guidelines for tumour imaging: version 2.0. Eur. J. Nucl. Med. Mol. Imaging 42, 
328–354 (2015).

 18. Boellaard, R., Krak, N. C., Hoekstra, O. S. & Lammertsma, A. A. Effects of noise, image resolution, and ROI definition on the 
accuracy of standard uptake values: a simulation study. J. Nucl. Med. 45, 1519–1527 (2004).

 19. Lambin, P. et al. Radiomics: The bridge between medical imaging and personalized medicine. Nat. Rev. Clin. Oncol. 14, 749–762 
(2017).

 20. Esteban, O. et al. MRIQC: Predicting Quality in Manual MRI Assessment Protocols Using No-Reference Image Quality Measures. 
bioRxiv 1–18, https://doi.org/10.1101/111294 (2017).

 21. Esses, S. J. et al. Automated image quality evaluation of T2-weighted liver MRI utilizing deep learning architecture. J. Magn. Reson. 
Imaging 47, 723–728 (2018).

 22. Reynés-Llompart, G. et al. Performance Characteristics of the Whole-Body Discovery IQ PET/CT System. J. Nucl. Med. 58, 
1155–1161 (2017).

 23. Janmahasatian, S. et al. Quantification of lean bodyweight. Clin. Pharmacokinet. 44, 1051–1065 (2005).
 24. National Electrical Manufacturers Association. Performance measurements of positron emission tomographs. NEMA Standards 

Publication NU 2-2012 (2012).
 25. Van Griethuysen, J. J. M. et al. Computational radiomics system to decode the radiographic phenotype. Cancer Res. 77, e104–e107 

(2017).
 26. Zwanenburg, Alex and Leger, Stefan and Vallièes, Martin and Löck, S. and others. Image biomarker standardisation initiative. arXiv 

Prepr. arXiv1612.07003, https://doi.org/10.17195/candat.2016.08.1 (2016).
 27. Presotto, L. et al. PET textural features stability and pattern discrimination power for radiomics analysis: An “ad-hoc” phantoms 

study. Phys. Medica 50, 66–74 (2018).
 28. Society, R. S. Regression Shrinkage and Selection via the Lasso Author (s): Robert Tibshirani Source: Journal of the Royal Statistical 

Society. Series B (Methodological), Vol. 58, No. 1 Published by: Blackwell Publishing for the Royal Statistical Society Stabl. 58, 267–288 
(2010).

Author Contributions
G.R.L. participated in the design of the study, carried out the technical data acquisition, in-house programs, 
data analysis, and drafted the manuscript. A.S.L. participated in the design of the study and the subjective image 
quality data acquisition, data manipulation, and critical review of the manuscript. E.L.T. participated in the 
subjective image quality data acquisition. J.M.M.C. participated in the design of the study, and was responsible 
for the technical support, data interpretation, and critical review of the manuscript. C.G.C. was responsible of a 
critical review of the manuscript. G.R.L., A.S.L., J.M.C. and C.G.C. were responsible for the study concept and 
design. All authors read and approved the final manuscript.

Additional Information
Supplementary information accompanies this paper at https://doi.org/10.1038/s41598-019-46937-8.
Competing Interests: The authors declare no competing interests.
Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2019

https://doi.org/10.1038/s41598-019-46937-8
https://doi.org/10.1101/111294
https://doi.org/10.17195/candat.2016.08.1
https://doi.org/10.1038/s41598-019-46937-8
http://creativecommons.org/licenses/by/4.0/

	Image quality evaluation in a modern PET system: impact of new reconstructions methods and a radiomics approach
	Material and Methods
	Patient selection, image acquisition and reconstruction. 
	Subjective image quality evaluation. 
	Image quality features extraction. 
	Investigations using standard parameters. 
	Building a Predictive Radiomics Model. 

	Results
	Discussion
	Conclusion
	Figure 1 All image quality features were extracted and processed using an automatic pipeline.
	Figure 2 Pearson’s r correlations between all studied variables for OSEM + PSF (A) and BSRM (B) reconstructions.
	Figure 3 Selected relevant studied variables for the OSEM + PSF (VPDH-S) reconstruction method.
	Figure 4 Selected relevant studied variables for the BSRM (Q.
	Figure 5 Model performance by means of a ROC curve for (A) train and (B) test datasets.
	Table 1 Clinical characteristics of the studied population and referral reason for the PET/CT scan.
	Table 2 Pre- and post-image reconstruction considered IQ parameters.
	Table 3 Calculation of the AUC and the 95% confidence interval for all significant variables when using the OSEM + PSF algorithm.




