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Abstract: The aim of the project is to find an objective tool to analyze relevant data on gender
studies. Over the total proven methods, K-modes has been chosen as the most suitable tool for the
analysis due to the categorical nature of the variables in the data-set. The algorithm implementation
produces sub-groupings of the samples depending on the dis/similarities between them. The input
data were obtained from a survey answered by Spanish physics professors.

I. INTRODUCTION

Whereas the general tendency over the science faculties
in Spain shows an increase of the female professors per-
centage, numbers still show low participation in physics
faculties. In 2013 at the University of Barcelona there
was 44,9% of women as PDIs while in 2018 the number
increased up to 46%.

Nevertheless, examining all departments of the Univer-
sity of Barcelona, the last four positions regarding women
jobs percentages come from the Faculty of Physics. Fur-
thermore, the Faculty of Physics shows the second in-
ferior percentage of women as professors with 18% [1].
Comparing the figures with the overall physics universi-
ties in Spain the percentage is pretty similar. Besides,

UB

Applied Physics 24

Quantum Physics and Astrophysics 19

Condensed Matter Physics 19

Electronic Engineering 15

TABLE I: Comparative table of % of women working
in physics departments at the University of Barcelona
(UB).[1][2]

research carried out by the Spanish Ministry of Science
reflected that in scientific institutions such as the Span-
ish National Research Council (CSIC), during the same
period, the women percentage maintained at 42 %. How-
ever, the grade A workplaces were stagnant in man with
75%[2].

In response to these relevant statistics, the Gender
Equality Association of the Faculty of Physics from the
University of Barcelona designed a survey to go beyond
the classic gender analysis while looking for hidden pat-
terns among the community of professors. The aim of
the study was to distribute the surveyed sample in dif-
ferent groups based on the dis/similarity amongst them,
depending on the responses they had provided. The di-
mension of the data, which corresponds to the number
of questions, required computational techniques due to
the time and volume of the operations involved. For all
the reasons listed above, the machine learning clustering
analysis is proposed [3]. The most challenging issue to

settle is the choice of the right algorithm to deal with the
categorical nature of the data.

II. PATTERN RECOGNITION METHODS

Two approaches could be followed assuming that the
objective of the project is to find hidden patterns from
a multiple-choice questionnaire. Both statistics and ma-
chine learning methods share the objective of learning
from the data. Choosing a machine learning method
rather than the classic statistics would be justified be-
cause, unlike the second one, the first one does not re-
quire previous suppositions on the correlations between
variables [4]. Moreover, this is expected to be a forward-
thinking project that aspires to seek the possible benefits
provided by machine learning towards gender analysis.

A. Choosing the right algorithm

One of the challenges that machine learning involves
is choosing the right algorithm. In the first stage, it is
divided into two learning methods, supervised and unsu-
pervised. While supervised learning requires knowing the
answer to some of the data so that the algorithm could be
trained, in unsupervised learning the output is unknown
[4]. Therefore, unsupervised learning will be more appro-
priate due to the small amount of previous information.
Commonly used to group unlabelled data, clustering un-
supervised learning methods will be considered from now
on [3].

B. From k-means to k-modes

In order to obtain the right clustering algorithm, it
is important to take into account the number of output
clusters expected, its size, and geometry. Accordingly,
K-means clustering is proposed, due to the low number
of clusters we are expecting from the analysis and the
not very large data-set.

Furthermore, when there is a belief in the variation in
the behaviour of different subgroups, K-means is used.
The method is particularly useful when the data has so
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many dimensions that it is not possible to visualize the
dependencies in a graphic.

1. K-means

K-means algorithm divides m points within n dimen-
sions into k clusters, so that the within-cluster sum of
squares is minimized. That means that the process can
be understood as an optimization problem, where the
Euclidean distance is the objective function to be mini-
mized. From now on, points will be represented as vec-
tors (1) in the n dimension space [5].

(x1, x2, x3, ..., xn) (1)

The algorithm works through the steps listed below:

1. The algorithm starts by picking up some random
points that will be considered the first cluster cen-
ters, also known as centroids (2). It is important
to remark that K-means random starting points do
not have to be in the data-set as long as they are
in the data space.

(c1, c2, c3, ..., ck) = centroids (2)

2. Once centroids have been selected, K-means will
build k different groups. To achieve that goal,
the algorithm iterates over all points and calcu-
lates the Euclidean distance (3) between it and all
the centroids to finally assign it to the nearest one.
Euclidean distance is defined as absolute value of
squared difference between each point (1) to its cen-
troid (2).

D(xi, ci) =

√√√√ n∑
i=1

(xi − ci)2 (3)

To quantify how confident we are in the cluster as-
signments rather than simply allocate every point
to the closest cluster, responsibility (4) is calcu-
lated. Responsibility measures the probability of
every point to pertain to a certain cluster.

rnk =
exp(−βD(ck, x

n))∑
i exp(−βD(ck, xn))

(4)

3. When all points have been assigned to a cluster,
centroids will be recalculated considering the points
in that moment belonging to the cluster. In or-
der to know which is the new center of the cluster,
the mean (5) of all points from the same cluster
is computed. The mean of a set of vectors is eas-
ily obtained by adding them up and dividing by
the number of vectors. However, every data point
would be influenced by the responsibility (4) and as
a consequence regular mean transforms to weighted

arithmetic mean. As a result, a new centroid is ob-
tained.

ck =

∑
n r

n
kx

n∑
n r

n
k

(5)

where rε[0, 1]

4. Once all centroids have been calculated we go back
to step 2 and repeat the two steps mentioned be-
fore over and over until they converge to an an-
swer. In order to know when an optimal solution
has been reached, an objective function (6) is cre-
ated. Defined as the sum over the n dimensions of
the sum over the k clusters of the Euclidean dis-
tance (3) weighed with the matching responsibility
(4), it is to be considered the key in the points re-
assignment. That could be also understood as an
optimization problem where the minimized func-
tion will define the end of the loop [6].

φ =
∑
n

∑
k

rkn||ck − xn||2 (6)

Over the iterations, it is mathematically guaran-
teed that the objective function (6) will always de-
crease to a local minimum [5].

While the theory is clear, the biggest problem appears
in relation to our data-set: K-means algorithm is not di-
rectly applicable to categorical data. Consequently, Eu-
clidean distance in which K-means is based does not make
sense in a discrete space. To overcome the problem two
methodologies can be followed.

From the k-means basis, the first method consists in
making a pre-processing to transform the categorical val-
ues into binary.

Owing to the high execution time and computational
memory required, this method was discarded. Therefore,
an alternative method must be explored.

2. K-modes

The second approach proposed is an extended version
of K-means, called K-modes. K-modes algorithm works
very similarly to K-means, though, instead of using the
mean (5) to calculate the centroid it uses the mode [7].
In other words, the clusters will be defined based on the
number of matching categories between data points that
means using the highest frequency to form the clusters.
As in more categories two points overlap, the higher their
probability to belong to the same cluster [8]. Differences
from both algorithms are commented subsequently.

1. Just like in k-means, the first step would consist
of assigning randomly a number of points as the
transitory k modes.

2. During the points clustering assignment, while in
K-means the Euclidean distance (3), in K-modes
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this step consists in calculating the dissimilarity (8)
score between each of the remaining data points
from the k number of clusters chosen [9]. The cri-
teria to say that two points differ or not in the i
variable (7) is as follows:

δ(xi, ci) =

{
0 if xi = ci

1 if xi 6= ci
(7)

Dissimilarity (8), also known as the Hamming dis-
tance, is defined to extend the comparison to every
pair of variables [3]. For instance, if two points
have the same attributes their dissimilarity will be
0 whereas if they do not share any attribute dis-
similarity will be n [9].

dxc =

n∑
i=1

δ(xi, ci) (8)

where xi refers to a data-set vector and ci to a
centroid.

3. Unlike the K-means algorithm, where the centroid
re-assignment was computed through the mean, in
K-modes it is replaced by the mode. Mode, de-
fined as the most frequent value in the cluster, will
work as the new cluster center [7]. Therefore, dur-
ing iteration, each point will be associated with the
mode whose score is minimum.

After points assignment, it is necessary to recalcu-
late the mode for each cluster using the frequency
method (7) to update the centroid

4. Finally, as in K-means, we iterate over the last two
steps until there is no new cluster re-assignment.

C. Cost Function

Both K-means and K-modes drawback is that they
need as an input the final number of clusters in which
we want to split the points. As we are dealing with un-
supervised learning and there is no previous information,
a priori we do not know the best suitable number of sub-
groups. The process to find out the optimum number is
called the Elbow Method and works trough computing
the cost function (9).

For K-means, the cost (9) is defined as the sum of
squares error within the cluster and gives information on
how scattered the points from a cluster are. Therefore,
the lower the cost, the nearer the points in the cluster
[10]. Nevertheless, to compute the cost for K-modes the
Euclidean distance (3) has to be replaced for the Ham-
ming distance (8).

cost =

n∑
i=1

k∑
i=1

dxc (9)

By plotting the cost function against the number of clus-
ters an elbow should be found. During the clusters num-
ber growth, there is a point where the drop starts to
change smoothly and the increase of k does not give sig-
nificant improvements. The number where the cost (9)
begins to slightly decrease is the number that best fits
the data-set sub-grouping [10].

III. EXPERIMENT AND RESULTS

The experiment was generated through a multiple-
choice survey answered by a total of 168 professors be-
longing to the University of Barcelona Faculty of Physics,
the Institute of Cosmos Sciences (ICCUB) the Asso-
ciation of research and technologists women (AMIT)
and the women group of the Royal Spanish Society of
Physics(RSEF). The questionnaire was subdivided into
14 questions with a variable number of responses.

For data processing, the implementation of the algo-
rithm and the representation of the results was carried
out using the Python SciKit Learn library .

A. Pre-processing

In order to refer to the data after the processing a more
appropriated technical vocabulary is used. Every individ-
ual in the data-set is represented in the matrix as a row
whereas every question is understood as a feature with
its corresponding column associated. Notice that every
question (feature) is represented with different responses,
called attributes.

Due to the fact that the raw material is text ques-
tionnaire and the answers are in a categorical format, a
pre-processing is needed.

Nevertheless, K-modes do not require the intermedi-
ate step of transforming into vectors the questionnaire
attributes. Then, the input data must be convert to an-
other format so that the operations that will be applied
to the data-set make sense. To transform every response
into a data point the label encoder function convert the
text categorical features into a numerical representation.
Finally, a numerical matrix (168∗14) is obtained.

B. Testing survey

To test the algorithm implementation, 48 professors
from the University of Barcelona answered a survey with
reduced number of 11 questions. Owing to the low num-
ber of samples the results could not be completely ac-
curate, however, it helped in the process of preparing a
more suitable survey. There were two main problems:
First, some physicists were confused by the way some
questions were asked resulting in homogeneous answers.
As a consequence, some features ended up having almost
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a unique attribute. Second, a significant number of ques-
tions were left unanswered.

The algorithm interprets that blank questions as co-
inciding amongst them but different from the attributes
given before in the computed dissimilarity (8). When
the matrix has missing values they will be understood as
NaN and a new category is created.

FIG. 1: Elbow plot. 11 dimensions and 48 samples. Consid-
ering all individuals.

Consequently, if a high percentage of people give miss-
ing answers, that will result in a miss-classification as one
category will consist mainly of the people with the NaN
attributes. To solve this problem in the first analysis the
one-category features were eliminated.

C. Final survey and Results

With the information obtained from the first experi-
ment, a second survey was designed to deal with both
problems. First, the corrections included a rewriting to
make questions more understandable. Second, it was re-
quired that the online survey could not be sent if there
was any missing answer. Furthermore, three questions
related to parenthood were added to see which different
labeling of the data-set would produce.

Surprisingly, while the optimum clusters number for
the test survey was three (FIG. 1), four labels were
found in the final one (FIG. 2). The Elbow-Method

FIG. 2: Elbow plot. Left: 9 dimensions and 169 samples.
Individuals with partner. Right: 12 dimensions and 120 sam-
ples. Individuals with a partner and children.

was performed through three different initialization rou-
tines. Methods differ in the selection of the points that

will be considered the first centroids. Huang [7] uses
the frequency method (8) explained in the previous sec-
tion while the Random method selects an arbitrary set
of points from the data-set. However, those processes
do not consider the attributes relative frequencies in the
cluster centroid, producing groups with more disparate
objects [8]. The final results are based on the Cao method
which differs in considering the density of an attribute in
a cluster. The density is estimated through the distance
from that attribute to the other ones in the data-set [11].

For the algorithm implementations (FIG. 2), 9 dimen-
sions, 169 samples, and four output clusters were consid-
ered. The algorithm was also executed without the gen-
der and partner rows to prevent the algorithm to group
people by gender. Still, when results are presented both
features are recovered.

Results are separately represented with information of
the most relevant contributions. The high number of
dimensions makes it difficult to plot all dependencies.
For this reason just the relevant discrepancies between
groups are exposed. In (FIG. 3), a two dimensions ba-

FIG. 3: The heat map displays information on the job dis-
tributions by gender on every cluster. The size of the boxes
is directly proportional to the percentages of individuals with
partners with these studies.

sic study is displayed regarding the companions studies
of the individuals on a relationship. A second three di-
mensions chart on (FIG. 4) analyses, for the same indi-
viduals, their partners workplace and the gender whom
they feel more comfortable working with. It can be easily
observed from (FIG. 2) that the appropriate clustering
was unclear with the smallest data-set. Moreover, in the
Elbow plot when the number of the dimensions increases
the labeling quality worsens too. Accordingly, the best
data interpretation was done through the longest data-
set and with a reduction of the dimensions. Results from
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FIG. 4: The illustration shows a Sankey diagram which repre-
sents the flow between three features from the survey by label.
To the left, the centered gender distribution flows to the sur-
veyed opinion about their gender preferences when working
with a research team. To the right, the gender distribution
flows to the workplace of their partners. The widths of the
bands are directly proportional to the percentages.

(FIG. 4) point towards a high likelihood that one gender
is dominant in each group. It should be noted that the al-
gorithm did not have information on the surveyed gender
or partner gender which implies that results could not be
anticipated. As a consequence, it is inevitable to appreci-
ate that the patterns on the answers let the conclusions
become gender-based differences analysis. Despite this
fact, it can still be stated that individuals from equal
gender have been distributed into two groups. Consid-
ering labels with a male preponderance (1 and 4), (FIG.
3) revealed that in both, their partner study was mostly
not Science neither STEM-related. Looking now to the
female gender (Labels 2 and 3), most of the partners
are shown to have scientific or technological education

(Physics or STEM). Another pattern to consider is from
a meaningful group of women working in their partners
research group/ institution.This group seems to do not
have a preference for gender regarding their workplace
team, whereas women with their partners working in a
different institution or in a private sector have a pref-
erence with the female gender. On a similar direction,
striking results have been found considering whether the
surveyed physicists considered female-majority working
groups being more collaborative and integrative. It has
been found that women working in their partner research
group were against it while women with partners else-
where (label 3) agreed. Contrarily, results comparing
more dimensions by considering children did not seem to
show any significant patterns. Only, as expected women
research time was more harmed by parenthood than, gen-
erally, it was for men.

IV. CONCLUSIONS

The clustering approach used for data processing has
been especially valuable to encounter the patterns that
involved more than two dimensions. However, for shorter
data sets, it did not contribute to go beyond the expected
results. Nevertheless, the clustering perspective can be
regarded as being less subjective through not making
preferences on the election of features that provide the
final result. Another point that supports this research is
the possibility to make all the matches without contem-
plating gender a priori. On the other hand, to achieve
more accurate results, a new questionnaire may be pro-
posed to deal with one-category features, explained be-
cause of the frequency based method. Hence, the more
heterogeneity in the answers, the better the match of
attributes. As a consequence, this survey should be
planned to avoid questions with high probability to find
a uniform response.
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