Voter model emergence in stem cell niche homeostasis
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Abstract: Recent studies suggest that homeostasis could be maintained in stem cell niches by collective cell dynamics rather than by asymmetric cell division. Here we study the collective cell dynamics that lead to an homeostasis maintenance in stem cell niches, the well-known critical birth-death model (CBD) and the voter model (VM), as well as a feedback model in which cell fate (proliferation or differentiation) is determined stochastically by local density. For the feedback case, the system is simulated with three cell motion dynamics: non-interacting, growth-migration and growth-adhesion. We find that for all motion dynamics the system starts to evolve as the CBD whereas VM emerges at long times and length scales for short-ranged dynamics. Long-ranged dynamics do not exhibit VM emergence.

I. INTRODUCTION

In most adult tissues, cells that are damaged or die get replaced by stem cells that differentiate and become part of the tissue. This replacement mechanism requires a population of stem cells in homeostasis throughout the adult life. To maintain homeostasis (i.e. constant cell density) a balance between stem cell proliferation and differentiation is needed [1].

For a great portion of adult tissues it continues to be unclear how stem cell populations achieve and regulate this precise balance [2]. To explain it, asymmetric cell division has been proposed [3]. This way, a stem cell divides into a differentiated cell and a daughter stem cell. Strong evidences of this mechanism have been found in invertebrates, with numerous studies in C. elegans and Drosophila [4]. However, some recent papers [5–8] have found that in some mouse tissues this mechanism is not at play and instead stem cells divide frequently and are lost and replaced by neighbouring cells in a stochastic way [2]. Thus, homeostasis is reached as a collective phenomena rather than by single-cell processes of asymmetric cell division.

This paradigm of collectively reached homeostasis is characterized by three properties [2]. Firstly, the average number of cells per clone (i.e. the group of descendant cells of a certain cell) shows a power-law growth \( n_{\text{surv}}(t) \sim t^\delta \). Secondly, the number of remaining clones at a certain time decreases inversely proportional to the growth of the clone, and third, cumulative clone size distributions, that is the probability of having no less than \( n \) cells in a certain clone, exhibits the scaling behaviour \( C_n(t) \sim \Phi(n/n_{\text{surv}}(t)) \) [2, 9]. In regards of clone size statistics it is possible to distinguish between two main canonical behaviours, the so called critical birth-death process (CBD) [10] and the voter model (VM) [11–14].

The CBD reflects cell-intrinsic regulation [2] and considers all stem cells as independent units with equal probability of either proliferation and differentiation [9]. The non-interacting CBD kinetics describe a mean-field dynamics, which results in the scaling form \( \delta = 1 \) and \( \Phi(X) = e^{-X} \) [8], independent of system’s dimension. On the other hand, the VM reflects cell-extrinsic regulation [2] and considers that the proliferation of a cell is triggered by the differentiation of a neighbouring cell, resulting this time in the scaling form \( \delta = 1/2 \) and \( \Phi(X) = e^{-\pi X^2/4} \) for 1-dim systems [2, 9] and \( \delta = 1 \) (with logarithmic correction) and \( \Phi(X) = e^{-X} \) for 2-dim systems [2, 14]. Although CBD dynamics have not been experimentally observed, studies in 1-dim stem cell niches had found consistent experimental results with the VM in intestinal crypts [5], male germ line [6] and oral epithelium [7]. Evidences of VM emergence had been found in some 2-dim tissues like the epidermis [8] too. The finding of VM in male germ line stem cell niches is specially interesting due to the high motility and sparsely distribution of the germ line cells which extensively differs from the classical VM examples in a lattice or continuum.

Here, both cell-intrinsic regulation (CBD) and cell-extrinsic regulation (VM) scenarios are numerically simulated and its scaling behaviours are reproduced. Additionally, we propose a version a model of cell fate decision (i.e. the choice between proliferation or differentiation at the end of a cell’s lifetime) proposed in [9, 13] in which CBD and VM behaviours emerge as a consequence of a density feedback in the cell fate dynamics [9]. This feedback model is simulated within three different cell motion dynamics: non-interacting (NI), growth-migration (GM) and growth-adhesion (GA) coupling.

II. MODEL

A. Modeling the canonical examples

For the critical birth-death process (CBD) each cell begins with a random exponential lifetime with mean \( t_{\text{cell}} \),
that is the average cell lifetime at homeostasis, and a random fate (either proliferation or differentiation with probability 1/2). At each iteration, the cell with a minor remaining lifetime is selected. Then, if the selected cell has the fate of differentiation, it simply leaves the niche and, otherwise, the cell proliferates such that two new cells will replace it. A random exponential lifetime with mean \(t_{cell}\) and a random fate is assigned to both daughter cells. It is important to note that all cells have equally distributed lifetimes (exponential with mean \(t_{cell}\)) and fates (1/2 proliferation and 1/2 differentiation) at any time.

On the other hand, the voter model (VM) has been simulated assigning a random exponential lifetime with mean \(t_{cell}\) to each cell. At each iteration the cell with a minor remaining lifetime is differentiated and replaced by the proliferation of a neighbouring cell, which is chosen at random with equal probability (1/2) to both neighbours. A random exponentially distributed lifetime with mean \(t_{cell}\) is assigned to each descendant and the other cell’s lifetimes are updated.

Note that these models only include cell fate dynamics.

**B. Density feedback model**

Lastly, we seek to obtain a model in which the two previous behaviours emerge from cell-cell interaction and via a feedback as in [9, 13]. In this version of the model presented in [9, 13], the stem cell niche is described as a self-replicating \(N\)-body Langevin system with cell-cell interactions and a field dependent feedback. The idea is that different field’s configurations let to different cell lifetimes and fates. This fields could include the local density [9], the homeostatic pressure [15], the concentration of growth factor [13], stress and effects from other cells, such as signaling. For simplicity, we restrict the feedback to a local density dependence [9]. More concretely, cells sense the local density around them and act accordingly, so although fate decisions remain stochastical, a low density will promote proliferation as well as a higher one, differentiation. We define local density as:

\[
\rho_L(x,t) = \frac{1}{2L+1} \int_{x-L}^{x+L} dx' \sum_{j=1}^{N(t)} \delta(x' - x_j(t)),
\]

where \(L\) stands as the interaction range. Small interaction ranges (\(L \approx l_0\), where \(l_0\) is the adult cell’s size) can be achieved via mechanical cues whereas long ranges (\(L \approx L_{sys}\)) could be a consequence of autocrine signalling [9]. Because of this density feedback, both cell fate dynamics and cell motion dynamics need to be described.

1. **Cell fate dynamics**

Cell fate decisions are characterized by two density dependant rates, \(\omega^\pm(\rho_L)\), with \(\omega^+\) being the proliferation rate and \(\omega^-\) the differentiation one. The density at which both rates are equal, \(\rho_{ss}\), is the system’s density at homeostasis. For each stem cell, two stochastic lifetimes \(\tau^+\) and \(\tau^-\) are computed from exponential distributions with rates \(\omega^\pm(\rho_L)\), respectively. If \(\tau^+ > \tau^-\) the cell will proliferate after time \(\tau^+\), while if \(\tau^- < \tau^+\) the cell will differentiate after time \(\tau^-\) [9].

As a first order approximation, we have considered a linear feedback [13] by setting

\[
\omega^\pm(\rho_L) = \lambda \left( \frac{\partial L}{\rho_{ss}} + 1 \right) (\rho_L - \rho_{ss}),
\]

where \(\rho_{ss}\) is the density at homeostasis and has been fixed at the equilibrium density \(\rho_{ss} = 1/l_0\) (\(l_0\) is the adult cell’s size) and \(\lambda = 1/t_{cell}\) is the average reaction rate at homeostasis with \(t_{cell}\) being the cell’s mean life. \(r > 0\) is a real parameter and \(\rho_c\) is a cutoff density, so for \(\rho_L > \rho_c\), \(\omega^\pm(\rho_L) = \omega^\pm(\rho_c)\).

2. **Cellular growth and motion dynamics**

When a cell proliferates it is substituted by two descendants that initially occupy the same space as the progenitor, so cells born with half its adult size, \(l_0\). To reach its adult state both cells must grow until its size its equal to the adult size. We have approximated this growth by a linear model

\[
\frac{d}{dt} l_j(t) = \frac{\Delta t}{t_{gr}} = \frac{l_0}{t_{gr}},
\]

where \(l_j\) is the \(j\)-th cell size and \(t_{gr} < t_{cell}\) is the growth time.

The spatial position of stem cells in the niche is modeled considering them as interacting particles labeled by \(j \in \{1, 2, ..., N(t)\}\), where \(N(t)\) is the number of cells at certain time \(t\). In a 1-dim space, the equations of motion take the form of an overdamped Langevin system [9, 13]:

\[
\frac{d}{dt} x_j(t) = -\frac{\partial}{\partial x_j} U(\{x\}) + \sqrt{2D} \eta_j(t),
\]

where \(D\) is the diffusion constant of a free cell and the potential term adds pairwise interactions between cells: \(U(\{x\}) := \sum_{j=1}^{N(t)} \sum_{(j,k)} u_{jk},\) with \(u_{jk}\) being a cell-cell adhesion potential and \(\langle j,k \rangle\) indicating summation over the first neighbours of cell \(j\). \(\eta_j(t)\) denotes independent white noise, \(\langle \eta_j(t) \rangle = 0\) and correlation \(\langle \eta_j(t) \eta_k(t') \rangle = \delta_{j,k} \delta(t - t')\), \(\forall j, k \in \{1, 2, ..., N(t)\}\).

From Eq. (4) and from cell fate dynamics it is possible to derive the density equation and demonstrate that the homeostasis solution, \(\rho_{ss}\), is indeed a linearly stable steady-state solution when neglecting the noise terms (see appendix).

We have considered three different motion dynamics. First we consider the simplest case by setting \(u_{jk} = 0\) (NI cells). Secondly, it is studied the case in which cells
interact through a pairwise harmonic potential (GM coupling). Defining $x_{jk} := |x_j - x_k|$, 

$$u_{jk}(x_{jk}) = \frac{K}{2}(x_{jk} - d_{jk}^e)^2$$  \hspace{1cm} (5)$$

with $K$ being the potential’s strength, which its inverse determines the relaxation time, $d_{jk}^e$ being the equilibrium distance between cells $j$ and $k$, which is regarded as $d_{jk}^c := [l_j(t) + l_k(t)]/2$. The equilibrium distance is defined in a way that both cells tend to be in contact but without overlapping. It is worth noting that this harmonic potential increases for large $x_{jk}$ so cells will move long distances if needed, generating cell migrations.

Third, to simulate cell adhesion (GA coupling) we short-ranged the pair-wise potential expressed in Eq. (5) as

$$u_{jk}(x_{jk}) = \frac{K}{2}(x_{jk} - d_{jk}^e)^2 \cdot \theta(d_{jk}^c - x_{jk})$$  \hspace{1cm} (6)$$

where the equilibrium distance is the same as in the long-range potential (5), $\theta(x)$ is the Heaviside step function and $d_{jk}^e$ is the cutoff distance, defined as $d_{jk}^c := 3l_k(t)/2$. As the cutoff distance varies with the size of the neighbouring cell, the adhesive force of an adult cell affect a larger range that the adhesive force of a growing one, which is smaller. Additionally, as the cutoff distance depends only on the $k$-th cell, $u_{jk} \neq u_{kj}$, as could be seen in Fig. 1. This adhesive potential allows us to generate a similar cell-cell interaction than in the long-range case (GM) but avoiding cellular migration, which we will see that is a relevant factor.

3. Numerical simulation

To simulate the different behaviours (CBD, VM and density feedback) we have tried to approach the system similarly to a clonal labeling experiment [5–8]. As a consequence, we have considered a 1-dim array of cells with periodic boundary conditions (ring) and positions $(x_j(t))_{j=1}^{N(t)}$ with $N(t = 0) = N_{ini}$. Additionally, in the feedback model simulations, the initial local density is $\rho_L(x; t = 0) = \rho_{ini} \neq \rho_{ss}$, $\forall x \in [0, L_{sys})$, where $L_{sys} := N_{ini}/\rho_{ini}$. We assume that all stem cells are equal and that the irreversible nature of cell differentiation could be modeled as a stochastic exclusion of the niche [9]. The algorithms used begin with one labeled cell and track its clone (i.e. the remaining labeled descendants) until it occupies the whole system or until its extinction. The number of labeled cells at a certain time is referred as $n_{surv}(t)$ and the clone size distribution as $C_n(t)$.

The numerical parameters are set as: $L = 40$, $t_{cell} = 200$, $t_{gr} = 0.1$ $t_{cell}$, $N_{ini} = 500$, $l_0 = 1$, $\rho_{ini} = 0.95 \rho_{ss}$, $\rho_c = 4.2$, $r = 0.3$ and $K = 1$. Equations (3) and (4) are discretized and numerically solved by the Euler-Maruyama method with $\Delta t = 0.05$. All results are calculated with $10^5$ independent runs.

It is worth mentioning that all programs used to simulate the system have been built from scratch.

III. RESULTS AND DISCUSSION

We now discuss the numerical results. As it is shown in Fig. 2 the simulations of the CBD and VM models exhibit the expected statistics. Notably, the clone size distributions (Fig. 2(b) and 2(c)) and the $\delta$ exponents remain constant along time.

Fig. 3 shows the results obtained with NI dynamics. In both Figs. 3(a) and 3(c), the average clone size grows...
FIG. 3: Numerical results of the simulations with non-interacting (NI) dynamics. (a) and (b) are the average clone size and clone size distribution for \( D = 0.02 \), respectively. They show clustering since \( t \sim 100t_{\text{cell}} \). (c) and (d) are the average clone size and clone size distribution for \( D = 0.02 \), respectively, which show VM emergence for \( t > t_c \).

The numerical results obtained in the simulations with GA coupling and GM coupling dynamics are presented in Fig. 4. In both cases, \( D = 0.02 \) since GM and GA dynamics generate repulsion between cells avoiding clustering. Figs. 4(a) and 4(b) show a CBD behaviour at short times and VM emergence at large length and time scales. In Fig. 4(b) it is possible to see that the clone size distributions rapidly converge to the VM clone size distribution. On the other hand, Figs. 4(c) and 4(d) follow the CBD statistics at short times, but do not show VM emergence. As could be seen in the inset at Fig. 4(c), the average clone sizes grows faster than in the GA case. Additionally we observe at Fig. 4(d) that the clone size distribution converges slowly than in the GA case and do not seem to transition to the VM distribution.

The transition between CBD and VM takes place as a consequence of the competition between two length scales, the average clone size, \( l_{0,n_{\text{surv}}}(t) \), and the interaction length \( L \). As [9] proposed, we could observe the VM emergence when the average clone size exceeds the interaction length, \( L \). Since the clone size statistics below that threshold are CBD statistics, we could estimate the transition time, \( t_c \), from the following expression

\[
L \approx l_{0,n_{\text{surv}}}(t_c) \approx l_{CBD}(t_c) = l_0 \left(1 + \frac{1}{2} \frac{t_c}{t_{\text{cell}}} \right),
\]

where the average clone size is approximated by the result of the CBD statistics. This way, \( t_c = 2t_{\text{cell}}(L - l_0)/l_0 \), that computed at \( L = 40 \), gives us a time \( t_c = 78t_{\text{cell}} \).

In the short time scale, the cell fate is effectively regulated by global cell density, so the clone behaves as the CBD model. Otherwise, at large time scales (\( t > t_c \)) clone dynamics converge to the VM. Since the average clone sizes reaches \( L \), the density feedback compensates the bulk fluctuations and the clone size fluctuations are driven by the fluctuations at the labeled clone surface, leading to the VM statistics [13], as could be seen in Fig. 5. We think that this is the reason by which the VM model emerges with short-ranged dynamics while with long-ranged ones, as the GM, the system responds to any fluctuation by globally relaxing so long-range interactions weaken the density feedback compensation of the bulk fluctuations and the VM does not emerge.
We presented a version of the stochastic cell fate decision model proposed in [9, 13] in which we added growth cells (green) and unlabeled ones (white), which is the zone diagram shows the interface between genetically labeled stem cells (green) and unlabeled ones (white), which is the zone that generates $n_{surv}(t)$ fluctuations in the VM kinetics.

IV. CONCLUSIONS

We presented a version of the stochastic cell fate decision model proposed in [9, 13] in which we added growth and long-range interactions. This model unifies the two previous stochastic models of homeostasis (CBD and VM) by the competition between the average clone size, $l_0 n_{surv}(t)$, and the interaction range, $L$.

We have found that, independently of the motion dynamics considered, the clones evolve as the CBD at short time and length scales as well as show VM emergence at large length and time scales, in agreement with [9, 13], for short-ranged dynamics. We have also estimated the transition time, $t_c$, as in [9]. It is important to note that at single cell level, cells always follow CBD dynamics since the VM dynamics emerge as a collective phenomenon at large length and time scales via the density feedback compensation of the bulk noise [13].

Long-range dynamics (GM) do not show VM emergence. We think that is due to them globally relaxing the system and weakening the bulk fluctuations compensation that generate the VM emergence.

Although the molecular mechanisms that lead to tissue homeostasis have not yet been discovered, our study helps to understand under which conditions the VM dynamics could emerge in 1-dim tissues. This conditions are, namely: stochastic cell-fate decisions, the presence of a feedback loop and short-ranged dynamics.
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APPENDIX: Density equation derivation

The global density is defined as $\rho(x) := \sum_{j=1}^{N(t)} \rho_j(x)$, where $\rho_j(x) = \delta(x - x_j(t))$ is the single-cell density, in terms of the space-time coordinate $x = (x; t)$, and $\delta(x)$ is the Dirac delta function. Its evolution equation is obtained from Eq. (4) and from cell fate dynamics as in [9, 13, 17]. Consider an arbitrary function $f$ which, from the definition of the single-cell density can be expressed as

$$f(x_j(t)) = \int dx \rho_j(x; t)f(x). \quad (A1)$$

Differentiating it using Itô calculus and integrating by parts:

$$\frac{df}{dt} = \int dx \rho_j \left[ \frac{df}{dx} \sqrt{2D\eta_j(t)} - \frac{df}{dx} \frac{\partial U}{\partial x} + D \frac{d^2 f}{dx^2} \right]$$

$$= \int dx f \left[ - \frac{\partial \rho_j}{\partial x} \sqrt{2D\eta_j(t)} + \frac{\partial \rho_j \frac{\partial U}{\partial x}}{\partial x} + D \frac{\partial^2 \rho_j}{\partial x^2} \right] \quad (A2)$$

Considering that $df = \int dx \partial_t \rho_j(x)f(x)$, where $\partial_t$ and $\partial_x$ denote total and partial differentiation respect to $t$, respectively,

$$\frac{\partial \rho_j}{\partial t} = - \frac{\partial \rho_j}{\partial x} (\sqrt{2D\eta_j(t)}) + \frac{\partial \rho_j \frac{\partial U}{\partial x}}{\partial x} + D \frac{\partial^2 \rho_j}{\partial x^2}. \quad (A3)$$

Now we could consider the cell fate dynamics of a single cell, which adds the term

$$B_j(\rho_j, \rho_L) = \Delta \omega(\rho_L)\rho_j(x) + \sqrt{g(\rho_L)\rho_j b_j(x)}. \quad (A4)$$

Here, $\Delta \omega(\rho_L(x)) := \omega^+[\rho_L(x)] - \omega^-[\rho_L(x)]$ expresses the density increase/decrease due to a proliferation/differentiation process and $g(\rho_L(x)) := \omega^+[\rho_L(x)] + \omega^-[\rho_L(x)]$ is the fluctuation that it generates. Also, $b_j(x)$ is a white Gaussian noise term with correlation $\langle b_j(x)b_k(x) \rangle = \delta_{j,k}\delta(x - x')$.

Combining Eq. (A3) and (A4) and summing for each $j$ one obtains the expression

$$\frac{\partial \rho}{\partial t} = D \frac{\partial^2 \rho}{\partial x^2} + \Delta \omega(\rho_L)\rho + \frac{\partial}{\partial x} \left[ \rho \left( \frac{\partial u}{\partial x} * \rho \right) \right] + \sum_{j=1}^{N(t)} \left[ \sqrt{g(\rho_L)\rho_j b_j} - \frac{\partial}{\partial x} \sqrt{2D\eta_j(t)} \right], \quad (A5)$$

where $*$ denotes convolution. To preserve the properties of a Markovian equation for the global density one could redefine the noise as in [13, 17],

$$\xi_\rho(x) := \sum_{j=1}^{N(t)} \left[ \sqrt{g(\rho_L)\rho_j b_j} - \frac{\partial}{\partial x} \sqrt{2D\eta_j(t)} \right], \quad (A6)$$

which is a white Gaussian noise with correlation

$$\langle \xi_\rho(x)\xi_\rho(x') \rangle = (g(\rho_L) + 2D\partial_x\partial_{x'}) \rho(x) \delta(x - x'). \quad (A7)$$

Defining the density feedback, which expresses the contribution of proliferation-differentiation kinetics as well as cell-cell interactions, as $F(\rho_L, \rho) = \Delta \omega(\rho_L)\rho + \partial_x[\rho(x)(d_*u*\rho)(x)]$ and considering the noise expression (A6), Eq. (A5) becomes

$$\frac{\partial}{\partial t} \rho(x) = D \frac{\partial^2 \rho}{\partial x^2} \rho(x) + F[\rho_L(x), \rho(x)] + \xi_\rho(x). \quad (A8)$$

The homeostasis solution, $\rho(x) = \rho_{ss}$ corresponds to a linearly stable steady-state solution according to the analysis I have reproduced [13].