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Abstract

Temperature-dependent fluctuations of both site energies and electronic couplings

are known to affect the excitation energy transfer in light-harvesting complexes. Envi-

ronment effects on such fluctuations as well as possible spatial correlations among them

are here investigated in the PE545 complex from cryptophyte algae using ensemble-

averaged wave packet dynamics to extract the exciton dynamics. This strategy di-

rectly uses the time-dependent fluctuations of the system Hamiltonian as described by

quantum mechanics/molecular mechanics calculations performed along a classical MD

trajectory. Neither the fluctuations in the couplings nor spatial correlations including

cross-correlations between site energies and couplings are found to be important in

the exciton dynamics of the complex. This finding does not change if a polarizable

embedding is used instead of its electrostatic counterpart. The impact of variations in

spectral densities and screening of excitonic couplings based on the electrostatic and

polarizable embeddings are discussed as well.
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1 Introduction

The light harvesting (LH) function of photosynthetic organisms involves a very sophisticated

and efficient molecular machinery, through which light is absorbed by pigment-protein com-

plexes and subsequently the excitation energy is transferred to reaction centers where charge

separation takes place.1 If one aims at modeling such a function, all the components of the

system (the pigments, the protein and the surrounding environment) should be included in a

dynamic model. Moreover, quantum effects need to be incorporated if the molecular details

of excitation energy and charge transfers are pursued but full quantum treatments are only

possible for parts of the photosynthetic complex and/or for individual structures.2,3 Since

biological complexes are rather flexible, however, studies of individual structures have their

limitations.

In the present study we investigate the role of structural fluctuations in energy transfer

dynamics using an ensemble averaged wave packet approach. This strategy directly uses

the time-dependent fluctuations of the system Hamiltonian as described by quantum me-

chanics/molecular mechanics (QM/MM) calculations performed along a classical molecular

dynamics (MD) trajectory.4–6 This approach differentiates from the common density matrix

approaches where the information regarding time-dependent fluctuations is encapsulated in

the so-called spectral density of electron-vibrational coupling. The ensemble averaged wave

packet approach thus allows to naturally account for possible correlations involving the fluc-

tuations of site energies and electronic couplings, which describe the system Hamiltonian, or

to include local differences in electron-vibrational couplings among individual pigments due

to different local environments. Strong correlations between protein-induced fluctuations in

the site energies7–9 or cross-correlations between site energies and couplings10,11 have been

suggested earlier as the source of the experimentally observed coherence beatings.

The study focuses on the phycoerythrin 545 (PE545) antenna of Rhodomonas sp. CS24

marine algae.12,13 The PE545 complex is present in cryptophyte algae and can be found in

both marine and fresh water. The PE545 complex was purified for the first time in 198714 and
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Figure 1: Structure of the PE545 antenna system with the protein scaffold shown in grey
cartoon representation and the eight pigments in different colors. The figure was rendered
using VMD.22

has been structurally resolved to 1.63 Å and 0.97 Å resolutions.15,16 These structures allow

for a molecular level analysis of the complex. The protein consists of four subunits denoted

A, B, C, and D (see Fig. 1) arranged as a α1α2ββ heterodimer. The α subunits each contain

a dihydrobiliverdin, DBV, denoted as α19 while three phycoerythrobilins (PEBs) β50/β61,

β82, and β158 are embedded in each β subunit. The spectroscopic and photophysical prop-

erties of the PE545 have been investigated in several experimental studies.12,13,16–21

On the theoretical side, quite a few simulations with a focus on the PE545 complex have

been performed. In these studies the parameters have either been extracted mainly from ex-

perimental data19,23 or from structure-based calculations.5,21,24–28 Interestingly, these studies

have shown that the rather flexible nature of bilin pigments leads to some special character-

istics of the PE545 complex compared to antenna proteins based on (bacterio)chlorophylls.

Namely, it has been found that the tuning of the site-energies is performed mainly by con-

straining the conformation of the pigments in the protein scaffold, that most of the features

found in the spectral density arise from intramolecular vibrations of the pigments, and finally

that significant cross-correlations in fluctuations of site energies and electronic couplings are

present. The aim of the present study is to investigate in detail the impact of environmental
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fluctuations on the exciton dynamics. This analysis is combined with a comparison among

different theoretical approaches used to derive the time-dependent Hamiltonian. Aspects

being looked at are the effect of environmental polarization on the fluctuations of energy

gaps and excitonic couplings as well as possible spatial correlations among the fluctuations

of energies and couplings. In order to rationalize the impact of environment polarization

in the quantum dynamics, we also compute the spectral densities encoding the couplings

between the relevant electronic excited states and the environmental degrees of freedom.

2 Methods

Closely following our previously described procedure,4,6,26,27,29,30 we first determine a classical

MD trajectory of the PE545 complex (PDB 1XG016) in water. We employed the AMBER

parm99SB31,32 force field for the protein together with the TIP3P water model;33 the force

fields for the bilins were constructed using GAFF.34 In order to calculate electrostatic forces,

the values for the bilin partial charges were taken from Ref. [ 24]. After minimization, the

system was equilibrated for 12 ns at 300 K and 1 atm using NAMD.35 A constant volume

trajectory of 720 ps length was then generated in which the atomic coordinates were stored

every 2 fs, i.e., a total number of 360,000 snapshots were generated. As described before,36 a

rather short time step between snapshots is needed to capture accurately the high-frequency

regime of spectral densities.

Due to the large number of vertical excitation energies which need to be calculated, we

limit ourselves to a semi-empirical approach, i.e., Zerner’s intermediate neglect of differen-

tial overlap with parameters for spectroscopic properties (ZINDO/S).37–39 This technique

is well suited for the calculation of vertical excitation energies for π-conjugated systems

when combined with the configuration interaction formalism at the single configuration level

(ZINDO/S-CIS). Details of the QM/MM and QM/MMPol implementations to include the

environmental effects, based on the ORCA 3 code40 and a modified version of the GAUSSIAN
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09 code,41 are included in the next Section. The QM/MM calculations adopted the point

charges used in the MD simulation to describe the environment, whereas the QM/MMPol

calculations use a polarizable force field based on point charges and isotropic polarizabilities

derived from DFT calculations performed on the residues of PE545 and on water using the

LoProp approach,42 as described in Ref. [ 24]. In addition, the polarizability of all MM

atoms beyond 10 Å from any QM atom was turned off in order to alleviate the computa-

tional requirements. While this choice has a small impact on site energies,24 it introduces

non-negligible errors in the calculation of screening effects in the electronic couplings. For

this reason, for each pigment pair we rescaled the corresponding couplings along the MD

trajectory by the ratio of the corresponding average screening factor obtained in previous

CIS/6-31G MMPol calculations24 with a polarization cutoff of 18 Å and the average screening

factors obtained from the present calculations.

The exciton dynamics are performed using the ensemble averaged wave packet approach

as used earlier for this5 and similar systems.6 In such a scheme, the fluctuating Hamiltonian

is employed with the time divided into short time intervals during which the Hamiltonian

can be assumed to be constant. This time interval coincides with the MD time step (in

the present case, 2 fs). To obtain a proper ensemble average, the calculation of the exciton

dynamics was repeated many times with different starting positions along the MD trajectory.

Subsequently, the results are averaged to obtain the final exciton dynamics. As it has been

shown for smaller systems, ensemble averaged wave packet dynamics and the respective

density matrix calculations yield the same results36 though, in the general case, there is a

problem with reaching the proper equilibrium state for the former method.
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3 Results

3.1 Site energies

In a first step, we study how different flavours of the QM/MM method impact the deter-

mination of the site energies, and more importantly, their fluctuations. Indeed, whereas

the energy values can be refined by comparison to experiments and thus can eventually be

shifted along the trajectory before simulating the quantum dynamics, the quality of their

fluctuations is more difficult to assess.

In our strategy, all simulations start with a classical ground state MD simulation as dis-

cussed in the previous section. Subsequently, the vertical excitation energies of the individual

pigments are determined. Since a large number of these excitation energies are necessary, one

has to resort to approximate methods. Here, we focus on ZINDO semi-empirical calculations

in combination with MM descriptions of the environment based either on the electrostatic

or the polarizable embedding.

Dissimilar variants of the electrostatic embedding have been implemented in different

computational codes and therefore a preliminary test on the effects of this variable has to

be performed. In particular, the ORCA code employs an approach often used for QM/MM

coupling in semi-empirical methods basically assuming that each partial charge is represent-

ing a hydrogen-like atom with the respective charge.43 In the Gaussian code, however, the

MM charges are added as extra terms directly into the Hamiltonian.21 Nonetheless, as it can

be seen in Fig. S1, these approaches do actually lead to almost the same results when used

on the same piece of MD trajectory. Another computational parameter to be preliminarily

checked concerns the size of the active space used in the ZINDO calculations. Although

the original parameterization of ZINDO/S-CIS was performed for small active configuration

interaction (CI) spaces of around 50 configurations,37–39 i.e. roughly the seven highest oc-

cupied and seven lowest unoccupied states denoted by (7/7), the method was assumed to

work accurately for larger active space (AS) as well. Even the developers of the method
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applied quite large AS without changing the parameterization.44 For bacteriochlorophylls

and similar molecules the accuracy of different AS sizes was previously investigated.45,46 As

shown in Fig. S1, the only significant effect of changing the size of the active space from

(10,10) to the full AS is a shift by not more than 0.25 eV for all energies along the trajectory

with practically no change in the fluctuation pattern which is of major concern in the present

study. Thus, an active space of (10,10) has been employed in the rest of this study since all

relative energies and thus the exciton dynamics stay unchanged.

In PE545, where the pigments are covalently linked to the protein scaffold, in order to set

the QM/MM calculations one also needs to choose the location of the QM/MM boundary.

Test calculations in this direction showed that only marginal differences were found in the

predicted energies as long as the main π systems of the pigments (the pyrrole rings) were

not touched.

In addition to the electrostatic embedding, a polarizable embedding based on induced

dipoles (MMPol) is used here. The comparison between the two different embeddings is

reported in Fig. 2 for a piece of the trajectory generated with the classical MD. As shown

in Fig. 2, the inclusion of the polarization of the environment using the MMPol approach

does lead to an overall reduction in the energy gaps by roughly 0.2 eV. When comparing the

time-dependent site energies along the trajectory, it becomes apparent that this shift is not

constant in time but changes of the fluctuation pattern are found.

In order to get deeper insights in the differences between calculations performed with

a non-polarizable (MM) and a polarizable environment (MMPol), in Fig. 3 we plot the

distribution of site energies, also termed distribution of states (DOS). In both cases, the

distributions have symmetric Gaussian shapes. A clear shift of the distributions between

the two approaches is visible which does depend on the individual pigments. In case of non-

polarizable ZINDO/MM, the distributions corresponding to the PEB and the DBV pigments

are separated, while they are overlapping in the case of ZINDO/MMPol. This finding is

partially due to the fact that the distributions are broader in the polarizable case due to the
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Figure 2: Piece of the energy gap trajectory for pigment DVB19B. Shown are the QM/MM
results with full active space (FAS) without (QM/MM) and with (QM/MMPol) polarization
of the environment. The inset shows a zoomed part of the graph where the average energies
have been shifted to the zero value.

larger fluctuations of the site energies. We also note that the variation of the average energies

among the pigments predicted from the non-polarizable embedding is larger (0.49 eV) with

respect to that found including polarization (0.38 eV) and their ordering is different. All

these findings point to a varying effect of polarization on dissimilar local environments.

In order to better understand the impact of polarization in the fluctuations of site ener-

gies, we subsequently computed the spectral density of each pigment. This quantity describes

the coupling of the excitation in each pigment with the inter and intra-molecular vibrational

modes modeled by a bath of harmonic oscillators, and is a key ingredient for density matrix-

based calculations of the exciton dynamics. The spectral density can be computed using a

half-sided Fourier transform of the site energy autocorrelation function combined with a ther-

mal prefactor.4 Here we employed the same procedure used for PE545 in earlier studies.27,28

Interestingly, previous work showed that the spectral densities almost do not change if the
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Figure 3: State density of site energies for ZINDO/MMPol (upper plot) and ZINDO/MM
(lower plot). The inset shows the full width at half maximum (FWHM) of a Gaussian fit
to the distributions of the individual bilins for ZINDO/MMPol (squares) and ZINDO/MM
(triangles).

MM environment is kept frozen, indicating that its contribution is negligible or, in other

words, that the spectral densities almost exclusively stem from intra-molecular vibrations.28

Here, we investigate the impact of polarization in the energy fluctuations by comparing spec-

tral densities obtained using a flexible environment, in which polarization effects are either

turned on or off. In particular, we focus on the low-energy part of the spectral densities be-

low 0.1 eV, where environmental effects are expected to be larger. The results are reported

in Fig. 4 together with the experiment-based average spectral density from Ref. 23

Despite the differences apparent in the fluctuations shown in Fig. 2, the spectral densities

shown in Fig. 4 are quite similar indicating the robustness of the method. Especially for the

PEB pigments, the similarity of the results is very high already for very low energies. We

note that both sets of computations rely on the same MD trajectory: this was not the case for

the larger deviations seen previously for the FMO complex.47 The polarizable environment
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Figure 4: Spectral densities of the 8 bilins calculated with ZINDO/MMPol (solid green)
and ZINDO/MM (solid black) compared to the experiment-based average spectral density
(dashed red) from Ref. 23.

seems to have a moderate influence on the results, which is maybe not too surprising since

the environment in general does not play a major role in the PE545 spectral density. For

the DBV bilins the differences are a bit more visible, especially at very low energies, and

are larger for DBV 19B than for DBV 19A. Based on experimental spectra, an average

spectral density has been constructed23 which has a rather similar overall magnitude in the

low frequency range, as shown in Fig. 4 and S2, though a strong feature at around 0.065 eV

cannot be reproduced by the simulations.
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3.2 Excitonic couplings

In order to examine the impact of screening effects and orientations of the pigments, below

we introduce three different sets of coupling values, which we later adopt to simulate the

quantum dynamics in the complex. One set is based on the point-dipole approximation

(PDA) together with the ZINDO transition dipole moments. Environmental effects are

included using an exponentially distance-dependent screening factor introduced by Scholes

et al.48

f(Rmn) = A exp(−βRmn) + f0 (1)

with A = 2.68, β = 0.27 1/Å, and f0 = 0.54. The distances between the chromophores m and

n are denoted by Rmn and are evaluated along the MD trajectory. In the second approach,

the couplings are determined using the MMPol polarizable embedding.24,49 This approach

automatically includes the effect of the polarizable environment of the chromophores at

each snapshot of the MD, thus accounting for their full impact on coupling fluctuations.

This scheme includes the explicit atomic details of the environment and its polarizability,

and therefore should yield an accurate set of couplings without the need for an additional

screening factor. In the third approach we tried to join the simplicity of the PDA with the

detailed screening from MMPol calculations. In this way we can dissect the impact of the

local details of the environment on the couplings by comparison with the PDA set based on

the distance-dependent average screening (PDA/Exp set). Thus, an average screening factor

for each pigment pair was extracted from the MMPol simulation and applied to the PDA

data (PDA/MMPol set).

In Fig. 5 the distributions of the couplings for the three different sets are shown. Despite

a general similarity, some differences are found among the three descriptions. The PDA

couplings including the exponential screening seem to be smaller than the MMPol values for

most of the pigment pairs. Moreover, the distributions are wider for the MMPol approach.

12



500

1000

1500

2000

500

1000

1500

D
en

si
ty

 o
f 

C
o

u
p

li
n

g
s 

-4 -2 0 2 4 6 8 10

V
i,j

 [meV]

0

500

1000

1500

DBV 19A-PEB 158C

DBV 19A-PEB 50/61D

DBV 19A-PEB 82D

DBV 19B-PEB 158D

DBV 19B-PEB 50/61C

DBV 19B-PEB 82C

PEB 158C-PEB 50/61C

PEB 158C-PEB 50/61D

PEB 158D-PEB 50/61D

PEB 50/61C-PEB 50/61D

PEB 50/61C-PEB 82C

PEB 50/61D-PEB 82D

MMPol

PDA/MMPol

PDA/Exp
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An exceptional case is the coupling of the central PEB 50/61C-PEB 50/61D pair. In the PDA

approach with exponential screening, the average value is above 10 meV while it is around

6 meV for the MMPol scheme. In the later case, however, the width of the distribution is

much larger than for all other couplings. Qualitatively, the coupling in this central pigment

pair is the largest one. Due to its approximative nature, the point dipole method breaks

down at small inter-pigment distances and furthermore is not accurate for certain relative

orientations of the respective pigments.50

When substituting the unspecific exponential screening to a screening which is pair-

specific as extracted from the MMPol calculations for the individual pairs, the largest change

again concerns the central PEB pair. Here the fully atomistic nature of the MMPol scheme

shows to be clearly superior while the exponential approximation underestimates the screen-

ing at this short distances, which again might be strongly dependent on the relative orien-

tation of the interacting pigments. Beyond mutual orientation, however, a previous analysis

of screening effects in PE545 indicated a trend toward stronger screening effects at shorter
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interpigment distances due to the heterogeneous nature of the environment, an effect inde-

pendent of the degree of exposure to the solvent.24 This trend probably reflects that, for

closely-spaced pigments, the main contributions to the environment-mediated coupling term

arise from the local protein environment, whereas for pigments at large separations the wa-

ter solvent, with a smaller optical dielectric constant compared to the protein, plays a more

relevant role.

Thus, the average of the PDA/MMPol coupling for the central PEB pair is now reduced

to a value much closer to that of the MMPol approach while the width of the distribution is

smaller than that with the exponential screening. Other couplings such as those belonging

to the DBV 19A-PEB 82D and the DBV 19B-PEB 82C pairs move to larger values close

to those of the MMPol approach. A similar trend can be observed for the larger negative

coupling values of, for example, the pairs PEB 50/61C-PEB 82C and PEB 50/61D-PEB

82D.

We can thus conclude that the description of the environmental screening can have a se-

vere influence on the coupling values especially if taking into account the specific environment

of each pair. Overall, the similar widths of the distributions suggest that the fluctuations

in the couplings described by the three different sets are similar. However, some important

differences arise for some pigments, like the central pair, mostly due to the more accurate

description of the environment but also because of the better description of the MMPol val-

ues based on transition densities compared to the PDA approximation, as shown in Fig. S3

of the Supporting Information.

3.3 Quantum Dynamics

Based on the site energy and coupling trajectories, one can construct a time-dependent

Hamiltonian for the single-exciton manifold of the PE545 complex. To this end, we do ex-

cite an individual pigment and observe how this excitation spreads over all chromophores.

Since we employ an ensemble-averaged wave function approach for the quantum dynamics,
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which includes an implicit high-temperature limit, in thermal equilibrium all sites will be

equally populated, i.e, the population will be 0.125 in the present system with eight sites. For

different initially excited bilins and for three different time-dependent Hamiltonians the ex-

citon population dynamics are shown in Figs. 6 and S4. Three different setups are included:

MMPol site energies with MMPol couplings, MMPol site energies with PDA/MMPol cou-

plings, and MM site energies with MMPol couplings. From a comparison of the results for the

first and the second Hamiltonian we are able to see the accuracy of the PDA approximation

for the present system. For many of the initially excited pigments there is no big difference

in the exciton dynamics between the cases with different approximations for the couplings.

Only in the case of DBV 19 A the difference is quite obvious and the transfer to PEB 82 D

is faster which is consistent with the larger PDA-based coupling as shown in Fig. 5. This is

consistent with the larger average coupling value between chromophores DBV 19A and PEB

82D in case of PDA/MMPol compared to MMPol. Comparing the dynamics for MMPol

site energies and couplings with those for MM site energies with MMPol couplings we can

analyze the effect of the polarization on the site energies since the couplings are determined

using the same approach. The differences for these two cases are actually rather small. On

additional combination of site energies and couplings is shown in Figs. S7 and S8. Here the

MM site energies are combined with the PDA/Exp couplings. The difference to the case

MM site energies and MMPol couplings is rather small. For example, the transfer away

from DBV 19A is even slightly slower, a finding to be expected from the underlying coupling

values.

As can be seen, for some cases, like PEB 158C and PEB 50/61C, the excitation decays

from the initially excited pigment obtained for the four different underlying Hamiltonian

trajectories are very similar. For other bilins, however, like the two DBVs but also PEB

82D the results based on MMPol site energies and PDA/MMPol couplings differ quite a bit

from the three other approaches in that they show a much faster decay rate, suggesting an

important breakdown of the PDA approximation. This finding is somewhat surprising since
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the PDA/MMPol couplings are closer to the MMPol couplings than the PDA/Exp couplings.

However, in the latter set the MM energies are adopted, which predict a considerably larger

energy gap among the DBV 19A/19B pigments and the lowest lying PEBs 82C and 82D, as

shown in Fig. 3.

3.3.1 Fluctuations in couplings and site energies

In order to analyze the effect of fluctuations in the excitonic couplings and in the site en-

ergies separately and independently from shifts of the average site energies, we performed
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simulations with the same site energy trajectory from ZINDO/MMPol. In one of the two

simulations the couplings are determined using the MMPol approach. In the second simula-

tion, instead, these MMPol coupling trajectories are averaged and only the average values are

used as constant coupling in the ensemble-averaged wave packet dynamics. The numerical

findings are displayed in Figs. 7 and S5.

As can be seen from these figures, the effect of replacing the time-dependent couplings

by their respective average values has only negligible effect on the dynamics. As discussed

earlier, most coupling distributions are reasonably narrow and there are no specific enhance-
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ment effects when different couplings have the same value as is the case of resonances for

equal site energies. Tests were also performed for PDA couplings with the same qualitative

results (data not shown). In similar simulations for charge transfer through DNA51 the

same conclusions were drawn, i.e., the transfer dynamics did not change significantly upon

averaging of the coupling values.

Next we analyzed the influence of site energies as obtained including or not polarization

effects from the environment. As already described, the positions of the DOS for ZINDO/MM

and ZINDO/MMPol showed clear differences for the individual pigments (see Fig. 3). More-

over, the widths of these distributions did show some difference albeit not too large. The

examination of the corresponding spectral densities shown in Fig. 4, also suggested some dif-

ferences in the patterns of the fluctuations, especially for the DBVs, which are significantly

more coupled to low-frequency vibrations when MM polarization is accounted for. In order

to focus the analysis on the different fluctuations described from the two sets of calculations,

we shifted all average site energies to the set of energies which have been extracted from

an experiment-based refinement of CIS/MMPol calculations.21 The site energy trajectories

subsequently only differ in their fluctuations. Moreover, the time-averaged MMPol couplings

were employed. Figures 8 and S8 show the corresponding excitation dynamics. In this case,

differences are visible though they cannot be called significant. The extracted transfer rates

would only be shifted in a minor way. Therefore, the inclusion of polarization in the site

energy calculations did not lead to a major change when an ensemble averaged wave packet

dynamics method is used.

3.3.2 Influence of correlated fluctuations

Spatial correlations have shown to significantly influence the charge transport properties in

DNA.51,52 Moreover, spatial correlations in site energy fluctuations have been suggested as

the possible origin for the experimentally observed long-lived quantum coherences in FMO

and other systems.7–9 Cross-correlations between site energies and couplings were investi-
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gated as well.10,11 In particular, the present authors analyzed the presence of correlations in

LH2,29 FMO53 and PE545.26 For the first two systems, the existence of such correlations

was denied though the matter is still under debate.9 Concerning the PE545 complex no sig-

nificant site energy correlations were found though considerable cross-correlations of energies

and couplings were observed.26

Here we follow a trick introduced by Shim et al.54 in which the direct effect of spatial cor-

relation on the exciton dynamics is investigated. In the present context, spatially correlated

fluctuations describe a (close) relationship between fluctuations especially of site energies
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of different pigments. These correlations lead to a reduced relative fluctuation prolonging

dephasing times. Thus, if one destroys the time dependence between the fluctuations at the

different pigments, i.e., if one decorrelates the site energies, the effect of spatial correlations

would be destroyed. To this end, we did shift the site energies of each pigment by 2 ps with

respect to the pigment with the preceding chromophore number. Thus, for every pigment

the site energies were taken from unlike pieces of the trajectories. Even if the fluctuations

at different sites, would have been correlated in time, this correlation would be destroyed

by this procedure. In Figs. 9 and S9 we compare the result with and without this artificial

time shifts in the site energy trajectories. No differences can be observed leading to the

conclusion that no correlated fluctuations are present which influence the excitation dynam-

ics, neither site energy correlations nor cross-correlations of energies and couplings. Tests

with different time shifts lead to the same conclusions. Moreover, cross-correlations between

site energies and couplings should have shown an effect already when replacing the time-

dependent excitonic coupling by their time-averaged counterparts above. Therefore, we do

not have any indication that the experimentally observed long-lived quantum coherences in

PE54512 are connected to spatial correlations or cross-correlations. It is, however, possible

that spatial correlations do actually increase the robustness of the exciton transfer rather

than its efficiency.55,56 This issue cannot be analyzed based on the present simulations.

4 Conclusions

We have presented a study on the impact of time-dependent fluctuations of both site energies

and excitonic couplings, as well as their theoretical description, on the exciton dynamics in

the light-harvesting complex PE545 from cryptophyte algae. Electrostatic and polarizable

embeddings have been investigated in combination with the ZINDO level of QM description.

Shifted average site energies were found when using the two embeddings as well as differ-

ent time-dependent fluctuations which however resulted in small differences in the spectral
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Figure 9: Thin solid lines correspond to MMPol site energies with averaged PDA/MMPol
couplings and the dashed lines correspond to the same data but now the site energies of
each pigment has been shifted by 2 ps with respect to the chromophore with the previous
pigment number.

densities. The different average site energies were found to have a significant effect on the

exciton dynamics whereas replacing the time-dependent couplings by their time-independent

averages did not lead to any significant effect. Including environmental polarization in site

energy fluctuations, however, lead to small but clearly visible effects. Effects on the exciton

dynamics due to the possible correlations of energies and couplings were also investigated

but both were found to be not relevant.

We have to stress that the present results are based on a decoupled or sequential approach

using a ground state classical MD followed by QM semiempirical calculations of the exci-

21



tonic parameters. It is evident that a more accurate MD (for example using a QM/MMPol

formulation or excited state trajectories) and a better QM description of the excitonic pa-

rameters are necessary to come to a general conclusion about the role of fluctuations and

correlations in the formation and relaxation of excitons in the PE545 complex as well as in

other light-harvesting complexes.
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