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OVERVIEW 

The study of DNA from atomistic to mesoscopic level and connecting different resolution levels 

constitutes a major challenge since the new millennium. In the early 2000s, experiments could 

resolve for the first time the structure of the nucleosome in high detail or capture physical 

contacts in the genome of segments far apart in sequence. At around the same time, the force 

field development for atomistic nucleic acid simulations reached a peak with parmbsc0 in 2007 

and coarse grain nucleosome fiber models emerged. The first decade ended with, to my opinion, 

the most remarkable experimental advance in visualizing the whole genome, Hi-C. In the current 

decade, almost ten years after Hi-C was invented, the structure of the cell nucleus is still a very 

hot topic. We can now harvest the fruits of the pioneers in the first decade of multi-scale 

investigation of DNA and connect the different resolution levels to obtain a complete picture of 

DNA from electron orbitals to genome folding. 

In this work, we use computational approaches to dissect the different resolution levels, from 

atomistic MD simulations to mesoscopic secondary chromatin structure modeling. We developed 

a force-field for the accurate description of atomistic DNA dynamics based on quantum 

mechanical simulations. With the accuracy of parmbsc1, sequence-dependent effects of B-DNA 

beyond the base pair level were described and used as a starting point to parametrize a novel 

helical coarse grain model which shows similar accuracy to the DNA dynamics obtained by 

atomistic MD, but at much lower computational cost. In the nucleosome fiber model the coarse 

grain DNA algorithm is used for the linker DNA description and alongside with a simple mesoscopic 

characterization of the nucleosome chromatin dynamics can be probed at kilobase scale with a 

DNA model whose roots lie in the quantum mechanical regime. 

On top of that, to meet current standards of accessibility and usability of tools, the developed 

coarse grain DNA and nucleosome fiber model are freely available as stand-alone versions or 

integrated in a single webserver or large-scale online research environment platform. 
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Thesis Organization 

Because of the broad nature of topics covered in this dissertation I will first give a general 

overview of the topics shared among the studies presented here (Chapter I), from the structure 

of DNA to the organization of chromatin in the cell nucleus both from the experimental and 

theoretical point of view. In Chapter II those general concepts are expanded in more detail for 

better understanding of the results if required. The results section (Chapter III) is compiled of five 

publications (or in the process of publication). The first part focuses on discoveries on sequence-

dependent properties of B-DNA and concomitant structural polymorphisms using molecular 

dynamics simulations with the state-of-the-art parmbsc1 force field. The second part of the 

results chapter takes advantage of all the information gathered about B-DNA and describes a new 

helical coarse grain model of B-DNA alongside with its implementation in a webserver. The last 

section of the results chapter deals with the development of a nucleosome fiber model, an 

extension of the helical coarse grain model, and the prediction of realistic chromatin 

conformations as they could possibly appear in the cell nucleus. A summary and a discussion of 

each result section is presented in Chapter IV, with the main conclusions at the end of this work.  
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CHAPTER I - INTRODUCTION 

1. Basic principles of History and Structure of DNA 

1.1 History of DNA 

Far before the discovery of the DNA, Charles Darwin who already could describe the evolution of 

life after it started wondered What is the essence of life?. The famous physicist Erwin Schrödinger 

got one step closer to the solution by asking How can the events in space and time which take 

place within the spatial boundary of a living organism be accounted for by physics and chemistry?. 

He assumed that essence of life had to be the information stored in a molecule, an “aperiodic 

crystal”, where different molecular entities are connected by covalent chemical bonds. The 

discovery of the structure of DNA by Watson and Crick (1) was a scientific breakthrough for which 

they jointly received the Nobel Prize in 1962. 

 

Figure 1. Discovery of DNA structure. X-ray diffraction image of DNA used for constructing 
the model (left) and Watson and Crick next to their model (right). 

Based on the ideas ruled out by Schrödinger, they managed to construct the correct model of the 

DNA double-helix from X-ray diffraction images collected by Rosalind Franklin and Maurice 

Wilkins (see Figure 1). Their experimental findings satisfied previous experimental work by Erwin 

Chargaff who found 1:1 molar ratios of adenine:thymine and cytosine:guanine in DNA. Chargaff 
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also discovered different proportions of base composition among different species, which 

confirmed Schrödinger’s hypothesis of the non-repetitive nature of DNA. Both Chargaff’s 

experiments and the Watson-Crick structural model combined could explain basic principles of 

base-pairing and the genetic code alongside its replication and transcription. Later on, many more 

biological functions of DNA were unveiled (2): the process of DNA replication, the process of 

transcription into messenger RNA and subsequent translation into protein sequences, the 

compaction of DNA into chromatin and more recently the influence of sequence-dependent DNA 

properties and epigenetic marks on the dynamics of chromatin architecture (3, 4). 

1.2 Structure of DNA 

DNA is a long polymer which is comprised of repeating units called nucleotides coiled around each 

other to form two complementary strands. Each nucleotide consists of one of the four 

nitrogenous bases (adenine (A), guanine (G), cytosine (C) or thymine (T)) and a phosphate-

deoxyribose segment comprising the backbone. The bases are planar aromatic heterocyclic 

molecules which are divided into two groups: purines (A,G) and pyrimidines (C,T). In the natural 

Watson-Crick base-pairing, a purine and a pyrimidine from each strand are held together by 

specific hydrogen bonds: adenine pairs with thymine and guanine pairs with cytosine (see Figure 

2). The A-T base-pair is kept together by two hydrogen bonds while the G-C base-pair has three 

hydrogen bonds. The additional hydrogen bond makes the G-C base-pair more stable (around 1.5 

kcal/mol, (5)). The nucleotides within one strand are connected via the backbone by 

phosphodiester bonds. Base-stacking interactions among aromatic nucleobases and hydrogen 

bonding between them are the main drivers of the stability of the DNA where stacking 

preferences and the physical properties of the sugar-phosphate backbone give each base pair step 

a slight twist of 35-36°, with bases nearly parallel to each other and an inter-base distance of 3.3-

3.4 Å resulting in a double-helical staircase where ten base pairs form a helical turn.  
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Figure 2. Structure of DNA double-helix. DNA double-helix with highlighted nucleotide units 
(left), the structure of the four nucleobases (top right) and the Watson-Crick base pairing 
between the bases (bottom right). 

1.2.1 Helical parameters 

From a structural point of view the canonical model for DNA allows an elegant description of local 

DNA dynamics by two types of movements at the base-pair level (intra base pair dynamics): 

translations and rotations with respect to the previous base pair in the helix. This simplicity of 

DNA dynamics gives rise to a set of geometrical descriptors of base morphology to describe DNA 

conformation. This set of rotational and translational parameters between bases and base-pairs 

was developed at the EMBO meeting in Cambridge in 1988 (“Cambridge Accord”) and 

standardized at the Tsukuba Workshop in Nucleic Acid Structure and Interactions (6) by choosing 

a single reference frame to calculate base morphology parameters. Parameters are defined either 
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locally with respect to a local coordinate system attached to each individual base pair, or with 

respect to a global curvilinear helical axis (Figure 3).  

Thus, to fully describe the orientation and position of the two rigid body bases of a base-pair, 3 

translational and 3 rotational parameters are defined, referred to as intra base pair parameters: 

• Shear, stretch and stagger are called the relative displacements of the bases along their 

x-, y- and helical axis (z-axis) 

• Buckle, propeller twist and opening accordingly are the relative torsions of the base 

planes around their x-, y- and helical axis (z-axis) 

The degrees of freedom of a base-pair modeled as a rigid body is characterized with 10 

coordinates, 6 of which are defined relative to the previous base-pair in a dimer reference frame 

(inter base pair parameters): 

• Rise is the relative displacement of one base pair to another in the direction of the helical 

axis (z-axis) while slide is the displacement of one base pair compared to another in the 

direction of the long axis (y-axis), measured between the midpoints of each C6-C8 vector. 

Similarly, shift describes the relative position of two neighboring base pairs along their 

short axis (x-axis). 

• Twist is the angle between successive base pairs about the helical axis (z-axis). More 

practically, it is measured as the change in orientation of the C1’-C1’ vectors going from 

one base pair to the next. Corresponding to slide in the translational parameters, roll is 

the dihedral angle for torsion of one base pair with its neighbor about the y-axis. A 

positive roll value opens the base pair towards the minor groove while negative roll 

indicates opening towards the major groove (groove definitions see section 1.2.3). Tilt (as 

shift for the translational inter base pair parameters) is the corresponding dihedral angle 

for rotation of one base pair with respect to its neighbor about the short axis (x-axis). 

The remaining 4 parameters describe the geometry of a rigid base pair with respect to the helical 

axis: 
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• X-displacement and Y-displacement define the distance, along the x- or y-axis 

respectively, of the midpoint of the base pair mean plane with the helical axis. For 

example, a base pair with positive X displacement is translated towards the major groove. 

• Inclination is the angle between the long axis (y-axis) of the rigid base pair and a plane 

perpendicular to the helical axis. Tip is the angle between the short axis (x-axis) of the 

base pair and a plane perpendicular to the helical axis. 

 

Figure 3. Base-pair geometry. Intra base pair parameters (top left), reference coordinate 
frame (bottom left), inter base pair parameters (right top) and global base pair parameters 
(right bottom). 
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In summary, the helical parameters are a complete and intuitive toolset for the description of the 

helix at base resolution level. Assuming rigid planar base pairs, the six inter base pair parameters 

fully characterize the structure of DNA. The assumption of rigid planar bases is a good 

approximation when global DNA dynamics at base pair level are studied since the displacement 

of individual bases is usually small compared to the rigid base-pair movement. However, if the 

relative orientation of bases within a base pair is wished to be considered, the six intra base pair 

degrees of freedom must be additionally introduced. Even though the helical parameters are 

mathematically independent, some of the parameters exhibit coupled behavior, for example 

slide, roll and twist change simultaneously with overall bending. Similarly, inter base pair 

parameters such as shift and twist are tightly connected to some of the dihedral angles (ε and ζ) 

defining backbone geometry. 

1.2.2 Backbone geometry 

The backbone configuration of DNA is best described by its torsional degrees of freedom. The 

torsion angles of a nucleotide consist of 6 main chain, 5 sugar and one glycosidic torsion angle.  

The rotation of the base relative to the sugar is described by the glycosidic torsional angle χ (O4’-

C1’-N9-C4 in purines and O4’-C1’-N1-C2 in pyrimidines). The base can adopt two major 

orientations about the C1’-N9 bond: syn and anti, and a minor one: high-anti. The angle ranges 

for the three conformations are 30°-90° for syn, 180°-300° for anti and around 270° for high-anti. 

In syn conformation the Watson-Crick hydrogen bonding groups are oriented towards the sugar 

while in the anti conformation these groups are directed away from the sugar ring. Purine bases 

can both be oriented in syn and anti with a slight preference for the anti configuration while 

pyrimidine nucleotides are found mostly in anti due to unfavorable electrostatic contacts in the 

syn configuration (O2 and phosphate group along the 5’ direction). In canonical double-helical 

DNA, syn orientation of the nucleotides is almost never observed since Watson-Crick base pairing 

requires, in general, nucleotides to adopt anti conformation; only in some exotic DNA 

conformations such as Z-DNA, quadruplexes or triplex DNAs the syn orientation can play a 

significant role.  

The sugar ring is the flexible link between the nucleobase and phosphate backbone, with different 

puckering modes influencing their relative orientation. The conformation of the five-membered 
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furanose ring of the backbone can be described by 5 endocyclic torsional angles 

(ν0, ν1, ν2, ν3 and ν4, for definitions see Figure 4). The ring is usually not planar and atoms 

deviating from the ring coplanarity lead to pucker conformations. Sugar pucker states are called 

after cardinal directions, where C3’-endo-C2’-exo is called North, O4’-endo is called East, C3’-exo-

C2’-endo is called South and O4’-exo is called West. These states can be summarized into a more 

elegant representation of the degree of the pucker by using a pseudorotation concept where τmax 

is the degree of the pucker and P the pseudorotation phase angle (7, 8). The parameters are 

calculated as: 

  

tan𝑃𝑃 =
(𝜈𝜈4 + 𝜈𝜈1) − (𝜈𝜈3 + 𝜈𝜈0)

2 ∙ 𝜈𝜈2 ∙ (sin 36° + sin 72°)
 (1) 

  

where P=0 corresponds to a maximally positive 𝜈𝜈2 torsional angle which is the standard 

conformation for nucleic acids. The puckering amplitude 𝜏𝜏𝑚𝑚 describes the maximum out-of-plane 

pucker and is given by: 

𝜏𝜏𝑚𝑚 =
𝜈𝜈2

cos𝑃𝑃
 (2) 

  

In practice, while the North conformation is predominant in RNA, DNA favors the South 

conformation with a P angle of 140° to 185° (9).  

The main chain torsions of a nucleotide are comprised of six dihedral angles α, β, γ, δ, ε, ζ and are 

described in Figure 4. The torsion is defined by four consecutive atoms about the bond between 

the two central atoms (for example α is the rotation about the P-O5’ bond). A common convention 

for describing these backbone angles is to define three major ranges as gauche+ (g+) around 60°, 

gauche- (g-) around 300° and trans (t) around 180°. Even though the six torsional angles represent 

six degrees of freedom, some main chain motions are correlated, forming torsional couples. 

Coupling of α and γ angle is responsible for the orientation of the phosphate group to the furanose 

since the β torsion adopts values mostly in the trans region. In the canonical form of B-DNA the 

α/γ couple adopts g-/g+. Another torsional couple is ε/ζ around the O3’. Their concerted rotations 

influence the motion of the O3’ atoms and the phosphate group of the following nucleotide (on 

the 3’ side). Two major regions in the ε/ζ conformational landscape, namely the BI and BII 
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backbone states, are characterized by the torsion difference (ε – ζ). The BI state is defined by ε 

and ζ adopting values of 120°-210° (t) and 235°-295° (g-) respectively. 

 

Figure 4. Definition of DNA backbone torsions. A: Main chain torsions. B: Glycosidic 
torsions. C: BI/BII transitions in the main chain. D: Puckering types. 

In the transition from BI to BII state the phosphate of the following nucleotide is pushed towards 

the minor groove, narrowing it, and ε and ζ lie in the ranges of 210°-300° (g-) and 150°-210° (t) 

(10, 11). Backbone angles not only are coupled among each other, their motion correlates well 

with helical parameters. BI and BII states are associated with the inter base pair parameters, low 

twist/low shift corresponds to a BII conformation while high twist/high shift corresponds to the 

more common BI state. Moreover, as the helical parameters, the relative population of BI/BII 

states in DNA dynamics is sequence-dependent.   

1.2.3 Helices 

Several characteristics arise from the double helical structure of DNA. A dominant feature are the 

grooves which are spaces between the two strands. Due to the asymmetry in the base pairs two 
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parallel types of grooves exist: the major groove and the minor groove (Figure 5). Their dimensions 

are related to the distances and orientation of base pairs from and to the helical axis, respectively, 

and are characterized by two parameters. The groove width is defined as the perpendicular 

distance between phosphate groups on opposite strands with respect to the helical axis, the 

groove depth is calculated as the difference in polar radii between the phosphorous and N6 

adenine or N2 guanine atoms, for major and minor groove respectively. The grooves can serve as 

binding pocket for different molecules, bigger molecules such as proteins preferably bind to the 

major groove while smaller ligands tend to bind to the minor groove.  

 

Figure 5. Groove geometry. A: Definition of major and minor groove. B: Orientations of 
base pairs towards the grooves (taken from Biochemistry: A Short Course (Second Edition), 
2013). C: DNA protein complex with Leucine zipper bound major groove (left; PDB:1YSA) 
and DNA-ligand complex (ligand in magenta) bound to minor groove (right; PDB:264D). 

1.2.4 Structural families 

The most common structural type of DNA is its right-handed B-form (also called B-DNA). The B-

DNA helix is characterized by a right-handed spiral formed by two anti-parallel polynucleotide 

chains with approximately 10 base pairs per complete helical turn, the sugar pucker in C2’-endo, 

an anti conformation of the glycosidic torsion and well defined major and minor grooves. The 

wide major groove is richer in H-bonding capabilities (O6, N6, N7 of purines and N4, O4 of 
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pyrimidines) than the minor groove (N3, N2 of purines and O2 of pyrimidines). For certain 

stretches of purines (e.g. GAGGGA) and under non-physiological conditions (low humidity) DNA 

can adopt the right-handed A-form. Compared to B-DNA, A-DNA has a wider spiral and a more 

compact form with over 11 base pairs per helical turn with smaller distance between them.  

 

Figure 6. Three major forms of DNA double-helix. From left to right: B-DNA, A-DNA, Z-DNA. 
A: Top view. B: Side view. 

The C3’-endo sugar pucker lowers the distance between consecutive phosphate groups which 

forces the displacement of the base pairs with respect to the helical axis by nearly 5Å. The last 

major family of DNA helices is Z-DNA. Z-DNA is a left-handed helix favored by alternating 

pyrimidine-purine steps (e.g. CGCGCG) at high ionic strength (above 4M NaCl). The purines of the 

left-handed double helix are in syn conformation which results in a “zig zag” arrangement of the 

phosphate groups. Even though the structure can exist only at high ionic strength it maybe is 
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involved in regulation of transcription (12).  For completeness, the characteristics of the major 

helix forms of DNA are shown in Table 1.  

Geometry 

attribute A-DNA B-DNA Z-DNA 

Helix sense right-handed right-handed left-handed 

Repeat unit 1 bp 1 bp 2 bp 

Helical twist 32.7° 36.0° C/G: -49.3°/-10.3° 

Roll 0° 0° C/G: 5.6°/-5.6° 

bp/turn 11 10 6 

Inclination 22.6° 2.8° 0.1° 

Rise 2.54 Å 3.38 Å 7.25 Å 

Pitch 28.2 Å 33.2 Å 45.6 Å 

Propeller twist -10.5° -15.1° 8.3° 

Glycosyl angle anti anti C/G: anti/syn 

Sugar pucker C3’-endo C2’-endo C/G: C2’-endo/C2’-

exo 

Diameter 23 Å 20 Å 18 Å 

Major groove 

Width 

Depth 

 

2.2 Å 

13.0 Å 

 

11.6 Å 

8.5 Å 

 

8.8 Å 

3.7 Å 

Minor groove 

Width 

Depth 

 

11.1 Å 

2.6 Å 

 

6.0 Å 

8.2 Å 

 

2.0 Å 

13.8 Å 

 

Table 1. Geometrical characteristics of the three major DNA double helices (data taken 
from (13)). 

The studies presented in this work consider DNA in its B-form, other double helical conformers 

were only used for parametrizing and testing the newly developed parmbsc1 force field. 
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1.2.5 Constrained DNA 

Even though the study of free DNA is essential to understand basic principles of DNA flexibility, 

DNA in nature is not always present in its naked B-form. In a cellular environment several factors 

can influence the structure of B-DNA, some of those reduce the DNA’s freedom significantly. In 

this section I want to briefly discuss two types of B-DNA in a restrained environment, namely 

supercoiled DNA and protein-bound DNA (Figure 7). Simulations of those two types of constrained 

DNA are available via the MCDNA webserver I developed in my thesis to simulate DNA dynamics 

via a coarse grain model. 

 
Figure 7. Constrained DNA. A: Schematic view of Twist and Writhe of a supercoiled circle. 
B: Representative structures of a DNA minicircle of 260bp in length with different changes 
in linking number (structure is shown from the front and rotated by 90°). C: Structure of 
protein-coated DNA. 
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DNA supercoiling 

 

DNA supercoiling is a cellular strategy for packing the genetic material efficiently into a small 

nuclear space, but it is also implicated in genetic control. The over- or underwinding of DNA 

emerges from several cellular processes that induce torsional stress. In prokaryotes and 

eukaryotes the DNA is slightly negatively supercoiled (14). In such a constrained environment, for 

example, DNA supercoiling can enhance contact of DNA fragments which lie far apart in the linear 

genomic sequence. From a mathematical point of view, supercoiled DNA can be described as if 

the extremes of a DNA fragment were fused together and form a circle. An important variable for 

constrained circular structures is the linking number. The relaxed structure of an unconstrained 

DNA helix is characterized by the number of helical turns (the sum of the twist values of every 

base pair step divided by 360° (Tw)) and is called the default linking number Lk0 of the relaxed 

circle (Lk0=Tw). When DNA is over- or underwound and topologically constrained, the resultant 

torsional stress is relieved either by the introduction of writhe (Wr) which is the number of times 

the double helix crosses over on itself (supercoils) or by a change in the number of helical turns 

(Tw). The total linking number Lk then changes from its relaxed state Lk0 (ΔLk = Lk − Lk0) and 

is distributed among Tw and Wr by satisfying the topological condition Lk =  Tw +  Wr.  

 

 

Protein-coated DNA 

 

The interaction of regulatory proteins with DNA is crucial for several cellular processes ranging 

from gene expression regulation to DNA replication, repair and compaction. 

Proteins can bind the DNA in two ways. In the non-specific binding the overall electrostatic 

attraction between protein and DNA and the overall DNA geometry are the main factors. In 

specific binding proteins recognize specific DNA sequences by either direct or indirect readout. In 

a direct readout the DNA sequence is read through specific contacts between amino acid side-

chains and base functional groups exposed at the protein–DNA interface. In an indirect readout, 

proteins recognize DNA sequences through sequence-dependent variations in flexibility and 

structural parameters such as the groove width, the twist between base pairs, or the backbone 

conformation. In most cases both direct and indirect readouts work in a complementary way for 
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specific protein binding (15). Once the protein is bound to the DNA it alters the geometry of the 

nucleic acid at the binding region forcing it to deviate from its equilibrium conformation. However, 

this altered geometry is relatively stable (an example is the nucleosome (see next section)), as a 

result, DNA in protein-DNA complexes behaves like a rigid object compared to naked DNA. For 

example, for a DNA structure of 1000 base pairs in length without any proteins bound to it long-

range contacts between distal DNA sites which can be essential for gene regulation are very rare. 

In contrast, when regulatory proteins bind to DNA, alter its path and constrain its flexibility more 

long-range contacts can emerge. This mechanism is the basis of gene regulation where DNA is 

compacted into chromatin inside the cell nucleus. 

2. Chromatin structure – a multi-scale problem 

In eukaryotes, the higher order structure of DNA inside the cell nucleus is called chromatin - the 

nucleoprotein complex that stores the genetic material. Chromatin is present in a highly compact 

form with its 3D arrangement resembling a tightly packed “ball of wool”.  In humans, for example, 

DNA of 2m in length is compressed into a nucleus of around 6μm in diameter, which corresponds 

to a compression ratio of up to 10000. Due to such a high folding ratio, different levels of 

compaction have to be considered to thoroughly understand the multi-scale nature of the 

chromatin fiber. The first level of compaction is achieved by wrapping 147 base pairs (bp) of B-

DNA ~1.7 times around an octamer of histone proteins forming the fundamental repeat unit of 

eukaryotic DNA: the nucleosome. Nucleosomes are connected via DNA linkers of 20-80 bp in 

length (depending on the organism) forming a “beads-on-a-string” form of chromatin. In the next 

level of compaction, the nucleosome string condenses into a polymer-like form. Early in-vitro (16, 

17) and in-silico (18) experiments suggested a regular compaction into a fiber of 30nm in 

diameter, however in-vivo the situation is more complex due to many parameters such as DNA 

linker length, the linker histone concentration, the cellular ionic environment and the effect of 

chromatin remodelers (19, 20). In the last level of compaction, the dense chromatin chain is super-

coiled forming chromosomes (see Figure 8). With the emergence of new experimental techniques 

in the last decades such as STORM (21), cryo-EM (22), FISH (23, 24) and 3C-based techniques (25, 

26), the dynamic three-dimensional structure of chromatin among different resolution scales 
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from base pair to sub-chromosomal megabase level with its implications for gene regulation and 

diseases is now broadly studied (27–32). 

 

Figure 8. Multi-scale nature of chromatin structure. 

2.1 Nucleosome 

The nucleosome core particle consists of two copies of histones H2A, H2B, H3 and H4. In higher 

eukaryotes the accommodation of an additional linker histone is possible (H1 or H5 depending on 

the organism). It binds to the nucleosome core in the region close to the DNA edges of the DNA 

binding regions modulating the entry-exit angles of linker DNA which in turn influences the higher 

order structure of chromatin (33).  

 

Figure 9. Nucleosome structure. A: Schematic view of the nucleosome structure with DNA, 
histone octamer, histone tails and a selection of possible epigenetic modifications. B: High-
resolution X-ray structure (PDB:1KX5). 
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The sequence and molecular structure of histones is highly conserved among different species, 

with alpha helices allowing the polymerization and N-terminal tails unstructured and exposed to 

the environment serving as a target for many posttranslational covalent modification processes 

in the nucleus such as acetylation, methylation and phosphorylation. These modifications in turn 

are connected to the transcription state of the nearby genes (34) making them a strong indicator 

for the determination of active and inactive chromatin domains. The high-resolution X-ray crystal 

structure of the nucleosome ((35), PDB ID 1KX5, 1.9Å resolution, see Figure 9) reveals 147 base 

pairs of DNA wrapped 1.65 times around the cylindrical nucleosome core particle with the histone 

tails protruding out of the core. The shape of the nucleosomal DNA is far from equilibrium: the 

high DNA curvature is reflected by large absolute inter base pair step values of slide and roll and 

it kinks the minor groove in favor of the major groove. Due to this unusual shape the underlying 

sequence plays a significant role in wrapping around the histone complex, favoring or disfavoring 

nucleosome formation which has implications on nucleosome positioning along the genomic 

sequence (36, 37). 

2.2 Chromatin secondary structure 

In the next step, nucleosomes are connected via DNA linkers and chromatin secondary structure 

is then defined as the arrangement of the ‘beads-on-a-string’ fiber. Several regular topologies of 

chromatin secondary structure have been proposed to exist based on in-vitro data (38), the most 

popular among them are ‘solenoid’ and ‘zigzag’ arrangement of nucleosomes (Figure 10A).  The 

one-start ‘solenoid’ model is an interdigitated one-start helix where consecutive nucleosomes 

interact with each other and follow a helical trajectory with bending of linker DNA. In the two-

start ‘zigzag’ model straight linker DNA connects two opposing nucleosome cores which gives rise 

to a two-start helix. Due to advances in experiments and computational modeling in the last few 

years, it is now assumed that chromatin in-vivo adopts more dynamic and heterogeneous 

conformations (39) which depend on DNA linker length, linker histone concentration, epigenetic 

modifications and the effect of chromatin remodelers which altogether influence the local 

geometry and transcriptional state of chromatin. Recent experiments using super resolution 

STORM microcopy (21) (Figure 10B) suggest that chromatin in human and mouse is organized in 

nucleosomes assembled in heterogeneous groups of varying sizes called “clutches” interspersed 
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with nucleosome depleted regions where the clutch size and compaction correlates well with 

active and inactive chromatin.  

 

Figure 10. Secondary chromatin structure. A: Theoretical secondary structure motifs based 
on in-vitro experiments (taken from (32)). B: STORM microscopy of nucleosome occupancy 
in cells (taken from (21)). C: Micro-C contact matrix (taken from (40)). 

In yeast, Micro-C (40)  experiments revealed that nucleosomes form self-associating domains of 

1-5 genes in size (ca. 2-10kb) where domain boundaries are enriched in nucleosome depleted 

regions (Figure 10C). The length of the DNA linker connecting two adjacent nucleosomes might 

play a decisive role in chromatin compaction (41), and the distribution of linker sizes can vary 

between different cells, even when they are perfectly synchronized. Unfortunately, most of 

experimental data are determined by population-based approaches, where thousands to millions 

of cells are needed to determine the 1D nucleosome positioning along the genomic sequence 

((42); now also single cell MNase-seq exists (43), but the noise/signal ratio in these experiments 

is still too large). The conversion of nucleosome positions of a population of cells into a possible 
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3D conformation of chromatin inside a single cell is a promising approach to be able to represent 

the population-based dynamics in nucleosome positioning by a set of 3D structures derived by 

computational models.  

2.3 Chromatin tertiary structures 

The tertiary structure of chromatin in the interphase nucleus needs to be explained over a wide 

range of length and resolution scales (44, 45). It can be best understood ‘top-down’ – beginning 

with its biggest unit, the chromosomes (in the Mb scale), and ending with specific geometrical 

arrangements with biological relevance of the chromatin fiber in the kb regime (Figure 11). In the 

cell nucleus, chromosomes (in the Mb scale) are isolated and occupy distinct territories where 

inter-chromosomal interactions are rare compared to intra-chromosomal contacts. Large, gene-

poor chromosomes are commonly located on the periphery near the nuclear membrane while 

gene-rich chromosomes are generally found inside the nuclear core.  In the multi-Mb scale (in 

humans), chromosomes are organized into two spatial compartments labeled A and B, with A 

having a more open structure and being expression-active while B is more closed and expression-

inactive (26). Beyond compartmentalization, chromatin is found to form self-associating domains 

called TADs. These self-interacting regions can range in the low Mb scale in humans down to 

around 5kb in smaller organisms such as yeast (40). Proteins attached to the boundary of TADs 

such as CTCF or cohesin are key factors of the dynamic remodeling of chromatin such as chromatin 

looping (low to high kb scale depending on the organism) where DNA regions which are far apart 

in the linear genome are brought into close contact. Looping events can regulate gene expression 

by influencing physical enhancer-promoter contacts. Approximately 50% of human genes are 

believed to be involved in long range chromatin interactions through DNA looping (46). 

Most of the findings of 3D genome organization were achieved by a new experimental method. 

Since the emergence of Chromosome Conformation Capture techniques (3C) in 2002 (25) the 

study of global genome structure inside the cell nucleus has flourished in the last decade.  Several 

3C-based techniques exist, the most popular amongst them being called Hi-C (26). By cross-linking 

genomic segments of few hundred to a few thousand base pairs in length, Hi-C experiments can 

estimate genome-wide the frequency of interaction between genome loci in the nucleus. The 

measured contacts are statistical averages over a population of cells. A variety of polymer models 
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of the tertiary structure of chromatin have been developed to accommodate the large set of 

restraints which arise due to the contacts into a physically realistic geometrical structure (see 

section 3.4).  

 

Figure 11. Chromatin tertiary structure. a) Schematic view of different levels of compaction 
(45). b) Single compaction states illustrated by means of contact matrices (44). 

Using the Hi-C technique combined with FISH microscopy the structural genome variability and 

its biological implications are currently studied in different environments and conditions related 
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to cellular development and disease (for a more detailed description, see (29, 30)). Again, worries 

exist on the value of the 3D models obtained by imposing Hi-C restraints as they correspond to 

average contacts obtained in a pool of cells, and deconvolution of the cell-pool signal or 

alternatively single cell data obtained by ultra-resolution microscopy of high sensitivity or single 

cell Hi-C are required to provide a real representation of chromatin structure. 

Until recently, the different levels of chromatin compaction were treated separately where in 

distinct resolution scales (chromatin secondary structure in the low kb scale and chromatin 

tertiary structure in the Mb scale) different tools for experimental and theoretical approaches are 

used. With the improvement in Hi-C resolution and cost-efficiency (1kb (47)) and the emergence 

of STORM microscopy, recent efforts are being made (48) where Hi-C and STORM microscopy 

attempt to connect both resolution levels by combining different experimental techniques and 

novel computational modeling which in my opinion will be the future of this field of research in 

the next decade.  

3. Theoretical multi-scale modeling of DNA 

In an ideal scenario, a single theoretical framework could describe the dynamic properties of DNA. 

However, the study of DNA covers a broad range of different scales. The nuclear DNA in a human 

cell measures more than 2m while the distance between two base pairs lies in the Å-scale. Some 

dynamic structural changes like chromatin reorganization along the cell cycle happen in the day 

time-scale while electronic rearrangements occur in the sub-femtosecond scale. It is then 

impossible for one single theoretical model to cover such a broad time and size range and 

therefore multiscale approaches relying on different levels of simplifications are necessary (Figure 

12). The theoretical models applied to the study of DNA include (from small to large sizes or short 

to long time-scale) quantum mechanical (QM) ab initio approaches, classical atomistic molecular 

dynamics (MD), coarse grain (CG) and mesoscale modeling (49, 50). 
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Figure 12. Multi-scale simulations of DNA. 

3.1 Ab initio approaches 

The highest level of detail of DNA simulations is achieved by QM approaches. These ‘first principle’ 

(ab initio) methods are used to study changes in electronic structure, including catalytic, 

photophysical or spectroscopic properties. QM models most commonly use the Born-

Oppenheimer approximation where nuclei (treated as classical particles) and electron movements 

are disconnected. Average and more accurate representations are used to depict the correlation 

between electron densities. QM methods, even for the highest level of simplification, require an 

immense computational power which limits them for the study of small model systems (one or a 

few nucleotide units) at short time scales (sub femtosecond). Combining quantum mechanical 

and efficient molecular mechanical methods (QM/MM) makes it possible to study a larger system 

where only the region of interest is modeled in QM description while the surroundings are treated 

classically. QM/MM methods constitute a perfect theoretical framework for systems where the 

region requiring QM level can be precisely localized. For more information on QM and QM/MM 

methods see (51, 52). 
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3.2 Classical approaches 

Instead of explicitly treating electronic densities as in the QM approaches, classical models 

represent atoms as deformable and charged balls of a given radius joined by springs. The energy 

terms modulating local (bonded) and remote (non-bonded) interactions are simplified as classical 

terms defining the force field, a classical Hamiltonian which can be used to derive forces which in 

turn is the fundament to derive trajectories by simple integration of Newton’s equations (the 

molecular dynamics; MD approach). The force field is then the heart of Molecular Dynamics (MD) 

simulations and its parametrization is tightly connected to the accuracy of MD. Classical atomistic 

studies of DNA are usually done on duplexes of dozens (linear DNA) to a few hundreds of base 

pairs (circular DNA) and time scales of up to a few μs can be reached. A more detailed explanation 

of MD simulations is given in the following chapter (for a comprehensive review see (49)). 

3.3 Coarse grain approaches 

In coarse grain (CG) models the complexity of the system is reduced to achieve longer time and 

length scales (thousands of base pairs) than those accessible to MD simulations. In CG models, 

chemical groups or even entire residues are represented as single interacting centers, which 

decreases the number of pairwise interactions in the calculations of potential energies and forces 

(Figure 13). Two types of coarse graining exist to accurately describe the DNA dynamic properties 

(49, 50, 53, 54). Firstly, in Cartesian particle-based CG methods 3 to 8 beads represent one 

nucleotide and the beads are chosen to reproduce the connectivity between backbone, sugar 

puckering and base, as well as hydrogen bonds between bases (55–57). The energy functional of 

particle-based CG methods can be derived in a ‘top-down’ manner where the set of interactions 

is empirically parametrized by a trial-and-error procedure to fit experimentally determined 

thermodynamic properties or structural and dynamic features of double- and single-stranded 

DNA. In the ‘bottom-up’ approach, reference MD simulations are mapped into a CG system via 

the many-body potential of mean force (PMF). Most particle CG models use implicit Langevin 

dynamics with the solvent treated as continuum.  
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Figure 13. Coarse grain DNA models. Left: Cartesian particle-based coarse grain model by 
De Pablo group (Knotts et al. 2007). Right: Internal coarse grain model by Maddocks group 
(cgDNA Daiva et al. 2014 NAR). 

The second coarse graining method is called ‘internal CG model’ and uses rigid bases or rigid base 

pairs, the relative movements between them being described by helical parameters. In the case 

of rigid bases an oligomer of n base pairs is represented by 12n-6 internal coordinates (58) while 

for rigid base pairs 6n-6 inter base pair parameters have to be considered (59, 60). The internal 

energy of the system is the sum of the local nearest-neighbor interactions and is typically 

represented in a quadratic form (harmonic approach) (49, 50, 53, 59–61). DNA conformations are 

sampled in the internal space usually via a Monte Carlo algorithm and are then subject to back 

mapping into Cartesian space. The internal CG ‘force field’ contains ground state and stiffness 

matrices that depend on the underlying DNA sequence and are parametrized from MD 

simulations. Most commonly, internal CG models use the rigid base pair approach with the base 

pair step (bps)-dependent parametrization. Nearest-neighbor representations of DNA have been 

traditionally used, which means that dynamics of DNA can be derived from the parameters of the 

10 unique bps (59). However, recent studies (62, 63) revealed that the flanking base pairs of a bps 

influence the dynamics of the central bps so that this approach is not sufficient to describe DNA 

dynamics, and the tetranucleotide environment has to be considered (nearest neighbor). A 
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compendium of different particle-based and internal coordinate-based CG methods can be found 

in (49, 50, 64–68). 

3.4 Mesoscopic approaches 

For the description of secondary and tertiary chromatin structures (see description above) CG 

models become computationally too expensive forcing the use of even more simplified methods. 

Two types of models exist covering chromatin properties of either secondary or tertiary structure 

(Figure 14): (i) nucleosome fiber resolution working in the kb range and (ii) chromosome level 

resolution working in the Mb–Gb range.  

The ‘bottom-up’ approach of nucleosome fibers (27, 49, 50) takes the accurate atomistic 

description of the constituents of chromatin and transfers it into a coarse grain model. Known 

physical properties of the nucleosome core particle and linker DNA (both from experiment and 

simulations) are used to derive DNA flexibility and CG potentials. The representation of the 

nucleosome core is usually based on its experimentally determined X-ray structure while it is 

common to summarize several base pairs (6 in (69), 10 in (18)) into one bead and to use average 

bending and stretching properties derived from worm-like chain models for the linker DNA 

representation. Model parameters such as the ionic environment, the DNA linker length, the 

presence and absence of linker histones, or the existence of posttranslational histone 

modifications can be included to resemble the in vivo situation as close as possible (70, 71).  

 
Figure 14. Mesoscopic models. Left: Nucleosome fiber model by Schlick group (39). Right: 
Block co-polymer model by Jost group (72). 
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Chromosome simulations usually make use of polymer models (one monomer can comprise from 

less than one kb up to several kb’s (49)) and introduce additional interactions to fulfill 

experimental restraints such as the contact probabilities between genomic fragments derived by 

Hi-C or ultra-resolution microscopy experiments. By tuning specific inter-chain interactions these 

simple physical models can be very valuable to describe dynamic chromatin rearrangements in 

the Mb to Gb scale by simple mechanisms, for example specific attractive inter-chain interactions 

between monomers in certain regions with the same epigenetic mark could capture the nature 

of the epigenomic domains (72).  A review of mesoscopic approaches of chromatin tertiary 

structure prediction can be found in (49, 50, 73, 74).  

4. Programs for multiscale DNA modeling and analysis 

Several programs were developed to simulate DNA from atomistic to chromosomal level, most of 

them are freely available for the user to download and compile to use the program on a local 

machine or cluster. The Amber suite of programs (75) is a prominent example of a complex toolkit 

to set up and perform MD simulations of biomolecules. Amber provides a set of in-house analysis 

programs via Ambertools and there also exist external programs such as Curves+ (76) or 3DNA 

(77) which provide information on the helical parameters, groove geometry and backbone 

conformation of the simulated DNA trajectory. DNA simulations via CG models can be performed 

for example with oxDNA (78) (Cartesian CG model) or cgDNAmc (79) (internal CG model). To 

predict the tertiary chromatin structure programs are provided which integrate experimental Hi-

C data to convert into spatial restraints to build a polymer-like model of the three dimensional 

chromatin structure in an interactive way (80) (TADbit). Results of the 3D structure can be 

visualized alongside the experimental data via TADkit locally or in a web-based service 

(http://sgt.cnag.cat/3dg/tadkit/).  

In recent years, the community for web-based services to facilitate simulation and analysis of 

nucleic acids has been growing steadily. Web services are used to make computational tools 

developed in-house freely available to experts as well as to non-experts without the sometimes 

laborious compilation of the source code on the local machine. Web services have the advantage 

that they can make use of a graphical interface for simple data input by the user and to show 
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directly the output of the program in a well understandable interactive way. They can comprise a 

single program or even a pipeline of several already existing tools so that the user can perform a 

multi-step process in a single interface. In the next section I will focus on web services for DNA 

structure generation and structure analysis.  

4.1 Webservers for DNA structure generation and analysis 

A plethora of web services exist to build, analyze and visualize DNA structures in atomistic or 

coarse grain representation. To build a DNA structure from scratch the user usually just has to 

provide a sequence as input and the webserver creates a DNA structure in a geometrical 

configuration specified by the user. There is the possibility to create straight or bent DNA (81, 82) 

conformations based on user specified input of helical parameters (77, 82) or based on 

precalculated equilibrium helical parameter values (83) (cgdna web). Those web services offer in-

house analysis in the internal helical space and other geometrical parameters of the generated 

structure (82, 83). The user can also upload his own DNA structure in PDB format (76, 77, 81, 82) 

to use the analysis tools of the web services which usually comprise Cartesian and internal 

descriptors of the DNA geometry. Some web services not only allow structure generation and 

analysis, they can also setup and analyze atomistic MD simulations. NAFlex (81) (Figure 15) for 

example offers a variety of methods to explore nucleic acids flexibility, from base pair resolution 

elastic model of flexibility to MD simulations. Within the MD-framework NAFlex uses the MDWeb 

platform (84) to set-up the simulation by a multi-step procedure. Following preparation 

simulations can be launched using common molecular modeling programs such as Amber (75). 

Trajectories, obtained either in situ or provided by the user, can be visualized and analyzed by a 

variety of tools in helical and Cartesian space which makes NAFlex a tool for DNA simulation and 

analysis across multiple length scales. The trend nowadays is to follow the example of NAFlex, but 

at a much bigger scale offering the user more possibilities for biomolecular simulations and to 

analyze experimental data in the same online environment. 

4.2 Online research environments 

Another type of web environment emerged, the Virtual Research Environment (VRE; 

http://vre.multiscalegenomics.eu/home/; see Figure 15). It was developed by the Multiscale 

http://vre.multiscalegenomics.eu/home/
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Complex Genomics (MuG) consortium with participation of several known research groups in 

Europe.  

 

Figure 15. Webservers and online research environments. Left: NAFlex webserver 
(https://mmb.irbbarcelona.org/NAFlex). Right: Virtual Research environment of the MuG 
consortium (https://vre.multiscalegenomics.eu) with a selection of integrated tools (top) 
and a snapshot of the virtual workspace (bottom). 

In the VRE many individual programs to simulate DNA at different resolution and length scales 

and tools to analyze experimental data from 1D to 3D chromatin organization are integrated into 

a single online research environment. At the current state (as of February 2019) it comprises a set 

of tools for studying DNA and chromatin flexibility, determining in-vivo nucleosome positions 

along the genomic sequence (Mnase-seq) and analysis of Hi-C, ChIP- and DNase-seq data. The VRE 

is open for every tool developer to integrate their tools in a straight forward manner. Input files 

can be created directly in the VRE or uploaded by the user. All input and generated output of the 

integrated tools are visible in a single user workspace which makes it feasible for the user to 

execute different tools in the same environment. The existence of a single workspace per user 

allows interconnectivity between tools, which means the output of one tool can serve as input of 

another tool without any problems creating a pipeline of tool executions. A possible way to 

interconnect tools in the VRE is to first determine in-vivo nucleosome positions from MNase-seq 

data using nucleR (85) and use the predicted nucleosome positions of a genomic segment to 

construct a three-dimensional structure with the integrated nucleosome fiber model.  

https://mmb.irbbarcelona.org/NAFlex
https://vre.multiscalegenomics.eu/
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5. Parmbsc1 

The balancing between the strong electrostatic repulsion between the phosphates and attractive 

forces such as stacking and hydrogen bonding between the nucleobases dictate DNA’s overall 

stability. On top of that, the solvent environment influences this balance by screening phosphate 

repulsion and indirectly affects the fine shape of the DNA double helix. Accounting for a correct 

balance between strong and opposite interactions is a great challenge for simple molecular 

mechanics force fields. 

The MMB group developed along many years strong knowledge in examining physical properties 

of nucleic acids by molecular dynamics simulations, part of the efforts can be contemplated in the 

parmbsc0 force field that, after its publication in 2007, has been the gold standard for force-fields 

until recently. However, as simulation time extended, several shortcomings of parmbsc0 

simulations arose (86–92), among them excessive terminal base fraying (87), a too stiff χ torsion 

which led to difficulties in representing exotic DNA structures and significant deviations of helical 

parameter averages (twist and roll) related to the underestimation of the BI/BII equilibrium 

coming from wrong sampling of ε/ζ coupled distributions (87, 91).  

Once identified those problems efforts in the group were undertaken to reparametrize the 

parmbsc0 force field with regard to the torsional backbone angles, most notably sugar puckering, 

ε/ζ and χ torsions using high-level QM calculations. In the meantime, several efforts by other 

groups were undertaken in parallel to improve known inconsistencies of parmbsc0. Specific 

corrections to parmbsc0 involved modifying the χ distribution (χOL4) for the simulation of DNA 

quadruplexes and the ε/ζ distribution (ε/ζOL1) (90, 93). Recently, the Czech group published the 

latest force field (OL15) which incorporated all previous OL corrections for DNA and included 

additional improvement on the β torsion angle estimation (94). 

In our case, after more than four years of extensive testing, the new parameter set named 

parmbsc1 was released in 2014 and it was shown to outperform previous molecular mechanics 

force fields at that time (see Section 1.3 in Chapter II for an overview of the force field 

development). 
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By correcting the coupled ε/ζ profile, parmbsc1 (95) improved backbone sub-state populations 

BI/BII as ε and ζ in trans/gauche- (gauche-/trans) represent the canonical BI (BII) state (95). 

Additionally, by correcting the backbone dihedrals, known deviations from normality of helical 

parameters (twist and roll) of certain base pair steps which are tightly correlated to the backbone 

state and experimental values of helical parameters were well reproduced. The correction of the 

glycosidic angle accounted for the syn/anti equilibrium of the base orientation which reduced 

terminal base fraying and allowed for accurate simulation of non-canonical DNA structures. The 

resulting trajectories showed better conserved terminal hydrogen bonding and low RMSd of 

terminal bases compared to experimental data. Small imperfections with the puckering profiles 

appeared in a pilot simulation of the small duplex d(CpGpApTpCpG). The puckering profile was 

corrected by reparametrization of puckering torsions which correct an excessive bias of parmbsc0 

towards East conformations.  

 

Figure 16. Analysis of DDD. (a) Comparison of the MD average structure (light brown) with 
the NMR structure (light blue) (PDB ID 1NAJ) and the X-ray structure (green) (PDB ID 1BNA). 
(b) Comparison of average values of helical rotational parameters (twist, roll and shift) per 
base-pair step coming from NMR (cyan), X-ray (green), 1-μs parmbsc0 trajectory (black) and 
1.2-μs parmbsc1 trajectory (magenta) data. Error bars denote ±s.d. (adapted from (95)) 
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Incorporating these three corrections into one force field (95), we proceeded to assess its 

performance by validating it on more than a hundred DNA structures with a large variety of DNA 

motifs. The simulations with an overall accumulated time of ~140 μs all showed good agreement 

with known structural properties both from experiment and theory, the motifs ranging from 

unrestrained canonical B-DNA, canonical B-DNA restrained to a circle, various non-canonical 

forms, other unusual DNA conformations such as triplexes and quadruplexes, to complexes where 

DNA is bound to a protein or a ligand. 

One of the validation studies was a simulation of the most known B-DNA duplex, the Drew-

Dickerson dodecamer (DDD). Parmbsc1 simulations lead to significant improvements compared 

to parmbsc0 simulations preserving hydrogen bonds and helical parameters at the terminal 

residues (see Figure 16) sampling now correctly twist and roll profiles with the average much 

closer to experimental values as well as an increased BII population (by 7%). 

Other tests involved simulations of DNA minicircles of 106 bp in length at different superhelical 

stress. While without supercoiling no denatured regions were observed (only one kink out of all 

replicas) negatively supercoiled minicircles formed distortions as a result of superhelical stress, a 

phenomenon known experimentally (96, 97). Looking at the DNA flexibility parmbsc1 predicted 

persistence lengths obtained from simulations of long (up to 56 bp) canonical B-DNA duplexes in 

the range of 40–57 nm, close to the generally accepted value of 50 nm. Besides the universal 

experimental validation by structural comparison also direct experimental observables could be 

computed for the structures where data was available. In the case of DDD, RDCs and NOEs are 

similar to those obtained in the NMR-refined structures. Additionally, simulations using parmbsc1 

provide violations statistics equivalent to those determined from “de novo” NMR-derived 

ensembles. 

In summary, parmbsc1 undoubtedly constitutes a major improvement to previous force fields in 

the study of dynamic properties of DNA. Two hundred citations at present time (more than 100 

predicted in 2019) indicates the impact that this force-field is having in the field. 
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OBJECTIVES 

The global objective of this thesis is to advance in the development of methods for the multiscale 

modeling of DNA from atomistic to sub-chromosomal level. The works presented here represent 

each a rung in description of DNA dynamics along the resolution ladder underlining the 

connectivity of each of the simulation methods with its neighbors in terms of model resolution 

which simplifies defining specific objectives that run like a golden thread through the different 

topics covered in this thesis.  

• Elucidation of sequence-dependent effects of B-DNA beyond the base pair level. Using 

MD simulations with the parmbsc1 force-field, we aimed to develop a complete set of 

rules at the tetranucleotide level to describe complex polymorphisms in helical space and 

the correlations between helical conformations and the backbone sub-state at the base, 

base pair and base pair step level. To examine higher-than-tetranucleotide effects on DNA 

dynamics we studied the d(CpTpApG) tetranucleotide in different hexa- and octamer 

environments to uncover the potential influence of specific sequence patterns on long-

range conformational changes.  

• Development of a mesoscopic B-DNA model based on the set of rules derived for DNA 

dynamics at the tetranucleotide level. Our purpose was to decipher complex structural 

polymorphisms with the help of machine learning tools to parametrize an extended 

nearest neighbor helical coarse grain model. We compared the similarity of atomistic 

reconstituted coarse grain ensembles with MD trajectories and experimentally resolved 

structures in Cartesian and helical space to test whether the developed model can 

potentially replace atomistic MD in the study of certain systems at atomistic detail. 

• Development of a webserver using the mesoscopic B-DNA model to provide simulations 

of B-DNA - in linear form or in a constrained environment such as supercoiled and protein-

coated DNA – in a web environment easily manageable for non-expert users. For 

additional user friendliness we aimed to provide direct online analysis so that the 
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generated set of structures can be subject to a large variety of analysis tools within the 

webserver.  

• Development of a nucleosome fiber model with base pair resolution which is used to 

probe chromatin dynamics of fibers with different linker sequence distribution. The 

flexibility in the choice of the model parameters is targeted to be such that realistic fiber 

conformations can be deduced directly from experimentally determined in-vivo 

nucleosome positioning data and that additional restraints can be directly applied. 

• Implementation of the mesoscopic B-DNA model and the nucleosome fiber model in 

the Virtual Research Environment (VRE) for easy user access and for simplifying 

communication among the integrated tools which comprise computational modeling and 

analysis of experiments related to genome architecture from base pair to chromosome 

level.  

Additional to our research objectives we decided to compile current knowledge on computational 

approaches in multi-scale DNA modeling from quantum mechanics to chromosome simulations. 

Two works were done on this topic, one focusing on providing a compendium of recent advances 

in computational modeling of DNA while the other one, in form of a book chapter, centralized 

more in the basic methodological description of the different simulation methods.  
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CHAPTER II - METHODS 

The focus of this thesis is the theoretical description of DNA in the multi-scale regime – from 

atomistic simulations up to kb long mesoscale modeling (see Figure 17). In this chapter the 

computational methods used in this thesis are explained in more detail, namely the molecular 

dynamics (MD) algorithm for atomistic simulations and the Monte Carlos sampling method for 

the coarse grain helical DNA model and the mesoscopic chromatin model. The nature and the 

parametrization scheme of the helical coarse grain model developed here is also briefly explained 

in this chapter. Different strategies to build mesoscale chromatin models are already discussed in 

Section 3.4 in Chapter I, however I will give a more detailed overview of what has to be taken into 

account to transfer from a coarse grain to a mesoscale model. The chapter is complemented by 

the analysis methods I used to bridge the resolution gap between atomistic and mesoscopic 

modeling.  

 

Figure 17. Multi-scale nature of DNA modeling. The pathway from atomistic MD 
simulations to mesoscopic nucleosome fiber modeling. 
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1. Molecular Dynamics 

1.1 Classical mechanics and force fields 

Among the different existing techniques to obtain macromolecular dynamic information, the 

most popular one is atomistic Molecular Dynamics (MD). Classical mechanics is used to represent 

atoms as spheres of a given radius, hardness, charge and mass (1). The energy functional used by 

force-fields is usually composed of two terms: bonded and non-bonded components (Figure 18).  

 

Figure 18. Schematic illustration of the terms in a classical fixed-charge force field, i.e. bond 
stretching (𝐄𝐄𝐛𝐛𝐛𝐛𝐛𝐛𝐛𝐛), bond-angle bending (𝐄𝐄𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚) and dihedral-angle torsion (𝐄𝐄𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝), as 
well as van der Waals (𝐄𝐄𝐯𝐯𝐯𝐯𝐯𝐯) and electrostatic (𝐄𝐄𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞) interactions 

Bonded terms are associated with chemical bond lengths, bond angles and bond dihedrals and 

non-bonded terms describe electrostatic and van der Waals interactions. The potential energy 

can be thus written as 

Epot = Ebonded + Enon−bonded (3) 
  

where  

Ebonded = Ebond + Eangle + Edihedral (4) 

  

and  

Enon−bonded = Eelec + EvdW (5) 
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Dissecting the different bonded terms: 

• Chemical bonds: 

Energy related to the bond length between two atoms. Harmonic potentials are used to 

approximate the small vibration of covalent bonds around its equilibrium bond length 

Ebond = � kr(r− r0)2
bonds

 (6) 

  

where kr is the bond force constant, r is the observed bond length and r0 is the 

reference equilibrium bond length of the atom pair. 

 

• Bond angles: 

Energy associated to the angle between two adjacent bonds in a molecule. A harmonic 

oscillator is used to estimate the energy  

Eangle = � kθ(θ − θ0)2
angle

 (7) 

  

where kθ is the angular force constant, θ is the observed angle, θ0 is the 

reference equilibrium bond angle. 

 

• Torsions: 

Energy describing the rotation energetic barriers of an atom pair bond (four adjacent 

atoms define dihedral angle ω). Due to their periodicity dihedral angle potentials cannot 

be described by harmonic terms, a truncated cosine Fourier expansion is used instead. 
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Edihedral = � �
Vn
2

(1 + cos(nω − γ))
ndihedral

 (8) 

  

where Vn is the height of the barrier (for every term), n the periodicity (usually 

truncated to 3), 𝜔𝜔 is the observed dihedral angle and 𝛾𝛾 the phase angle. Closely related 

to the torsional interaction are out-of-plane distortions, i.e. the capacity of an atom to be 

out of the plane formed by the other three atoms involved in the dihedral. These 

improper dihedral angles can also be accounted for in force fields.  

 

Within the non-bonded terms: 

• Electrostatic term: 

Energy term associated with the point charges of atoms in a molecule. The electrostatic 

interaction between two atoms i and j are modeled by a Coulomb potential: 

Eelec = �
1

4πϵϵ0
 
qiqj
rij

 
i,j

 (9) 

  

where 𝜖𝜖 is the dielectric constant of the medium, 𝜖𝜖0 the vacuum permittivity and 

rij the distance between the two point charges qi and qj. 

 

• Van der Waals energy term: 

The van der Waals interactions describe the behavior of two atoms when they are 

approaching each other without forming a covalent bond leading to Pauli repulsion and 

when they are close to an ideal inter-nuclear distance leading to attraction. Both 

attraction and repulsion are summarized in one potential, usually described through the 

Lennard-Jones potential: 
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EvdW = �ϵ∗ ��
rm
rij
�
12

− 2�
rm
rij
�
6

�
i,j

 (10) 

  

where ϵ∗ is the depth of the potential well, rm is the distance at which the 

potential reaches its minimum for the given atom pair i,j and rij is the distance between 

atom i and j. 

The bonded interactions are computationally inexpensive since they all occur among neighboring 

atoms. The most expensive part of energy evaluation are the non-bonded terms represented by 

the Lennard-Jones and Coulomb potential since they theoretically involve all particles in the 

system. The van der Waals term decays rapidly with distance justifying the use of “cut-offs”, 

however the Coulomb potential falls off slowly, with r−1, and would suffer from major truncation 

artifacts if a cut-off was imposed (2). To overcome this problem, methods for long-range 

corrections of the electrostatic potential have been developed, the most common approach is the 

particle-mesh Ewald (PME) method (3) which shows a good balance between accuracy and 

computational efficiency. Therefore, the electrostatic energy is divided in two terms, a short-

range potential, calculated in the real space, and a long-range potential, which becomes short-

ranged when calculated in the Fourier space. Consequently, both terms of PME converge rapidly 

and an inclusion of a cut-off distance does not impair accuracy. The PME scales with the number 

of particles N in the order of 𝑂𝑂(𝑁𝑁 ⋅ 𝑙𝑙𝑙𝑙𝑙𝑙𝑁𝑁) compared to 𝑂𝑂(𝑁𝑁2) for direct calculations which 

facilitates the simulation of larger systems using the PME method.  

The PME assumes periodic symmetry of the system in order to perform Fourier transformation. 

In MD simulations this is achieved by using periodic boundaries to mimic an infinite system where 

an infinite array of identical copies of the simulation region (unit cell; its shape can be a cube, 

dodecahedron or truncated octahedron) extends around the unit cell in every direction. The size 

of the unit cell is chosen to be big enough to avoid that the biomolecule gets too close to the 

edge. The periodic boundary conditions keep the total particle number constant since any particle 

that passes through one side of the unit cell reappears on the opposite side. 

The fine tuning of the different constants appearing in the above mentioned energy terms is a 

complex process that requires detailed evaluation of each functional to yield an accurate 

representation of the DNA’s conformational space and thermodynamics.  
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1.2 Molecular Dynamics algorithm 

The time evolution of the system can be generated by using the laws of classical mechanics 

(Newton’s second law of motion). Forces acting on a particle with coordinates X are proportional 

to the negative gradient of its potential energy U 

F�⃗ (X) = −∇U(X) (11) 

  

which leads to that mass m and acceleration a of a particle are proportional to the negative 

gradient of its potential energy: 

F�⃗ (X) = ma�⃗ (X) = m
dv�⃗
dt

= m
d2x�⃗
dt2

= −∇U(X) (12) 

  

Theoretically, system particle coordinates during time could be obtained analytically solving equ. 

(12). However due to complex particle couplings, the equation needs to be solved numerically. 

The verlet algorithm and its variants leap-frog and velocity verlet are the most common in MD 

simulation programs. Verlet algorithm (4) calculates the atomic positions r at time t + Δt from the 

actual positions r(t), the positions from the previous step r(t – Δt) and the accelerations a(t): 

r(t + Δt) = 2r(t) − r(t − Δt) + Δt2a(t) (13) 

  

The Verlet algorithm does not calculate explicitly velocities, but they can be extracted using 

different simple approaches. 

Leap-frog, a variation of the Verlet algorithm, calculates the velocities alongside with the new 

positions (5): 

r(t + Δt) = r(t) + Δt ⋅ v �t +
1
2
Δt� (14) 

  

v �t +
1
2

 Δt� = v �t −
1
2
Δt� + Δt ⋅ a(t) (15) 
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Velocities and positions are not synchronized, as they are calculated at time t + 1
2�  Δt and t +

Δt, respectively. The velocity verlet algorithm allows calculating velocities and positions at the 

same time: 

r(t + Δt) = r(t) + Δt ⋅ v(t) +
1
2
Δt2a(t) (16) 

  

v(t + Δt) = v(t) +
1
2
Δt [a(t) + a(t + Δt)] (17) 

  

In all the algorithms the integration time step Δt is crucial since the acceleration is assumed to be 

constant during that time. Choosing a too large time step might cause instabilities of the 

macromolecular system while too small integration time steps increase the computational time 

of sampling the movement. In atomistic MD simulations the integration time step is chosen not 

to be bigger than the smallest motion in the system which for biological systems is the bond 

stretching involving hydrogen atoms occurring on the 1 fs timescale. Seen from the biological 

level, these vibrations are irrelevant for the final results of the simulation and special algorithms 

such as SHAKE (6), LINCS (7) or RATTLE (8) exist to constrain the smallest vibrational movements 

to allow longer integration time steps (from 1 fs to 2 fs) which in turn speeds up the simulation. 

As mentioned above, MD simulations rely on Newton’s equation of motion where the energy of 

the system E, the volume V and the number of particles N is conserved, known as microcanonical 

ensemble (NVE ensemble). However, to capture conditions closer to experiments, pressure and 

temperature need to be kept constant and ensembles such as canonical or isothermal-isobaric 

give a more appropriate description. In the canonical ensemble (NVT ensemble) the total energy 

is allowed to vary, but the system is maintained at constant temperature by means of a 

thermostat. Popular techniques to control temperature include weakly coupled algorithms like 

velocity rescaling, Berendsen thermostat, Nose-Hoover thermostat and Langevin dynamics (9–

12). Additionally to the condition of constant temperature, most experiments are performed in 

an environment where pressure is invariable with varying volume, so experimental conditions can 

be best reproduced with an isothermal-isobaric ensemble (NPT). Similarly to the thermostat the 

pressure can be controlled by the Berendsen, Nose-Hoover or Parrinello-Rahman barostat. 
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Generally, while stochastic models lack reproducibility of the trajectory, deterministic algorithms 

tend to lose ergodicity and can equilibrate very slowly.  

The environment of most biomolecular MD simulations is made of water and ions with their 

representations being as important as the representation of the studied biomolecule. On the one 

hand, the solvent can be represented implicitly as a continuous medium by approximating the 

mean force exerted by the media on the solute while on the other hand water and ions can be 

explicitly included in the system. Implicit water models have substantial advantages in computing 

time, however they neglect specific important features such as hydrogen bond fluctuations at the 

solute surface, water dipole reorientation in response to conformational changes and bridging 

water molecules. Therefore it is common to use explicit water models for simulations of 

biomolecules up to a certain size, among the most popular ones are TIP3P (13) and SPC/E (14). 

Together with different models of monovalent ions (15, 16) the impact of using distinct water and 

ion representations in MD simulations on local and global fiber properties is a current field of 

study (see section 5 in Chapter I). 

1.3 DNA Force-field 

To correctly evaluate the generic force-field formula 

Etotal = Ebond + Eangle + Edihedral + Eelec + EvdW (18) 

  

parameters for each energy term have to be carefully evaluated for each atom type to reproduce 

realistic DNA dynamics. Atom type assignment depends on the functional group the atom is part 

of and/or hybridization state.  

The first simulation of a DNA molecule took place in the 80’ and since then MD simulations have 

been improving rapidly with the first microsecond simulation of a Drew-Dickerson dodecamer 

(17). This fast development goes along with the increase in computational power where faster 

processors, bigger supercomputers and advances in GPU technologies allow the study of larger 

biomolecular systems at a longer time scale. This in turn can create new issues in force-field 

parametrization never observed before on shorter time scales (18–21) which are ought to be 

improved.  
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The basic parametrization scheme relies on the transferability approximation where the force-

field is parametrized on a small set of molecules and then applied to a wider group of molecules 

with similar chemical groups. This assumes that parameters are not dependent on the local 

environment and that, in case of DNA, the parametrization of the four nucleotide units should be 

enough to simulate any DNA molecule. Current parametrization efforts respond to errors 

detected in previous force-fields, most commonly a QM study on a small system is directly 

compared with the same system simulated with MD to refit the parameters. This approach is used 

in the AMBER or CHARMM families of force-fields (20, 22–27). While the advantage of this 

strategy is its accuracy due to the QM study, potential neighboring effects could be neglected due 

to system size. In other approaches experimental data is used as additional restraints to fit the 

force-field for different macromolecules (28–30) which by definition results in good 

reproducibility of the experimental data at the expense of universality of the description of 

different forms of the macromolecule.  

Although being a stable biomolecule, DNA’s flexibility and charged nature makes it difficult to 

simulate. In the physics point of view, two forces balance the DNA structure: strong electrostatic 

repulsion between the phosphates in the backbone and attractive stacking and hydrogen bonding 

between nucleobases. Changes in solvent environment can additionally affect these two forces 

and thus influence the shape of DNA. 

Different force-fields emerged since the first MD simulation of a DNA molecule by Levitt, with 

parm99 (24) being in our opinion the first reliable force-field for DNA which could correctly 

simulate DNA dynamics of timescales up to 50 ns. However, with the increase in computational 

power problems at longer simulation timescales arose. Distortions in the structure were related 

to disproportionate α/γ populations from the canonical gauche-/gauche+ state towards 

gauche+/trans. Those problems were corrected by the parmbsc0 force-field (25) which allowed 

stable DNA simulations in the multi-nanosecond regime. For a decade, parmbsc0 became the 

‘gold-standard’ for DNA simulations with over 1500 citations (up to 02/2019). Nevertheless, some 

issues still remained and with the steady increase in computational power, challenges in multi-

microsecond simulations came up. Experimental values of helical parameters, especially those of 

roll and twist, were misestimated (parmbsc0 undertwists the structure by, in average, 3° (17)). 

The BI/BII-equilibrium, which has been shown to correlate with the bimodality of the twist 
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distribution, especially for RpY steps such as d(CpG), is biased towards the canonical BI state (17, 

21, 31). The fraying of terminal bases was very large, generating unrealistic configurations at the 

ends of the DNA (32).  

Corrections to the parmbsc0 force-field involved reparametrization for exotic DNA forms or the 

attempt to create a new standard for DNA simulations. For example, the OL1 parameter set (26) 

tackled the ε/ζ representation for more accurate BI/BII populations, OL4 (20) aimed to correct the 

χ distribution, followed by OL15 which included all previous OL corrections for DNA and 

incorporated additional adjustments of the β torsion (33). Efforts from MacKerell’s group 

incorporate a Drude’s oscillator term accounting for polarisation effects (the energy contribution 

arising from the mutual relaxation of electron distribution of interacting particles (34)). The 

resulting force field (CHARMM36pol) is the first polarizable force field able to reproduce some 

nucleic acids structures (like the B-DNA duplex) in the 100 ns regime. However, when simulations 

are extended to the microsecond regime even canonical DNA structures are corrupted (35), so 

more work is still needed to recalibrate all the terms to the incorporation of polarization. 

Even though the modifications for parmbsc0 could correct some issues, not all the problems of 

DNA simulations were addressed yet, which motivated the development of a universal force-field 

for DNA simulations. The efforts resulted in a new force-field, parmbsc1, which constitutes a 

major improvement to previous force-fields in the study of dynamic properties of DNA (see 

section 5 in Chapter I).  

2. Parametrization of helical coarse grain model 

Coarse grain (CG) models which reduce the complexity of the system are used to achieve longer 

time and length scales in DNA simulation than those accessible to MD. The ‘internal CG model’ 

(see Section 3.3 in Chapter I for a summary of different approaches to construct a CG model) uses 

internal degrees of freedom to describe DNA dynamics, usually rigid base pairs being the smallest 

unit of the model (36, 37) (some models assume rigid bases (38–40) which implies a slightly 

different parametrization procedure). The motion between two rigid base pairs consists of the six 

inter base pair parameters (three translational (shift, slide, rise) and three rotational (tilt, roll, 
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twist) parameters are considered in this model for each base pair step (bps)). The DNA 

deformations can be approximated as a sum of harmonic distortions (36) from equilibrium bps 

geometries and the Hamiltonian can be described as: 

E = � Ej
N−1

j=1

 (19) 

  

where E is the total energy of DNA deformations, N the number of base pairs in the DNA 

oligomer (the sum expands over all bps) and 𝐸𝐸𝑗𝑗  is the individual deformation energy of bps j 

calculated as 

Ej = Ξj �Xj − X0
j �

2
 with Ξ = kBTC−1 =

⎝

⎜
⎜
⎛

kf klf ksf ktf krf kwf
kfl kl ksl ktl krl kwl
kfs kls ks kts krs kws
kft klt kst kt krt kwt
kfr klr ksr ktr kr kwr
kfw klw ksw ktw krw kw ⎠

⎟
⎟
⎞

 (20) 

  

where 𝑘𝑘𝐵𝐵 is the Boltzmann constant, T is the absolute temperature, Xj is the vector of 

inter base pair parameters of bps j, X0 is the equilibrium inter base pair geometry, 𝐸𝐸𝑗𝑗  is the energy 

of base pair step j associated with the deformation Xj − X0
j  and 𝑘𝑘𝑋𝑋𝑋𝑋 stands for the different 

stiffness constants defined by the 36 elements of the stiffness matrix (Ξ) (shift (f), slide (l), rise (s), 

tilt (t), roll (r), twist (w)). The stiffness matrix can be calculated (see equ (20)) by inversion of the 

helical covariance matrix C obtained from either the analysis of MD simulations at dinucleotide or 

tetranucleotide level (18, 41) or from the analysis of dinucleotide step variability in crystal 

structures of DNAs and DNA-protein complexes (31, 36). Early elastic models rely on the use of a 

nearest neighbor representation of DNA (36, 37, 41) (10 stiffness matrices and equilibrium 

conformations based on the unique bps). However, recent works  revealed that the flanking base 

pairs of a bps influence the dynamics of the central bps so that a bps approach is not sufficient to 

describe DNA dynamics and the bps in its tetranucleotide environment has to be considered 

(nearest neighbor) (41–47). Recent studies have also raised concerns on the use of the purely 

harmonic approach (21, 31, 48, 49), as DNA samples different conformational sub-states which 

motivates the development of an extension of the nearest neighbor model that uses multi-state 

harmonicity in each tetranucleotide. 
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3. Parametrization of nucleosome fiber model 

The transition from a CG DNA model to a mesoscopic nucleosome fiber model brings several 

challenges (Figure 19). CG DNA models in most cases do not consider long-range interactions since 

it is highly unlikely that distant DNA segments in sequence get close in three dimensional space 

for the DNA length scales accessible to a CG model. In nucleosome fiber models there are two 

crucial differences compared to CG models of naked DNA: first, the size of the model is much 

bigger (low to high kb-scale) which makes it necessary to represent fiber parts in a more coarse 

fashion, and secondly, with the nucleosome a complicated DNA-protein complex is involved, so 

long-range potentials become important to avoid physical overlap of fiber constituents (50, 51).  

 

Figure 19 Parametrization of nucleosome fiber model A: Different representation of the 
nucleosome. Top: Detailed DISCO model from Schlick group (52). Bottom: Spherical 
nucleosome core (55) B: Energy terms to consider in the nucleosome fiber model of DNA 
and nucleosome core (NC). 

To tackle the first issue - as pointed out in Section 3.4 of Chapter I - nucleosome fiber models are 

built based on the ‘bottom-up’ approach which means that known physical properties of DNA and 

nucleosome core particle are mapped onto a more coarse level to derive appropriate geometry 
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and potentials of the constituents. Two choices have to be taken when building a nucleosome 

fiber model: (1) the level of detail of representing the nucleosome and (2) the representation of 

the linker DNA. In most models the coarse grain nucleosome representation is based on its 

experimentally derived structure (more details on the nucleosome see Section 2.1 of Chapter I). 

Pioneering work such as Schlick’s model uses an irregular surface with a set of Debye-Hückel 

charges of the nucleosome core defined by a discrete surface charge optimization algorithm (52), 

together with flexible histone tails and different linker histones (53) while in other models the 

whole nucleosome core is represented by simple objects such as a cylinder (six angle model; (54)) 

or as a sphere ((55) and the model presented here). Appropriate inter-nucleosomal potentials 

have to be developed depending on the present nucleosome geometry. Most nucleosome fiber 

models choose to model the linker DNA as a worm-like chain (WLC) (55, 56). 

In this treatment, a DNA segment is represented as an elastic chain of N beads, each bead 

comprising M base pairs, connected by N-1 inter-bead segments of average length l. The WLC 

model for linker DNA usually comprises stretching, bending and torsional energy between two 

consecutive beads, the associated stretching, bending and torsional constants for those quadratic 

energy terms are derived based on average DNA fiber properties. This means that with a WLC 

model sequence-dependent description of linker DNA flexibility is typically not considered. Other 

approaches choose a ‘helical CG’ model with base pair resolution to represent the linker DNA to 

be able to accurately describe its sequence-dependent dynamic behavior (57).  

To prevent physical overlap between the constituents of a nucleosome fiber (assuming they are 

spherical) a CG potential is applied usually in the form of a Lennard-Jones potential:  

ELJ = �ϵ∗ ��
rm
rij
�
12

− 2�
rm
rij
�
6

�
i,j

 (21) 

  

where 𝜖𝜖∗ is the depth of the potential well, 𝑟𝑟𝑚𝑚 is the distance at which the potential 

reaches its minimum for the given constituent pair i,j and 𝑟𝑟𝑖𝑖𝑖𝑖 is the distance between the 

geometric center of constituent i and j. 

In normal environmental conditions DNA and the nucleosome cores are charged (the DNA has a 

total negative charge due to the phosphate and the nucleosome core is positively charged). To 
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account for electrostatic interactions within the nucleosome fiber a Debye-Hückel potential (58) 

is usually applied: 

EDH =
1

4πϵϵ0
�qiqj

e−κrij

riji,j

 (22) 

  

where ϵ0 is the electric permeability of vacuum, ϵ is the dielectric constant (set to 80), 𝑟𝑟𝑖𝑖𝑖𝑖 

is the distance between the geometric centers of fiber constituents i and j, 𝑞𝑞𝑖𝑖 and 𝑞𝑞𝑗𝑗 are the 

associated charges and κ is the inverse Debye length (the decay length of electrostatic interactions 

in a solution with physiological concentration of monovalent salt). In the case of interaction 

between nucleosomes more complex potentials combining prevention of physical overlap and 

electrostatics can be used depending on the geometric representation of the nucleosome in the 

model (52, 54, 56). The total energy of a general nucleosome fiber model is then 

E = EDNA + ELJ + EDH (23) 

  

where 𝐸𝐸𝐷𝐷𝐷𝐷𝐷𝐷 represents the internal energy associated to linker DNA (see equ. (19)), 𝐸𝐸𝐿𝐿𝐿𝐿 

the total excluded volume energy and 𝐸𝐸𝐷𝐷𝐷𝐷 the total electrostatic contribution by DNA-DNA, DNA-

nucleosome and nucleosome-nucleosome interactions. 

Nucleosome fiber models are usually parameterized to match compaction levels found in 

experiments for example by in-vitro experimental data such as compaction of medium-sized 

chromatin fibers by sedimentation coefficient measurements (59), EMANIC (60) or X-ray (61).  

4. Monte Carlo algorithm 

The sampling of internal CG models and many nucleosome fiber models is done via Markov Chain 

Monte Carlo algorithm (only a few use Langevin MD (50)). This type of algorithm predicts a new 

configuration based solely in its present state (Markov process). In a Markov Chain Monte Carlo 

move a set of parameters of the current fiber configuration is changed in a random way and the 

suggested configuration is accepted or not based on its energy (see below). The set of coordinates 
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subject to change can be of different nature (Cartesian, internal, helical). The magnitude of the 

change attempted is also random, but constrained within reasonable limits to avoid extremely 

high rejection rates. Determination of these limits is non-trivial when local helical coordinates are 

used (see Section 2.1 and 3 in Chapter III). In models using non Cartesian coordinates, like those 

presented in Section 2.1 and 3 in Chapter III (based on local helical coordinates), the internal move 

can be mapped back to Cartesian coordinates for the possibility to simultaneously evaluate energy 

potentials in internal and Cartesian space after the Monte Carlo move.  

Irrespectively of the coordinate system and the energy functional used, current Monte Carlo 

approaches follow the Metropolis approach (62) and the attempted new configuration is 

accepted or rejected based on the energy difference ΔE = Enew − Eprevious between the new 

and the previous configuration. In case of ΔE < 0, the new configuration is accepted and used to 

generate a new potential Monte Carlo move. If the potential energy of the new configuration is 

higher than the one of the previous configuration two possibilities exist: either the new 

configuration gets rejected and another Monte Carlo move on the original configuration is carried 

out or the new configuration can still get accepted based on the Metropolis criterion 

u ≤ e−
ΔE
kBT (24) 

  

where u is a random number between 0 and 1, 𝑘𝑘𝐵𝐵 the Boltzmann constant and T the 

temperature. The Metropolis criterion is usually applied in Markov Chain Monte Carlo models 

since it allows to escape local potential energy minima in the sampling space to reach an 

extensively sampling of the whole conformational space. 

5. Analysis 

In the previous section the methodology and the algorithm to generate a series of structures 

(trajectory) of MD and CG/mesoscopic simulations were ruled out. In this section I will introduce 

the main analysis tools I used to analyze time ensembles from MD simulations or probabilistic 

ensembles from CG/mesoscopic models. When coarse grain DNA structures can be mapped back 

to an ‘atomistic’ representation equivalent analysis at the atomistic level can be performed for 
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MD and coarse grain trajectories. Due to the ergodic theorems, time and probabilistic ensembles 

behave the same way in terms of ensemble average properties. 

5.1 RMSd – Root Mean Square Deviation 

RMSd is the value that quantifies the minimum deviation of atomic positions of a given structure 

X from those of a reference structure Y. 

RMSd = min

⎝

⎛��(x�⃗ i − y�⃗ i)2
N

i=1
⎠

⎞ (25) 

  
where 𝑥⃗𝑥𝑖𝑖 and 𝑦⃗𝑦𝑖𝑖  are the coordinates of each of the N selected equivalent atoms in 

structure X and reference structure Y. The RMSd between two structures is minimized by a simple 

least squares fitting algorithm and the reference structure is usually an experimental structure or 

the first structure of the trajectory. Consequently, RMSd can serve as an indicator of structural 

stability along simulation time and as a similarity measure with experimental data.   

5.2 Radius of gyration 

The radius of gyration measures the compactness of a system. It is defined as the mass-weighted 

distance of each particle from the center-of-mass of the structure: 

Rg = �
∑ midi2n
i=1
∑ mi
n
i=1

 (26) 

  

 where 𝑚𝑚𝑖𝑖 is the mass of particle i and 𝑑𝑑𝑖𝑖  is the Euclidian distance of particle i to the center-

of-mass. The radius of gyration has many different fields of application, for example it can be used 

to compare the compactness of chromatin of fibers with different linker length distributions. 
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5.3 Principal component analysis 

To describe the major movements of DNA in a simulation the principal component analysis (PCA) 

method is able to separate major motions from thermal fluctuations. The natural motions of a 

structure, the principal components, explain most of the variance of the trajectory. Since PCA 

helps extracting essential motions of DNA it is often called ’Essential Dynamics’. The principal 

components are derived from the covariance matrix C of the atomic positional fluctuations: 

C = cov(X) = 〈ΔXΔXT〉 (27) 

with 

ΔX = X − Xref (28) 

  

where X is the set of atomic coordinates in matrix form of a given structure, 𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟 is a 

reference value (usually the average structure of the trajectory), Δ𝑋𝑋𝑇𝑇 is the transpose of Δ𝑋𝑋 and 

the angle brackets 〈⋅ 〉 represent averaging over the distribution. 

The principal components can be obtained by diagonalization of the covariance matrix C 

Λ = 𝐴𝐴𝑇𝑇𝐶𝐶𝐶𝐶 (29) 

  

where Λ is the diagonalized covariance matrix with eigenvalues λ, the n-th column of the 

transformation matrix A corresponds to the eigenvector with eigenvalue 𝜆𝜆𝑛𝑛. The eigenvectors are 

the principal components and the corresponding eigenvalues represent the percentage of 

variance explained by each eigenvector.  

Essential dynamics can be used to determine similarity between trajectories (63). For example, 

Hess’ metrics accumulate the dot products between a reduced set of eigenvectors of two 

trajectories A and B and the absolute similarity index 𝛾𝛾𝐴𝐴𝐴𝐴  can be defined as 

𝛾𝛾𝐴𝐴𝐴𝐴 =
1
𝑛𝑛
���𝜈𝜈𝑖𝑖𝐴𝐴𝜈𝜈𝑗𝑗𝐵𝐵�

2
𝑛𝑛

𝑖𝑖=1

𝑛𝑛

𝑗𝑗=1

 (30) 

  

where n is the number of eigenvectors used and 𝜈𝜈𝑖𝑖𝑋𝑋 stands for the i-th unitary eigenvector 

of trajectory X.  A more sophisticated similarity measure is Perez’s metrics which account for the 
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different energy contributions of the essential movements by weighting the accumulated inner 

products between two eigenvectors (63). Essential dynamics can also be used to reduce the 

complexity of the system by only considering a certain number of the most significant 

eigenvectors. PCA analysis can also be used in internal space, for example PCA on the inter base 

pair parameter space (6-dimensional) of a given base pair step helps to uncover complex 

correlations among the parameters. 

5.4 Distance matrix 

A distance matrix shows the Cartesian distance of the chosen constituents of a macromolecular 

system. The diagonal entries in the distance matrix comprise self-interaction and have zero 

distance by definition while the off-diagonal entries can show complex three dimensional 

structural arrangements in two dimensional matrix form. This dimension reduction method is 

used for example for long-range contacts in DNA fibers or regions with higher nucleosome content 

in chromatin fibers. If an ensemble of structures is subject to analysis, different parameters such 

as the mean, minimum or maximum distance in matrix form can shed light on structural 

arrangements of the ensemble.  

 

Figure 20. Distance matrices. Top: DNA structure (left) and its corresponding distance 
matrix (right) counting from the center of each nucleobase. Bottom: Nucleosome fiber 
structure (left) and distance matrix of the center of each nucleosome core (right). 
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5.5 Solvent accessible surface area 

Solvent accessible surface area (SASA) is designated as the region of the surface of a molecule 

exposed enough to be able to interact with solvent molecules. It is usually defined as a surface 

built by the delineation drawn by the center of a sphere (rough presentation of a solvent 

molecule, usually radius of 1.4 Å, approximating the size of a water molecule) rolling over the 

molecular surface (see Figure 21). SASA values are obtained in this thesis using the well-known 

software called NACCESS (64). SASA can be used for nucleic acid fiber to allow an easy 

identification of the fragments of DNA affected by the attached proteins, not only in the regions 

where they are docked, but also in protein-free regions that see their accessibility hindered by 

these proteins. 

 

Figure 21. Solvent Accessible Surface Area (SASA). Atoms of the molecule are represented 
as van der Waals spheres, and the solvent accessible surface area is defined by the center 
of a rolling ball (S) representing the solvent molecule while going over the molecule surface. 

5.6 Hydrogen bonds 

The electrostatic attractive interaction between a proton in one molecule (acceptor) and an 

electronegative atom (donor) in another atom is a hydrogen bond (HB). The strength of 

interaction of HBs is higher than for van der Waals interaction, but weaker than covalent bonds. 

HBs are crucial for the 3D arrangement adopted by a macromolecular system since its intra-

molecular HBs define and maintain the structure. As the strength of HBs is sensitive to orientation 

and distance between donor and acceptor, HBs are determined by a defined cut-off distance 
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between donor and acceptor, 3.5 Å in our case, and a cut-off angle, 120° in our case. Studies of 

HB dynamics (breaking/formation) give quantitative information about conformational reshaping 

of the secondary structure. 

5.7 Helical analysis 

DNA trajectories can also be analyzed by means of its internal coordinates in the helical space. A 

helical axis is fitted as a curvilinear line in the direction of the propagation of the helix and the 

position and orientation of the bases within a base pair can be defined by ten internal coordinates 

(see Section 1.2.1 in Chapter I for details). The motion between two base pairs is assumed by only 

three translations and three rotations. This set of parameters can be obtained from a MD or 

‘atomistic’ reconstituted coarse grain trajectory using Curves+ software (65) which provides 

information on the helical parameters, groove geometry and backbone conformation (in terms of 

dihedral torsion angles). Curves+ can be used to assess the quality of trajectories in atomistic 

resolution and compare important parameters among different trajectories either in the internal 

inter base pair space or by evaluating backbone properties such as torsional angles, BI/BII state 

population or groove widths and groove depths. From the set of helical parameters obtained by 

trajectory analysis via Curves+ flexibility constants of a base pair step depending on their 

sequence environment can be derived and used in lower resolution coarse grain models (for more 

details see Section 2 in Chapter II). Similar analysis programs such as 3DNA exist (66), nevertheless 

we use Curves+ as standard analysis program due to its versatility. 

Additionally, CANION (67), a new module of Curves+, can be used to calculate the positions of any 

atom in curvilinear helicoidal coordinates with respect to the helical axis. Using the CANION 

extension, several studies can be performed, for example to examine the impact of different ion 

concentrations in the grooves on DNA flexibility or to determine the position of the phosphate in 

the backbone relative to the helical axis, which turned out to be crucial for mapping helical models 

to the Cartesian atomistic level. 



CHAPTER II - METHODS 

- 67 - 
 

5.8 Bending 

The bending of a segment of DNA quantifies the curvature of the fiber. The total bending angle of 

a segment of k base pairs starting from base pair n is obtained by (68) 

Bntot(k) = �bnx(k)2 + bn
y(k)2 (31) 

  

 where bnx(k) and bn
y(k) are the bending contributions in the xz- and yz-plane (the 

directions of x-,y- and z-axis are determined by the triad of the first base pair in the segment; for 

definitions of the axes see Section 1.2.1 in Chapter I). The individual bending contributions can be 

calculated based on the rotational inter base pair parameters tilt, roll and twist as 

bnx(k) = � ρi cosΦi

k+n−1

i=n

+ � τi sinΦi

k+n−1

i=n

 (32) 

 

bn
y(k) = � ρi sinΦi

k+n−1

i=n

+ � τi cosΦi

k+n−1

i=n

 (33) 

  

where 𝜌𝜌𝑖𝑖, 𝜏𝜏𝑖𝑖 and Φ𝑖𝑖 are the values of tilt and roll of base pair step i and cumulative twist 

summed from base pair step n to i. Parameter k is usually chosen to be 5 base pairs (half turn) or 

10 base pairs (full turn) while to calculate the total bending of a DNA fiber of N base pairs in length 

the parameters n and k have to be set to n=1 and k=N. Bending calculations can be used to 

compare DNA distortions along the sequence in a free or constrained environment such as 

supercoiled or protein-bound. 

5.9 Persistence length 

The persistence length is the decay length through which the memory of the initial orientation of 

a polymer chain persists. DNA and chromatin fibers are assumed to behave similar to theoretical 

polymeric chains, so their persistence length can be calculated by different polymer physics 

formulas. In general the persistence length of a polymer chain is calculated as 
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〈u(s) ⋅ u(s′)〉 = e
− l
lp  , ∀ s, s′ (34) 

  

where 〈 ⋅ 〉 stands for averaging over thermal realizations, u(s) and u(s′) are the tangent 

unit vectors to the chain separated by a curvilinear distance l = |s′ − s|, and 𝑙𝑙𝑝𝑝 denoting the 

persistence length (69). The persistence length can also be calculated by the mean-square end-

to-end distance 〈R2〉 of a polymer (70) 

〈R2〉 = 2lpL �1 −
lp
L �

1− e
−Llp�� (35) 

  

where L is the length of the polymer and lp the apparent persistence length. Formulas 

(34) and (35) are usually used to calculate the apparent persistence length of structures without 

taking into account their potentially bent intrinsic shape.  

For DNA due to its non-linear intrinsic shape the persistence length can be split in two parts, the 

dynamic and the static persistence length ld and ls (71). The static persistence length represents 

the intrinsic distorted shape of DNA, the dynamic persistence length the DNA’s thermal 

fluctuations. ls is calculated by using formula (34) for the relaxed ground state of the DNA fiber, 

so no averaging over thermal realizations is needed. Knowing ls and the apparent persistence 

length lp, the dynamic persistence length can be obtained via 

1
lp

=
1
ls

+
1
ld

 (36) 

  

Further expansions of formula (36) lead to a sequence-averaged description of persistence length 

(69). The apparent persistence length of DNA is roughly 50 nm or 150 bp. To calculate the 

persistence length the length of the underlying chain is usually in the order or several multiples 

of the order of the persistence length, however some persistence length calculations were done 

on DNA fibers of 30-50 base pairs in length (72).   
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CHAPTER III - RESULTS 

1. Sequence-dependent properties of B-DNA and structural 
polymorphisms 

Previous studies showed that DNA properties depend on the underlying sequence, elucidating 

polymorphism that deviate from canonical Arnott’s B-DNA description. A typical example is the 

d(CpG) step, which shows a clear bimodality in the rotational inter base pair parameter twist. Such 

a polymorphism is strongly coupled to changes in the backbone conformational states (BI/BII), a 

phenomenon occurring at sub-μs time scale (1, 2), which seems to be coupled to the presence of 

ions in the grooves. 

Several groups, including our own reported deviations from normality of many internal degrees 

of freedom (1–4)  which recently started to get confirmed by experimental evidence (3, 5–7), 

giving rise to the assumption that different internal degrees of freedom lead to different 

sequence-dependent conformational sub-states.  

However, even though some general observations can be made from experimental data such as 

crystal or NMR DNA structures, the experimentally resolved set of structures is fragmented and 

inappropriate for exploring sequence-dependent properties of DNA at a large scale. With increase 

in computational power, the number and length of MD simulations could be increased so that 

DNA in many different sequence environments can be extensively studied. In a former study of 

all the 136 distinct tetranucleotide base sequences, carried out by the ABC (Ascona B-DNA 

Consortium), nearest neighbor effects of the central base pair step were derived from parmbsc0 

simulations, finding non-Gaussian and multi-peaked helical parameter distributions for certain 

base pair steps and correlations were established between the inter base pair parameters of the 

central junction of a tetranucleotide and the ζ backbone torsion (8). As the results were obtained 

using the parmbsc0 force field there are still open questions concerning the sequence-dependent 

equilibrium distribution of helical parameters and backbone sub-state populations. For this 

reason, we performed a new set of simulations with the state-of-the-art parmbsc1 force field, 
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covering the same tetranucleotide space (called miniABC sequence set). In this first work 

presented in this chapter, we used this set of multi-μs MD simulations to decipher the sequence-

dependent polymorphic space at unprecedented detail. We characterized the choreography of 

backbone and base movements modulating the non-Gaussian or anharmonic effects and the 

polymorphisms in helical geometries which are particularly present in certain tetranucleotide 

sequence contexts. These findings allow us to reformulate Calladine-Dickerson rules at the 

tetranucleotide level. 

In a second study, we analyzed in more details the results of the sequence effects of all unique 

tetranucleotides to pinpoint several cases of tetramers with unusual polymorphic behavior, such 

as low stability/high flexibility, multimodality in the helical parameter space and high sensitivity 

to sequence context. Those tetramers comprise only 3-5% of all unique tetranucleotides, 

indicating that multimodality might have a moderate impact in overall duplex properties, but can 

be very important to explain local flexibility of certain DNA motifs. We decided to investigate 

higher-than-nearest-neighbor effects of the d(CpTpApG) tetranucleotide (from now on CTAG), a 

sequence showing unusual flexibility behavior in the trajectories deposited in our BigNAsim 

database (8, 9). A potential issue of studying hexa- and octameric effects of the CTAG 

tetranucleotide could have been the limited sampling, however systematic analysis shows that 

higher order effects were not an artifact of non-convergence of the simulation. After eliminating 

this uncertainty, we found non-negligible next-to-nearest neighbor effects of different sequence 

contexts.  Based on the concerted and correlated movements of bases and backbone torsions for 

the described multi-modal degrees of freedom, and driven by the mechanical limitations imposed 

by DNA’s crankshaft motions, we were able to found a possible explanation on how structural 

information can travel almost half a helical turn away from the central d(TpA) step. This remote 

structural ‘connection’ allows the d(TpA) step to ‘feel’ its sequence environment beyond the next-

to-nearest neighbors, and eventually adopts a different substate if needed which could be 

important in the cell nucleus where CTAG has been preserved with a low rate of mutation 

suggesting a possible mechanical role for CTAG at the genomic level.   
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1.1 Nearest-neighbor effects of DNA dynamics (Publication 1) 

We took advantage of the quality of parmbsc1 to analyze the complete tetranucleotide space of 

B-DNA via MD simulations. The sequence library was designed to minimize the number of short 

oligomers needed to cover all 136 unique 4-mers. The in-depth analysis shows different 

equilibrium distributions of intra base pair parameters that are close to harmonic while inter base 

pair parameter distributions can experience multimodality, most commonly slide for d(GpG), 

twist for d(CpG) and d(ApG) and shift for YR. In general, shift bimodality is coupled to the 

appearance of high shift values of above 1Å.  Twist bimodality experiences a more complex 

behavior, as in some cases the second peak of the distribution occurs at higher than canonical 

values (> 40°), while in other cases it is at low twist values (< 30°).  

 

Figure 22. Correlation coefficients between shift, slide, or twist at the positions i-1 (5’-side), 
i, and i-1 (3’-side), and the backbone sub-state at the junction of base-pair step i in the 
Watson strand. Results obtained from miniABCBSC1-K dataset. The numbers inside each 
cell represent the % of specific tetranucleotides within a given family that give rise to the 
correlation. 
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In an analysis of the backbone conformations we find that BI -> BII transitions are strongly 

dependent on the underlying sequence (see Figure 4 in the following publication). For example, 

RR backbones exhibit quite high BII percentages, especially in the presence of Y at the 5’ end of 

the corresponding tetranucleotide while YY backbones are typically biased towards the BI state.   

Connecting the backbone polymorphism with the base pair conformations, with ε/ζ (BI/BII) and 

inter base pair parameters being the major players, we find that tetranucleotides showing 

simultaneous sampling of BI and BII conformations are those with bimodality in some inter base 

pair parameter at the same step (see Supplementary Table S4 and S5 in the following publication). 

The BI/BII state also correlates with inter base pair helical coordinates in the same and 

neighboring junctions. For example, the increase in the percentage of BII at the central junction 

of a given tetranucleotide correlates with larger shift values for all sequences (Supplementary 

Figures S17 in the following publication) and is also coupled to lower twist and slide values. The 

BI/BII ratio at a junction i also correlates with shift, twist and slide values at step i+1 and i-1 (see 

Figure 22), highlighting the subtle mechanical coupling between backbone and base pair step 

conformations within DNA. 

In summary, with this complete study we can formulate some general rules concerning the 

equilibrium conformation distribution of B-DNA, which represent a significant step beyond 

Calladine-Dickerson earlier propositions: 

 

• The first and second moments (average and covariance) of the equilibrium distributions 

of helical coordinates for DNA can only be understood in terms of nonlocal sequence-

dependence contexts 

• A harmonic model of DNA dynamics will not be able to accurately predict third and higher 

moments of the equilibrium distribution because significant anharmonic movements 

arise frequently 

• Backbone torsional changes are coordinated in pairs (α/γ, P/χ and ε/ζ). Coordinated 

changes in the ε/ζ pair lead to the BI/BII polymorphism with coupled impacts on helical 

parameters. Both ε/ζ and P/χ couplings exhibit sequence dependence. 
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• The BI/BII conformational change is coupled to the cationic atmosphere surrounding 

DNA, and to the formation of non-canonical CH---O hydrogen bonds. 

• Helical parameters at a given step are not independent, but show a complex backbone-

mediated pattern of dependencies. 

• Calladine’s principles, and Dickerson’s algorithms for twist/roll/δ/propeller, can now be 

transformed into quantitative predictions for all the structural features (helical 

conformations and backbone substates) of canonical DNA sequences. These extended 

rules have been implemented on a web server that predicts the average conformation of 

any B-DNA sequence, in terms of the average helical parameters, base and backbone 

polymorphisms, and P/χ conformations (see https://mmb.irbbarcelona.org/miniABC/). 

 

Publication: 

Pablo D. Dans, Alexandra Balaceanu, Marco Pasi, Alessandro S. Patelli, Daiva Petkevičiūtė, 
Jürgen Walther, Adam Hospital, Richard Lavery, John H. Maddocks, and Modesto Orozco; The 
Physical Properties of B-DNA beyond Calladine’s rules, Nucleic Acids Research (accepted) 

 

  

https://mmb.irbbarcelona.org/miniABC/


CHAPTER III - RESULTS 

- 87 - 
 



CHAPTER III - RESULTS 

- 88 - 
 



CHAPTER III - RESULTS 

- 89 - 
 



CHAPTER III - RESULTS 

- 90 - 
 



CHAPTER III - RESULTS 

- 91 - 
 



CHAPTER III - RESULTS 

- 92 - 
 



CHAPTER III - RESULTS 

- 93 - 
 



CHAPTER III - RESULTS 

- 94 - 
 



CHAPTER III - RESULTS 

- 95 - 
 



CHAPTER III - RESULTS 

- 96 - 
 



CHAPTER III - RESULTS 

- 97 - 
 

 



CHAPTER III - RESULTS 

- 98 - 
 



CHAPTER III - RESULTS 

- 99 - 
 



CHAPTER III - RESULTS 

- 100 - 
 



CHAPTER III - RESULTS 

- 101 - 
 



CHAPTER III - RESULTS 

- 102 - 
 



CHAPTER III - RESULTS 

- 103 - 
 



CHAPTER III - RESULTS 

- 104 - 
 



CHAPTER III - RESULTS 

- 105 - 
 



CHAPTER III - RESULTS 

- 106 - 
 



CHAPTER III - RESULTS 

- 107 - 
 

 



CHAPTER III - RESULTS 

- 108 - 
 



CHAPTER III - RESULTS 

- 109 - 
 



CHAPTER III - RESULTS 

- 110 - 
 



CHAPTER III - RESULTS 

- 111 - 
 



CHAPTER III - RESULTS 

- 112 - 
 



CHAPTER III - RESULTS 

- 113 - 
 



CHAPTER III - RESULTS 

- 114 - 
 



CHAPTER III - RESULTS 

- 115 - 
 



CHAPTER III - RESULTS 

- 116 - 
 



CHAPTER III - RESULTS 

- 117 - 
 



CHAPTER III - RESULTS 

- 118 - 
 



CHAPTER III - RESULTS 

- 119 - 
 



CHAPTER III - RESULTS 

- 120 - 
 

 



CHAPTER III - RESULTS 

- 121 - 
 



CHAPTER III - RESULTS 

- 122 - 
 



CHAPTER III - RESULTS 

- 123 - 
 



CHAPTER III - RESULTS 

- 124 - 
 



CHAPTER III - RESULTS 

- 125 - 
 



CHAPTER III - RESULTS 

- 126 - 
 



CHAPTER III - RESULTS 

- 127 - 
 



CHAPTER III - RESULTS 

- 128 - 
 



CHAPTER III - RESULTS 

- 129 - 
 



CHAPTER III - RESULTS 

- 130 - 
 



CHAPTER III - RESULTS 

- 131 - 
 



CHAPTER III - RESULTS 

- 132 - 
 



CHAPTER III - RESULTS 

- 133 - 
 



CHAPTER III - RESULTS 

- 134 - 
 



CHAPTER III - RESULTS 

- 135 - 
 



CHAPTER III - RESULTS 

- 136 - 
 



CHAPTER III - RESULTS 

- 137 - 
 



CHAPTER III - RESULTS 

- 138 - 
 



CHAPTER III - RESULTS 

- 139 - 
 



CHAPTER III - RESULTS 

- 140 - 
 



CHAPTER III - RESULTS 

- 141 - 
 



CHAPTER III - RESULTS 

- 142 - 
 

 



CHAPTER III - RESULTS 

- 143 - 
 

1.2 Higher than tetranucleotide effects of d(CpTpApG) (Publication 2) 

This work expands the previous study of tetranucleotide effects on the central base pair step to 

effects of a specific tetranucleotide in different hexa- and octanucleotide environments. The 

chosen tetranucleotide, CTAG, showed unusual flexibility behavior in the trajectories deposited 

in our BigNAsim database as well as in the study of the 136 unique tetranucleotides. In total we 

studied 40 different sequence contexts. In the analysis of these trajectories we find evidence of 

intrinsic multi-modality of the individual trajectories in three inter base pair parameters (shift, 

slide and twist). Shift distribution is tri-modal, while twist and slide distributions are bimodal but 

only 4 specific combinations of substates are possible (see Figure 23). Additionally, different 

sequence environments experience large differences in the distributions of these helical 

coordinates of the d(TpA) step (see Figure 2 in the following publication). 

 

Figure 23. Normalized frequencies for shift, slide and twist (black line), and the BIC 
decomposition in Gaussians (red, green, and blue lines) of the four groups obtained by PCA 
and subsequent clustering 
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The pathway of the information traveling through concerted movements of backbone and bases 

which are also coupled to the formation of unconventional hydrogen bonds influences the central 

d(TpA) step up to octamer level. We further examine the remote effects beyond hexanucleotide 

level (see Figure 24), pointing out which types of sequences are more susceptible to transmitting 

information and at which steps communication vanishes. 

 
Figure 24. Normalized frequencies of shift, slide and twist at the central TpA step for three 
pairs of selected sequences showing non-negligible effects beyond next-to-nearest 
neighbours. The colours used are related to the groups found in the clustering analysis. 

PCA and subsequent clustering (for more details see ‘Materials and Methods’ of following 

publication) show 4 distinct clusters of hexanucleotide variability, with all four clusters 

experiencing distinct pattern of flanking purines or pyrimidines (see Figure 5 in the following 

publication). A comparison of the resolved structures in the PDB database containing CTAG 

reveals values for the shift, slide, roll and twist helical parameters that cover the multi-modal 

distributions obtained in our trajectories (see Figure 8 in the following publication), confirming 

our claims on the bimodal nature of slide and twist, with peaks in the distributions that fit well to 
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our results which provides an indirect, but strong support of the 4-state model of the dynamics 

of the central junction in CTAG.  

Finally, an analysis of the genome of several different species uncovered that CTAG is one of the 

lowest populated tetranucleotides appearing mainly on intergenic regions and very rarely in 

genes (see Figure 9 and Supplementary Figure 10 of the following publication). Due its good 

conservation, we can conclude that CTAG is important for the functionality of the cell or they are 

easily accessible to the mismatch repairing machinery. The low mutation rate of CTAG in cancer 

cell lines suggests that the cell takes advantage of the unusual properties of CTAG as points of 

high flexibility that might help to fold chromatin. 

In summary, this in-depth study uncovered previously unknown features of one of the most 

structurally polymorphic tetranucleotides found in B-DNA. Analysis of the helical space of all 

hexanucleotide environments and some octamer sequence contexts alongside with data mining 

in the PDB data base lead to the assumption that CTAG exists in different conformational 

substates where inter base pair parameters are tightly coupled to the backbone by concerted and 

correlated movements which lets information travel up to half a helical turn away from the 

affected base pair step. 

 

Publication: 

Alexandra Balaceanu, Diana Buitrago, Jürgen Walther, Pablo D. Dans and Modesto Orozco; 
Modulation of the helical properties of DNA: next-to-nearest neighbour effects and beyond, 
Nucleic Acids Research, 2019, doi: 10.1093/nar/gkz255 
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2. A helical coarse grain model of B-DNA dynamics and its web 
implementation 

Based on the acquired knowledge on DNA dynamics we decided to develop a helical CG model 

implementing it in a stand-alone and web application which is freely distributed. The 

development of a helical coarse grain model involves different choices: the level of resolution, the 

type of Hamiltonian to sample the conformations and the parameters on which the calculations 

are based. We chose as level of resolution the base pair as smallest unit as in this case movements 

at the base pair step level are limited to three translations and three rotations (shift, slide, rise, 

tilt, roll, twist), which at the expense of some loss of resolution, drastically simplifies the 

calculation and the parameterization of the model (10, 11). The choice of the energy function to 

sample the helical states was until now a harmonic Hamiltonian assuming that under normal 

conditions the distributions of inter base pair coordinates are Gaussian. Within this assumption 

the energy of the DNA can be easily described by means of a stiffness matrix and a deformation 

vector indicating the deviation of an inter base pair coordinate from its equilibrium value (see 

Section 2 in Chapter II). However, we could conclude from the previous study of the whole 

tetranucleotide space, many of the inter base pair parameter distributions are not behaving 

Gaussian (80% of the inter base pair distributions of all tetranucleotides). For this reason, we 

implemented a new Hamiltonian inspired by empirical valence bond theory (12), which considers 

explicitly the different conformational substates of the tetranucleotides. The parametrization of 

the conformational substates for each tetranucleotide was done in a systematic manner by 

dividing the MD trajectory into corresponding structures belonging to a certain substate using 

machine learning approaches. The sampling of the extended nearest neighbor helical CG model 

via a Monte Carlo algorithm resulted in structure ensembles showing very similar global and local 

sequence-dependent dynamics as in MD. Comparison to experimental structures from PDB yields 

a good agreement in RMSd/bp and inter base pair parameters and the high computational 

efficiency of the CG helical DNA model allows the treatment of DNA segments at time scales up 

to five orders of magnitude faster than conventional atomistic MD and offers simulations of long 

DNA stretches at unprecedented detail not reachable by atomistic MD. The algorithm is 

implemented in a simple web interface (http://mmb.irbbarcelona.org/MCDNAlite/) and as a 
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stand-alone package (http://mmb.irbbarcelona.org/MCDNAlite/standalone) enabling easy access 

for potential users to the model.  

We developed the web interface even further to allow direct online sampling and subsequent 

analysis of DNA equilibrium conformations via the extended nearest neighbor CG model. In this 

webserver, the user is given the possibility to simulate – apart from unrestrained B-DNA dynamics 

– DNA in a constrained environment such as supercoiled DNA or DNA coated with proteins. The 

trajectories (at base pair resolution or using a pseudo-atomistic reconstruction) can be 

downloaded and/or subjected to a large variety of analysis in the server. The server is accessible 

at http://mmb.irbbarcelona.org/MCDNA/. 

2.1 Extended nearest neighbor helical coarse grain model (Publication 3) 

This work shows the development of a helical CG model (MC-eNN from now on) that produces 

results comparable to those of atomistic MD, but at a fraction of computational cost (see Figure 

25 for the workflow).  

 

Figure 25. Workflow of the MC-eNN helical CG model. 

The analysis of all unique tetranucleotides showed different helical states for several 

tetranucleotides, a phenomenon not able to capture by a standard harmonic model which 
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assumes all inter base pair parameter distributions to be Gaussian with only one single helical 

state. The implementation of a new Hamiltonian to correctly sample the inter base pair 

conformational substates makes use of parameters derived from a previous MD study of all 

unique tetranucleotides using parmbsc1 force field. The energy function of the extended nearest 

neighbor model is motivated by valence bond theory, converging to the standard harmonic model 

in the limit of a single helical state. The different helical substates were obtained by deconvoluting 

the inter base pair parameter distributions of each tetranucleotide into several harmonic 

distributions by means of machine learning approaches such as PCA in helical space and 

unsupervised clustering. We found that most tetranucleotides can be represented by 3-5 helical 

states (Figure 3 in the following publication) and in less than 10% of all tetranucleotides more 

than 5 helical states are needed. The extended nearest neighbor model is coupled to a Metropolis 

Monte Carlo sampling algorithm in the inter base pair parameter space where sampled 

configurations (examples see Figure 26) can be shown in an all-atom representation and backbone 

torsions were reconstituted using the correlations between inter base pair coordinates and 

backbone states (BI or BII) found in the previous study of the analysis of all tetranucleotides 

(Figure 22). 

To test the CG model we compare the sampled conformations (in atomistic detail) against 

atomistic MD trajectories of different sequence length and context. An analysis of 10 different 

18mers reveals similarity indices higher than 0.8 when comparing the MC-eNN method versus 

MD (see Figure 5 in the following publication), much higher than the cross-similarity indices. Local 

inter base pair distributions obtained from MC-eNN calculations are impossible to differentiate 

from those derived from atomistic MD simulations (see Figure 6 in the following publication), even 

in the cases where the inter base pair parameters are correlated in a highly non-linear manner. 

We tested the MC-eNN performance against the longest naked DNA duplex in the BigNASim 

database of 56 base pairs in length. Apart from high similarity in essential dynamics (a Boltzmann-

weighted similarity index close to 90%) and very similar average RMSd/bp (0.09 Å x bp for MD 

and 0.11 Å x bp for MC-eNN), groove dimensions and many other subtle structural details such as 

the sequence-dependent backbone substate population are well reproduced (see Figure 27).   
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Figure 26. Bi-dimensional inter base pair parameter maps of Twist-Shift of three tetramers 
CTAG (top), GCGG (middle) and TCGA (bottom) of MD simulations of the parmbsc1-ABC 
data set (left) and MC-eNN simulations (right). 

We performed an exhaustive comparison of MC-eNN configurations with highly-resolved 

experimental structures (X-ray or NMR) from the PDB data base (see Supplementary Table 5 in 

the following publication). We find good agreement in terms of the average inter base pair 

parameters and an average RMSd of around 0.3 Å x bp is very close to those found in atomistic 

MD trajectories.  
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The performance of the MC-eNN algorithm is such that to obtain converged inter base pair 

distributions atomistic MD simulation of a 56-mer duplex would require more than 500 days in a 

64-core cluster while to obtain equivalent sampling with MC-eNN would only require 12 minutes 

outperforming MD by a factor of ~105 (see Supplementary Figure S12 in the following 

publication). 

 

Figure 27. Comparison of MC-eNN (black) and MD simulations (red) of the longest naked 
DNA duplex in the BigNASim database (56 bp in length, sequence see Suppl. Table S4 in the 
following publication). 

 

In summary, the new mesoscopic model for the representation of structure and dynamics of 

naked DNA structures allows an accurate representation of complex polymorphisms in DNA while 

maintaining its mathematical elegant description and computational efficiency. It is implemented 

in simple tools that can be used by non-experts (http://mmb.irbbarcelona.org/MCDNAlite for the 

web implementation and http://mmb.irbbarcelona.org/MCDNAlite/standalone for the stand-

alone version) aiming to serve as an easy-to-use model to obtain a more complete picture of DNA 

structures. 

 

 

 

http://mmb.irbbarcelona.org/MCDNAlite
http://mmb.irbbarcelona.org/MCDNAlite/standalone
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Publication: 

Jürgen Walther, Pablo D. Dans, Alexandra Balaceanu, Adam Hospital, Genís Bayarri and 
Modesto Orozco; A multi-modal coarse-grain model of DNA flexibility mappable to the 
atomistic level, (submitted) 
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2.2 Web Implementation of the helical coarse grain model (Publication 4) 

To give the user a more complete experience of the MC-eNN model we decided to implement it 

in a large-scale computational environment where simulations and subsequent analysis of the 

sampled configurations are directly carried out without any interference needed by the user. The 

user only needs to specify the DNA sequence, if the structure at the free energy minimum or a set 

of equilibrium conformations should be the output and few parameters related to the type of 

simulation (workflow see Figure 28). 

 

Figure 28. General workflow of the MCDNA webserver. 

The webserver, named MCDNA, offers the user simulation of free B-DNA, circular DNA and 

protein-coated DNA. The core of the sampling method is via the above described method, 

however in constrained environments additional care has to be taken. Circular DNA is simulated 

as free DNA glued together at the end and the sampling algorithm is based on recursive stochastic 

closure (RSC; (13)) Monte Carlo moves in the inter base pair space (see Supplementary Methods 

in the following publication). Different degrees of supercoiling can be introduced by the user to 
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mimic superhelical density found inside the cell. Concerning simulations of protein-coated DNA, 

we did an exhaustive search of protein-DNA complexes in the PDB data bank and imposed the 

helical structure on the DNA where the protein is bound. The user only needs to provide the PDB 

code of the protein(s) and the position(s) of DNA where the protein(s) is(are) placed. Alternatively, 

the user can scan for the region(s) of DNA which are better shaped to adopt the bioactive 

conformation (see Figure 29).  

 

Figure 29. Details on the placement of the proteins along the fiber. A: Fragment of the input 
form for the Protein-DNA method. A yellow box is attached to every input protein, offering 
the possibility to launch a protein affinity process to identify the most favorable regions of 
the sequence to position the protein structure. In order to avoid possible overlaps, the 
proteins already included in the fiber are highlighted in colored rectangles, taking into 
account the length of the sequence recognized by the protein. B: Examples of modeled 
protein-DNA complexes from MC_DNA. Modeled complexes (left), and especially the DNA 
fragment orientation, can be compared to the original PDB crystal (right). 

The output information of MCDNA provides a summary about all the input parameters chosen for 

the simulation together with an interactive visualization of the generated ground state structure 

and trajectory. A more in-depth analysis provides a full description of DNA flexibility. The 

inventory of analyses performed within the server includes helical parameters, stiffness energy 

constants, distance contact maps (for DNA and proteins), end-to-end distances, DNA bending, 

circular descriptors, elastic energies and virtual DNA footprinting. Results are presented in a very 
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intuitive and friendly interface, exploiting interactivity when possible (see section below). A 

guided tour for each analysis tool helps the user to get started navigating through the analysis 

section. 

Several examples of potential use of the tool can be viewed in the webserver (see Supplementary 

Figures S1-3 for inputs and a selection of some outputs in Supplementary Figures S4-6 in the 

following publication). The first example is the simulation of a free DNA duplex of 30 base pairs in 

length for which the user can explore general structural and dynamic features, groove geometries 

and end-to-end distances to evaluate circularization propensity offering and interactive interface 

that displays the structure together with and end-to-end distance plot. By navigating through the 

different structures the user can easily have a 3D view from the most extended to the most bent 

structure (see Supplementary Figure S4 in the following publication). A second example shows 

the simulation of a DNA minicircle, where the distance matrix highlights that long-range contacts 

exist in the presence of super-helicity and in a third example the simulation of a protein-coated 

DNA fiber, accessibility of the DNA fiber to nucleases can be tested via in silico footprinting and 

generated conformations can be examined for DNA-mediated protein-protein contacts. The 

server is accessible at https://mmb.irbbarcelona.org/MCDNA/.  

 

Publication: 

Jürgen Walther, Adam Hospital, Genís Bayarri, Felipe Cano, Marco Pasi, Victor López-Ferrando, 
J. Lluís Gelpí, Pablo D. Dans and Modesto Orozco; MC_DNA: A web server for the detailed study 
of the structure and dynamics of DNA and chromatin fibers, (in preparation) 
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3. Development of a nucleosome fiber model (Publication 5) 

The first compaction level of DNA in eukaryotic cell nuclei is the nucleosome with approximately 

147 base pairs (bp) of DNA wrapped around an octamer of histones. The three dimensional 

arrangement of the nucleosome units is connected via a DNA linker, often referred to as ‘beads-

on-a-string’ fiber, depicting the chromatin secondary structure (14). Advances in experimental 

techniques and in computational modeling in the last decade revealed that chromatin in-vivo 

adopts a dynamic and heterogeneous conformation (15) which depends on many different intra-

cellular factors. Our goal was to determine, with the help of experimental data, three dimensional 

chromatin arrangements the way they can possibly occur inside the cell. 

In yeast, for example, Micro-C (16) experiments revealed the formation of self-associating 

domains at the nucleosome level where domain boundaries are enriched in nucleosome depleted 

regions suggesting that the length of the DNA linker connecting two adjacent nucleosomes plays 

a decisive role in chromatin compaction (17). MNase-seq experiments can determine the 

nucleosome positions along the genomic sequence, however as is the case for Micro-C, those 

experiments are performed with many thousands to millions of cells, and the obtained results 

show population averages where no information for single cells can be obtained. To overcome 

this issue, we developed a machine learning method to deconvolute population based MNase-

seq data to derive potential nucleosome positions in a single cell that lead to physically realistic 

chromatin conformations by probing clashes in 3D space via a simple nucleosome fiber model. 

To obtain physically realistic conformations we developed a nucleosome fiber model using the 

bottom-up approach. In this model, linker DNA is modeled by the mesoscopic helical DNA model 

at base pair resolution as previously described and the nucleosome is assumed to be rigid and 

fixed in the sequence, with the nucleosomal DNA fixed to the 3D DNA path of the high-resolution 

X-ray structure (PDB 1KX5) and with a coarse grained description of charges and steric constraints 

of histone core and DNA to correctly account for electrostatics and excluded volume interactions. 

The energetic contributions from those long-range interactions (electrostatics and steric 

repulsion) combined with an elastic energy description of the DNA results in a Hamiltonian which 

is coupled with Metropolis Monte Carlo sampling algorithm (see Figure 1 in the following 

publication). There also exists the possibility to convert the coarse grain representation of the 
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chromatin fiber back to atomistic coordinates of its constituents. As validation, we found that the 

nucleosome fiber model reproduces well salt-dependent sedimentation coefficients in vitro (18) 

and shows correct compaction by evaluating the fiber volume of a 100 nucleosome fiber (see 

Figure 2 in the following publication).  

 

Figure 30. Procedure of deconvolution of the MNase data. A: The experimental coverage 
(red) of a genomic segment is approximated by a probability distribution (dashed black) 
based on the nucleosome calls by ‘nucleR’. Possible physically realistic nucleosome 
configurations called families are sampled based on the probability distribution. B: 
Optimization to adjust the weights of each family. C: The combined artificial MNase signal 
of the families (black histogram) shows good agreement with the experimental coverage 
(red). 
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With this working coarse grain chromatin model, we can probe for physical clashes for the 

suggested conformations of single cells. To obtain those physically relevant configurations we 

cluster the MNase-seq data of a genomic segment into a set of families that each contain a 

number of nucleosomes similar to the sum the scores of the nucleosome calls detected by 

‘nucleR’, a non-parametric method of detecting nucleosome dyads from MNase data. The families 

combined describe the nucleosome coverage of the whole cell population by optimizing the 

weights of each possible conformation (see Figure 30). Having incorporated nucleosome 

positioning restraints from MNase data into the nucleosome fiber model we can make use of 3C-

based techniques (19) as a second filter to reach not only realistic nucleosome positions along the 

genomic sequence, but also realistic three dimensional conformations. Micro-C data (16) provides 

cell population data of chromatin compaction, with nucleosomal level of resolution. In our case, 

we used Micro-C data to refine the ensemble of structures emerging from each physically realistic 

nucleosome position configuration. The refinement procedure consists of smart structure filtering 

followed by reweighting of the kept configurations to correctly reproduce the Micro-C contact 

matrix (see Figure 4-5 in the following publication). This refinement procedure was applied to 

probe the compaction of single genes in yeast cells with and without oxidative stress (see Figure 

6 in the following publication) with the result that in general genes under oxidative stress are less 

compact. 

In summary, the pathway of introducing different experimental biases into in-silico base pair 

resolution nucleosome fiber conformation modeling such as 1D nucleosome position restraints 

based on MNase data and structure filtering based on Micro-C 2D contact matrices provides a 

step towards sampling kb-long chromatin fiber conformations possibly present inside the cell 

nucleus. 

 

Publication: 

Jürgen Walther, Pablo D. Dans, Manuel Sarmiento, Rafael Lema, Isabelle Brun-Heath and 
Modesto Orozco, A method to predict chromatin fiber conformations by deconvolution of 
nucleosome positioning data and Micro-C, (in preparation). 
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CHAPTER IV - DISCUSSION 

1. Sequence-dependent properties of B-DNA and structural 
polymorphisms 

Experimental and computational data show that DNA dynamics is far from that of a homogeneous 

linear rod, and sequence plays a dramatic role in determining the physical properties of the 

duplex. An elegant way to determine flexibility properties of DNA is via the helical parameter 

space. In the inter base pair parameter space it can be clearly seen that each of the ten unique 

base pair steps prefers distinct internal geometries. While some conformations such as d(ApT) 

base pair step exhibit harmonic behavior in the inter base pair parameters, others can occupy two 

(or more) configurational sub-states in some inter base pair parameters such as d(CpG) in twist. 

Extensive simulations have shown us that the multimodality is not only a property of the base pair 

step, but it is also modulated by the neighbors, leading to a tetramer model of deformability. 

Extensive multi-μs MD simulations using parmbsc1 force field of all 136 unique tetranucleotides 

show that around 80% of the inter base pair parameter distributions of all tetranucleotides cannot 

be correctly described using a single normal distribution. For example, bimodality in shift is 

generally coupled to the appearance of high shift values (above 1 Å). These anharmonic 

deformations in helical geometries are particularly prevalent for certain tetranucleotide sequence 

contexts, and are always coupled to a complex network of coordinated changes in the backbone, 

with BI/BII equilibria being a major determinant. Some of these correlations can be summarized 

in an extended set of rules. For example RR backbones exhibit high BII levels contrary to YY which 

are biased towards the BI state, generating a strong asymmetry at RR:YY steps. In general for all 

tetramers there is a tendency of larger shift values with increased BII percentage of the central 

junction and a strong correlation between the backbone state transition BI -> BII of the central 

junction and the formation of an unconventional hydrogen bond of the type CH—O. In summary, 

the carried out analysis of this work leads to a detailed scheme with strong predictive power of 

DNA geometrical properties at the tetranucleotide level. The power for each tetranucleotide to 

predict internal geometries such as the multimodal nature of some inter base pair parameters 
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and complex couplings such as the connection between backbone sub-states and helical state can 

turn out to be a good starting point to refine standard helical coarse grain models of DNA flexibility 

based on a harmonic approximation by using a multimodal approach to display the internal 

conformation at higher detail. 

A logical consequence after the study of all 136 unique tetranucleotides would be to study DNA 

in all its unique hexanucleotide environments, however the existence of more than 800 unique 

hexanucleotides would make a computational analysis very costly and probably too difficult to 

draw general conclusions compared to the tetranucleotide study.  For this reason, we decided to 

focus on a single case of special complexity: the central d(TpA) step in the highly polymorphic 

CTAG tetranucleotide in different hexa- and octamer environments. We found that the 

conformational landscape in the distinct neighboring environments was formed by concerted and 

correlated movements of backbone and bases. More specifically, the previously shown 

correlation of BI/BII inter-conversion with the formation of specific hydrogen bond contacts 

between adjacent bases of type CH—O at the tetrameric level seems to be crucial in the 

propagation of structural information (especially due to frustration driven by the mechanical 

limitations imposed by DNA’s crankshaft motions) at hexa- and octanucleotide level. Also the 

connection of backbone (BI/BII) and base (mostly shift and twist) polymorphisms can be spotted 

up to the octamer level. In summary, those long-range effects indeed modulate subtly the 

geometrical properties of the central d(TpA) step at both hexa- and octanucleotide level giving a 

possible explanation on how structural information can travel almost half a helical turn away from 

the central junction. The results also indicate a high detail description of DNA flexibility for the 

CTAG tetranucleotide that extends beyond the nearest neighbor model while in general nearest 

neighbor models which describe DNA as a chain of tetranucleotides can accurately explain the 

described remote effects in longer sequences.   

2. A helical coarse grain model of B-DNA dynamics and its web 
implementation 

Even though the study of the CTAG tetranucleotide suggests higher than nearest-neighbor effects 

of DNA flexibility for some tetranucleotides, a complete study of all unique sequence 
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environments is far from becoming reality due its immense computational cost. For this reason 

we decided to build a helical coarse grain model of DNA based on inter base pair coordinates 

exploiting the nearest neighbor sequence effect of DNA flexibility previously studied by atomistic 

MD simulations with parmbsc1 force-field. Using machine learning approaches – dimension 

reduction using PCA in helical space followed by a clustering algorithm - we could deconvolute 

the inter base pair parameter distributions of each tetranucleotide into several harmonic helical 

sub-states to correctly capture the conformational space sampled by MD which constitutes a 

significant improvement to the commonly used model with the use of only one Gaussian to 

describe the inter base pair parameter space, also referred to as the standard harmonic model. 

The energy function of the extended nearest neighbor model is motivated by valence bond theory 

and completely converges to the standard harmonic approach if only a single helical state is 

considered. The extended nearest neighbor model is coupled to a Metropolis Monte Carlo 

sampling algorithm in the inter base pair parameter space and the sampled configurations can be 

mapped from helical space to the fully atomistic level taking advantage of the correlation between 

helical states and backbone configuration. The resulting structures show very high similarity to 

global dynamics of atomistic MD simulations when comparing Boltzmann weighted absolute 

similarity indices. Several sequence-dependent properties such as backbone sub-state 

populations, groove widths and sugar puckering are reproduced with high fidelity and a 

comparison to experimental structures yields a good agreement in RMSd/bp and average inter 

base pair parameters. The high computational efficiency allows the treatment of DNA segments 

at time scales up to 105 times faster than conventional atomistic MD and offers simulations of 

long DNA stretches at unprecedented detail not reachable by atomistic MD. The implementation 

of the algorithm in a simple web interface and as a stand-alone package enables expert and non-

expert users an easy access to this model. 

A more elaborate web environment allows direct online simulation and analysis of trajectories 

simulated with our coarse grain model. In this implementation the user is given the option to 

simulate - apart from free linear B-DNA - DNA dynamics in a constrained environment such as 

supercoiled or protein-coated DNA. The analysis of the resulting trajectories is performed directly 

with the tool and can be viewed in interactive plots in the webserver. Analysis tools range from 

local helical analysis, distance contact maps, end-to-end distances and elastic energies to specific 

descriptors such as circular parameters or virtual DNA footprinting. To our knowledge, this 
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webserver constitutes the first of its kind to offer the simulation of trajectories at atomistic detail 

in-situ with an integrated analysis pipeline.  

3. Development of a nucleosome fiber model 

Due to recent improvements in experimental techniques there is increased knowledge of the 

general 3D genome organization at the nucleosome scale. However, the precise secondary 

structure of chromatin depends on the cell type and other internal and external factors, and is 

still controversial ranging from the detection of nucleosome clutches in human cells via STORM 

microscopy to the arrangement of a few genes into self-interaction domains detected in yeast by 

Micro-C suggesting that the nucleosome arrangement along the genomic sequence plays a crucial 

role in secondary chromatin structure. To probe chromatin dynamics at kb scale in different 

conditions, we designed a mesoscopic nucleosome fiber model at base pair resolution which is 

coupled with a Metropolis Monte Carlo sampling algorithm. The method is flexible enough to 

incorporate experimental data such as in-vivo nucleosome positions along the genomic sequence 

and three dimensional structural restraints derived from state-of-the-art experimental 

techniques such as STORM or Micro-C to refine the ensemble of simulated structures. This 

bottom-up model uses the mesoscopic helical DNA model for the description of linker DNA and 

assumes the nucleosome to be rigid and fixed in the sequence, with the nucleosomal DNA fixed 

to the DNA path of the high-resolution X-ray structure (PDB 1KX5) and with a simple coarse 

grained description of charges and steric constraints of the histone core. The nucleosome fiber 

model reproduces well in-vitro experiments of salt-dependent sedimentation coefficients and is 

able to show a fiber volume similar to that obtained experimentally. 

Standard nucleosome fiber models assume a regularly spaced nucleosome distribution, which is 

not what is experimentally found. Thus we implement a method of nucleosome positioning based 

on the analysis of experimental MNase-seq maps, which provide averaged pictures of the 

preferred nucleosome positions in a pool of cells. To transform these average maps into individual 

nucleosome architectures which can be then used to bias the coarse grained simulations we 

developed a machine learning algorithm to deconvolute the MNase-seq signal of a genomic 

segment into a small number of physically realistic 3D fiber configurations representing individual 
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cells. The combination of the different configurations recovers the experimental signal, but 

avoiding the generation of physically unrealistic fiber arrangements. 

With the emergence of 3C-based techniques the 3D arrangement of a population of cells can be 

represented via a contact matrix, with Hi-C providing information of genomic fragments of down 

to 1kb resolution and Micro-C providing even nucleosome level resolution. In terms of the 

nucleosome fiber model the Micro-C data of a genomic segment can be used to refine the 

ensemble of structures of each of the different physically realistic configurations arising from the 

deconvolution of the MNase-seq maps. A filtering procedure followed by structure reweighting 

ensures that a small set of relevant conformations describe the Micro-C contact matrix.  

In summary, the nucleosome fiber model can accurately reproduce in-vitro chromatin compaction 

data. It is also used to provide physically realistic fiber conformations of genomic segments based 

on MNase-seq maps. The fitting of the ensembles of the simulated structures of the individual 

deconvoluted states is the last step of a rigorous description of second order chromatin 

organization by implementing experimental data at different dimensional level together with a 

bottom-up coarse grain model at bp resolution. 

4. VRE implementation 

The Virtual Research Environment (VRE) developed by the Multiscale Complex Genomics (MuG) 

consortium is a web environment in which tool developers can implement their programs related 

to genome structure at all resolution levels. A striking advantage consists in the fact that all those 

tools can be executed from a single user workspace where all the input and output data after tool 

execution can be viewed. This also enables the user to execute different tools and interconnect 

its output data. I integrated the helical DNA coarse grain model (MCDNA) as well the nucleosome 

fiber model (ChromatinDynamics) into the VRE to enable the user the simulation of unrestrained 

DNA and chromatin structure up to kb scale (see Figure 31).  
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Figure 31. Snapshots of VRE output of MCDNA and ChromatinDynamics. A: Snapshot of a 
DNA fragment of 150bp in length simulated with MCDNA. B: Screenshots of bending 
analysis within MCDNA (top) and NAFlex (bottom). C: From left to right: Snapshot of a 
chromatin fiber created with ChromatinDynamics, its nucleosome distance matrix and 
internucleosomal distance graph. D: Nucleosome calls obtained with nucleR of a MNase-
seq profile (left) is transformed into a 3D representation of the nucleosome fiber via 
ChromatinDynamics (right). 
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The tools make use of the interconnectivity, as for example the generated trajectory of the DNA 

coarse grain model at atomistic detail can be used as input for the NAFlex analysis suite where 

global and local DNA features can be analyzed in more detail. Another example is the direct 

connection between MNase-seq data and the nucleosome fiber model. The analysis of a MNase-

seq experiment by the tool nucleR outputs nucleosome positions of a genomic fragment which 

can directly be used to construct a three-dimensional representation of said fragment with the 

nucleosome fiber model. This enables the user to instantly visualize genomic segments in 1D and 

3D and avoids complex data format conversions between the output and input of different tools. 

In summary, the integration of the two models I developed into the VRE constitutes a step forward 

towards large-scale availability, usability and interconnectivity with other tools. 
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CONCLUSIONS 

In this work scientific advances in every resolution level of the multi-scale simulation of DNA are 

achieved reaching from atomistic MD simulations to mesoscopic secondary chromatin structure 

modeling. We show that the theoretical description of DNA dynamics mesh together like cogs 

among different resolution levels. We developed a force-field for the accurate description of 

atomistic DNA dynamics based on quantum mechanical simulations. With the accuracy of 

parmbsc1, sequence-dependent effects of B-DNA beyond the base pair level were described and 

used as a starting point to parametrize a novel helical coarse grain model which shows similar 

accuracy to the DNA dynamics obtained by atomistic MD, but at much lower computational cost. 

In the nucleosome fiber model the coarse grain DNA algorithm is used for the linker DNA 

description and along with a simple mesoscopic characterization of the nucleosome chromatin 

dynamics can be probed at kb scale with a DNA model whose roots lie in the quantum mechanical 

regime. 

The free availability of the developed helical DNA and nucleosome fiber model as stand-alone 

versions or integrated in a single webserver or large-scale online research environment platform 

correspond to the standards of today’s research in terms accessibility and usability. In the 

following I will summarize the main conclusions of each topic in bullet points: 

 

1. Parmbsc1 simulations of canonical B-DNA duplexes show that nearest neighbor effects 

strongly influence mechanical properties of the central base pair step with polymorphisms 

appearing in helical geometries for certain tetranucleotide sequence contexts, always 

coupled to coordinated changes in the backbone geometry. 

 

2. The study of the highly polymorphic d(CpTpApG) tetranucleotide reveals that hexa- and 

octamer effects can influence helical dynamics at the central d(TpA) junction based on 

concerted and correlated movements of backbone and bases. 
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3. The newly developed coarse grain model for the simulation of duplex DNA accurately 

recapitulates the multi-harmonic nature of helical parameters in an extended nearest 

neighbor model, and with its ability of atomistic backmapping and smart backbone 

reconstruction it reproduces in high detail global and local dynamics simulated by MD or 

determined by experiments. 

 

4. The multi-harmonic coarse grain model outperforms MD simulations in terms of simulation 

time by a factor of up to 105 and is available for free as a stand-alone version and in a simple 

web interface. 

 

5. A more elaborate web environment called MCDNA allows direct online simulation and 

analysis of trajectories simulated with the coarse grain model of free duplex DNA and in a 

restrained environment such as supercoiled circular DNA or protein-bound DNA. 

 

6. The new bottom-up nucleosome fiber model correctly reproduces chromatin compaction of 

short and long chromatin fibers and can be used to derive chromatin fibers with biologically 

and physically realistic nucleosome positioning based on MNase-seq and Micro-C maps. 

 

7. The integration of the mesoscopic DNA model and the bottom-up nucleosome fiber model 

into the MuG-VRE constitutes a step forward towards large-scale availability, usability and 

interconnectivity with other tools. 
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RESUMEN EN ESPAÑOL 

El estudio del ADN desde la escala atómica a la mesoscópica y la conexión entre dichos niveles de 

resolución constituye uno de los desafíos mayores del nuevo milenio. Desde el inicio del siglo XX, 

diversos experimentos han permitido elucidar la estructura del nucleosoma a escala atómica, y 

por otro lado capturar los contactos entre segmentos del genoma cuyas secuencias se encuentran 

muy alejadas. En paralelo, el desarrollo teórico de campos de fuerza para la simulación de 

sistemas atomísticos logró su primera madurez con la publicación de parmbsc0 en 2007, al tiempo 

que empezaron a salir publicados los primeros modelos de grano grueso para representar fibras 

de nucleosomas. La primera década del presente milenio termina con uno de los experimentos 

que considero personalmente de los más destacados a la hora de visualizar el genoma completo: 

Hi-C. Actualmente, a casi 10 años del advenimiento del Hi-C, la estructura del núcleo celular sigue 

siendo un campo muy activo. Es ahora el momento justo para cosechar de los frutos plantados 

por los pioneros una década atrás y trabajar en la conexión entre los diferentes niveles de 

resolución logrando una imagen completa y global del ADN en el núcleo celular desde los 

electrones hasta los cromosomas. 

En este trabajo, usamos una aproximación computacional para integrar los diferentes niveles de 

resolución, desde simulaciones atomísticas de Dinámica Molecular hasta el modelado de fibras 

de cromatina. Desarrollamos un campo de fuerza atomístico que reproduce de forma exacta la 

dinámica del ADN, basado en cálculos de mecánica cuántica. Gracias a la exactitud de parmbsc1, 

los efectos estructurales secuencia-dependientes a nivel atómico fueron capturados y usados 

como parámetros para desarrollar un nuevo modelo helicoidal de grano grueso que ha mostrado 

una exactitud similar con un coste computacional mucho menor. En el modelo de fibra de 

cromatina, el modelo de grano grueso mencionado anteriormente es usado para simular el 

comportamiento del ADN “linker” (libre) entre los nucleosomas que son representados de forma 

simple pero que permiten estudiar fibras a la escala de  kilobases (kb) con un modelo basado en 

la mecánica cuántica.  

Sumado a lo anterior, y para hacer nuestros modelos y herramientas disponibles y accesibles de 

acuerdo a los estándares actuales, los modelos y métodos desarrollados en esta tesis se 
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distribuyen de forma libre como una versión “stand-alone” o integrado en una plataforma de 

investigación online. 

Los capítulos de la presente tesis están organizados de la siguiente manera: En el Capítulo I se 

introduce de forma general los conceptos teóricos y experimentales comunes a los estudios 

realizados, desde la estructura del ADN hasta la organización de la cromatina en el núcleo celular. 

En el Capítulo II, se expanden y detallan algunos de los conceptos específicos necesarios para 

comprender e interpretar los resultados obtenidos en esta tesis. Los resultados se presentan en 

el Capítulo III en forma de compilado de siete artículos (publicados o en vía de publicar) que se 

organizan en tres sub-secciones: i) Un estudio de las propiedades físicas y dinámicas del ADN 

dependientes de secuencia (aplicando parmbsc1), y el análisis detallado de los polimorfismos 

estructurales a nivel de las nucleobases. ii) El desarrollo de un nuevo modelo helicoidal de grano 

grueso para simular y modelar secuencias de ADN en forma B basado en el conocimiento de la 

mecánica del ADN obtenido en (i), y su ejecución a través de un sitio web. iii) La implementación 

de un modelo de fibra de nucleosomas capaz de predecir conformaciones realistas compatibles 

con las que se pueden encontrar en núcleo celular. La discusión de todos los resultados generados 

es presentada en el Capítulo IV, junto a las conclusiones al final del presente manuscrito de tesis. 

A continuación se encontra un resumen de los resultados más importantes obtenidos en esta 

tesis. 

 

Efectos estructurales secuencia- dependientes del ADN en forma B más allá del par de 
bases 

Estudios experimentales y teóricos han mostrado invariablemente que la dinámica del ADN no 

puede representarse adecuadamente usando un polímero lineal homogéneo. La secuencia del 

ADN tiene un efecto dramático a la hora de determinar las propiedades físicas de la doble hebra. 

Es posible estudiar la flexibilidad del ADN en un sistema de coordenadas especial, llamado espacio 

helicoidal. En ese espacio es claramente visible que las propiedades del ADN varían con la 

composición del par de bases (pasos). La mayoría de los pasos del ADN muestran un 

comportamiento armónico en los parámetros helicoidales, mientras que algunos pueden 

presentar distribuciones multimodales. A través de la simulación en los microsegundos de todos 

los posibles tetrámeros de ADN (136 combinaciones), hemos logrado desarrollar una serie de 



Resumen en español 

- 323 - 
 

reglas que permiten predecir el comportamiento promedio de cualquier ADN de doble hebra, y 

la aparición de polimorfismos estructurales. Por ejemplo, hemos mostrado como secuencias con 

dos purinas (RR) exhiben altas proporciones de la conformación BII, mientras que dos pirimidinas 

consecutivas (YY) favorecen el estado BI. El poder de las reglas derivadas en este estudio, es que 

permiten el desarrollo de modelos de grano grueso helicoidales que vayan más allá del modelo 

armónico y permitan reproducir estados multimodales describiendo la estructura interna con 

mayor detalle y exactitud. 

Para estudiar el efecto de la secuencia más allá de los tetranucleótidos, centramos nuestros 

esfuerzos en un paso particular y complejo: d(TpA) embebido en el tetranucleótido altamente 

flexible y polimórfico CTAG y todos los posibles entornos de hexanucleótidos y octanucleótidos. 

Encontramos que el espacio conformacional en los distintos entornos podía comprenderse en 

términos de movimientos concertados y correlacionados entre las bases y la cadena de azúcar-

fosfato. En concreto, se mostró cómo la correlación entre el sub-estado BI/BII y la formación de 

un enlace de hidrógeno del tipo CH-O a nivel del tetranucleótido era crucial para comprender la 

propagación de información estructural a través de la doble hebra de ADN. En resumen, 

mostramos cómo efectos de “largo alcance” eran capaces de modular sutilmente las propiedades 

estructurales del paso central d(TpA), dando una posible explicación a la manera en la que la 

información mecánica viaja por la hebra de ADN. 

 

Un modelo mesoscópico de ADN y su implementación en un servidor web 

Hemos desarrollado un modelo de grano grueso de ADN basado en las coordenadas de un par de 

bases de Watson-Crick, haciendo uso de los efectos que tienen los dos vecinos en la flexibilidad 

de los pasos que fueron estudiados a nivel atómico en la sección anterior. Usando una 

aproximación de “machine learning” (reducción del espacio helicoidal por técnicas de 

componentes principales seguido de métodos de agrupamiento “clustering”) hemos llevado a 

cabo una deconvolución de las distribuciones de cada parámetro helicoidal para cada 

tetranucleótido en varios sub-estados representados armónicamente (multi-modales). Esto 

representa una mejora significativa sobre los modelos armónicos tradicionales. El modelo 

desarrollado está acoplado a un algoritmo de muestreo Metropolis Monte Carlo en el espacio 

conformacional de los pares de bases, y las configuraciones obtenidas en el espacio helicoidal 
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pueden reconstruirse completamente a nivel atómico teniendo en cuenta el conocimiento 

generado sobre las correlaciones entre los sub-estados de las bases y la configuración de la cadena 

de azúcar-fosfato. Las estructuras resultantes muestran una alta similitud con las estructuras 

obtenidas en las dinámicas moleculares atomísticas. Varias propiedades dependientes de la 

secuencia como los sub-estados BI/BII, las dimensiones de los surcos, y la conformación de los 

azúcares se logran reproducir con alta fidelidad cuando se compara con estructuras 

experimentales. La gran eficiencia computacional del modelo de grano grueso desarrollado 

permite simular segmentos de ADN 105 veces más rápido que la dinámica atomística 

convencional. La implementación del modelo y algoritmos en una interfase web y como un 

paquete independiente permite el uso de nuestro desarrollo por la comunidad no-experta. 

Asimismo, se elaboró en base al mismo modelo un segundo sitio web más detallado que permite 

la simulación y el análisis de las trayectorias. En dicha implementación web avanzada, el usuario 

puede simular, además de ADN lineal, ADN en entornos constreñidos como en el caso del ADN 

circular o el ADN interactuando con proteínas. El análisis de las trayectorias se hace de manera 

interactiva, produciendo los gráficos de forma on-line. 

 

Modelo de fibra de nucleosomas 

Los recientes avances en las técnicas experimentales han permitido aumentar sensiblemente el 

conocimiento sobre la organización 3D del genoma a nivel de los nucleosomas. Sin embargo, la 

estructura secundaria precisa de la cromatina depende del tipo celular, y de otros factores 

externos, y sigue siendo muy controversial desde la detección de “nidos” de nucleosomas en 

células humanas usando microscopía STORM, hasta las conformaciones de unos pocos genes 

obtenidas a través de técnicas de Micro-C. Para poder estudiar la dinámica de fibras de 

nucleosomas en la escala de las kilobases (kb), diseñamos un modelo mesoscópico de fibra de 

cromatina acoplado a un algoritmo de muestreo basado en Metropolis Monte Carlo. El método 

desarrollado es lo suficientemente flexible como para incorporar datos experimentales como las 

posiciones de los nucleosomas obtenidas por técnicas in-vivo y restricciones geométricas 

experimentales derivadas de microscopia STORM o técnicas de Micro-C. Este modelo 

mesoscópico “bottom-up” usa el modelo de ADN presentado en la sección anterior para simular 

el comportamiento del ADN que conecta cada nucleosoma, manteniendo el ADN del nucleosoma 

fijo de acuerdo a una estructura experimental de rayos-X. El modelo reproduce correctamente 
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experimentos in-vitro como el coeficiente de sedimentación dependiente de la concentración de 

sales y se obtienen volúmenes de fibras en acuerdo con los datos experimentales. 

Nuestro modelo se diferencia del resto al incorporar datos de MNase-seq para determinar la 

posición de los nucleosomas a lo largo de la secuencia. Hemos desarrollado un algoritmo de 

“machine learning” para deconvolucionar las señales que provienen de MNase-seq promedios - 

realizados sobre millones de células - en número bajo de configuraciones de fibras de cromatina 

físicamente realistas que vienen a representar las distribuciones de las células individuales. Esto 

permite obtener fibras de cromatina 3D con una distribución experimental de los nucleosomas a 

lo largo de la secuencia. Del mismo modo, con el advenimiento de la técnicas basadas en 3C, el 

arreglo 3D de una población de células puede representarse a través de una matriz de contactos 

que puede llegar a la resolución de un solo nucleosoma con técnicas como Micro-C. La matriz de 

contacto proveniente de Micro-C puede ser incorporada a nuestro modelo para refinar un 

conjunto de estructuras que contengan los contactos físicamente posibles y en acuerdo con los 

datos experimentales. Un procedimiento de filtrado y de peso de las mayores configuraciones 3D 

permite recuperar, con un conjunto relativamente pequeño de conformaciones, la matriz de 

Micro-C experimental. 
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