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CHAPTER 1
Introduction

It is a well-known fact that a strong commitment to advertising is the key to

success. This one-way communication from brands to customers is proved

to be helpful in increasing the brand and product awareness, building brand

images, differentiating the products from those of other companies, and so

on. The importance of advertising is evidenced by the large and increasing

amount of money spent by successful corporations. According to a report

by AdAge (2017), Procter & Gamble, the largest global advertiser in 2016,

allocated 10.5 billion U.S. dollars toward advertising activities, followed by

Samsung ($9.9 billion), Nestle ($9.2 billion), Unilever ($8.6 billion) and

L’Oreal ($8.3 billion).

Not surprisingly, increasing academic attention has been paid to an impor-

tant research question: how should a firm decide the advertising expenditure

in order to maximize the profit? One of the difficulties to answer this question

might come from the inherently dynamic nature of marketing. Advertising is

not a one-time announcement, instead, it is a continuous activity and requires

careful inter-temporal planning. Moreover, its impact is not limited to the

current period, but also in the future. As a consequence, the applications

of dynamic models, which draw support from mathematical modeling and

quantitative methods, to the filed of advertising have been flourishing since

the early 1960s.

Academic efforts were devoted mainly, in the beginning, to one decision

maker problems, where a monopolistic firm decides her optimal advertising

level over time (we refer to Sethi, 1977; Feichtinger et al., 1994; Huang et al.,

2012; Sethi & Thompson, 2000, for surveys of control theory models in

advertising).
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It was not long before the case of two or more firms competing/cooperating

in advertising also attracted a great deal of attention, where the differential

game approach was applied (see, e.g., Jørgensen, 1982; Erickson, 1995b;

Huang et al., 2012; Erickson, 1991; Jørgensen & Zaccour, 2004; Dockner

et al., 2000, for reviews on differential game models in advertising).

Due to its game theoretic foundation, apart from the dynamic perspective,

this approach successfully involves another essential element of the market-

ing problems: strategic interactions among various agents, and has become

one of the principal methodologies in marketing science.

The basic assumption of the differential game approach is that firms can,

in one way or another, know or estimate the influences of advertising invest-

ment on certain state(s) which is/are relevant to the profit (for instance, sales),

and summarize them in terms of differential equations. Based on different

aspects of advertising’s contributions, different dynamics are chosen, we

can therefore identify four research lines in advertising, where the following

seminal works are taken as starting points:

• Advertising market share models (Kimball, 1957)

Originally used to depict military combat, the Lanchester model was

firstly introduced by Kimball (1957) into the economic world because

of the similarity between military and industrial operations. Assuming

that the customers are naturally disloyal and will drift toward the firm

with better advertising, and that the advertising only influences the

rival firms’ but not the firm’s own customers, this model describes a

situation where firms are competing for the market share with their

advertising efforts. The Lanchester dynamics are presented as

�xi(t) = fi (ai(t)) [1 − xi(t)] −
N∑

j=1
j�i

fj
(
aj(t)

)
xi(t) ,

where xi(t), ai(t) denote the market share and the advertising rate of

firm i at time t, respectively. The function fi(ai) is the advertising

effectiveness function, which is assumed to be positive and increasing

in ai.

An important contribution comes from Case (1979), where he char-

acterized the feedback Nash equilibrium with linear advertising effec-
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tiveness functions and zero discounting. Some other influential studies

include the incorporation of multiple marketing tools (Chintagunta &

Vilcassim, 1994; Fruchter & Kalish, 1998), various types of adver-

tising (Erickson, 1993), market expansion (Bass et al., 2005a,b), non

zero discounting (Fruchter & Kalish, 1997; Jarrar et al., 2004; Sorger,

1989), the extension to oligopoly (Erickson, 2009), and some empir-

ical tests run by Erickson (1992); Chintagunta & Vilcassim (1992);

Chintagunta & Jain (1995); Wang & Wu (2007), and so on.

• Advertising sales model (Vidale & Wolfe, 1957)

The Vidale-Wolfe model studies an optimal control problem, where

the sales rate can be increased by advertising activities, and suffers a

decay effect:

�S(t) = ka(t) [M − S(t)] − δS(t) ,
where S(t), a(t) represent firm’s sales and advertising effort, M stands

for the market potential, and k and δ refer to the advertising effective-

ness and sales depreciation rate. Note that this model can be expressed

in terms of market share by substituting x = S/M .

Sethi (1973) offered a detailed analysis of the advertising strategies in

combination with bang-bang, impulse control, etc. A duopolistic dif-

ferential game extension is provided by Deal (1979), where both firms

can influence only the untapped market (M − S1(t) − S2(t)). However,

it is also frequently combined with the Lanchester model by adding

the capacity to attract rival firm’s customers (e.g., Leitmann & Schmi-

tendorf, 1978; Wang & Wu, 2001; Jørgensen et al., 2010). Some other

important extensions include the case of oligopoly (Erickson, 1995a),

a structural variation to incorporate the word-of-mouth communica-

tion (Sethi, 1983), and the introduction of uncertainty (Prasad & Sethi,

2009), and so forth.

• Advertising goodwill model (Nerlove & Arrow, 1962)

This model mainly focuses on the impact of advertising in the rise in

popularity and the building of the brand reputation. The goodwill of a

company is considered as an intangible stock, which can be improved

by advertising and depreciates over time due to the forgetting effects
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of consumers, as presented in the following equation:

�G(t) = ka(t) − δG(t) ,

with G(t) and a(t) representing the goodwill and advertising, and k
and δ being the advertising effectiveness and goodwill depreciation

rate.

This model has been applied in many contexts. We refer to Tapiero

(1979), Fornell et al. (1985), Chintagunta (1993), Buratto & Zaccour

(2009) as some illustrations, where uncertainty, consumption experi-

ence, the sensitivity of a firm’s profits with respect to deviation from

equilibrium, and licensing contract are analyzed.

• New product diffusion model (Bass, 1969)

This model studies the adoption process of a new product. Although

advertising is not explicitly formulated in the original model, it is

frequently incorporated as a major driver of adoption (for example,

see Horsky & Simon, 1983, one of the seminal studies to introduce

advertising in product diffusion). Let S(t) denote cumulative sales, a(t)
and f (a(t)) denote advertising policies and the effectiveness function,

M represent the potential market size, and η be the imitation coefficient,

a common specification of the cumulative sales evolution is given by

�S(t) = f (a(t)) [M − S(t)] + ηS(t)
M

[M − S(t)] .

The first term on the right-hand side refer to the adoption by “in-

novators”, who can be influenced by advertising. The second term

represents the fact that “imitators” might adopt the new product after

communicating with innovators.

Some relevant studies are Dockner & Jørgensen (1988), where they

suggested that advertising also affects imitators, Thompson & Teng

(1984), where an oligopolistic version is provided, Kamrad et al.

(2005), where word-of-mouth effect is analyzed in a stochastic en-

vironment, etc.

Note that these four research streams are not strictly separated, and some

researchers have attempted to investigate multiple effects of advertising
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by formulating a differential game of several state variables (for example,

El Ouardighi & Pasin, 2006), or to integrate different models (like the case

of Lanchester and Vidale-Wolfe).

In addition to the state variables affected by advertising, different market

structures also deserve special attention. The late 1990s witnessed a growing

interest in the interaction among different decision makers in the supply

chain (suppliers, manufacturers, distributors, retailers, customers, and so on).

Leng & Parlar (2005); Cachon & Netessine (2006); He et al. (2007) offer

some reviews of the applications of game theory/dynamic games in supply

chain management. Among all the studies to date, static models clearly

outnumber dynamic ones. Academic interest in supply chain management

has been primarily paid to coordination mechanisms. Research questions

such as if the cooperation is beneficial, which coordination scheme yields

better outcome, how to sustain the cooperation without binding contract, and

so on, are commonly addressed.

Besides the dynamics employed, another key element of any differential

game model is the objective functional, which relies on the discounted util-

ity theory proposed by Samuelson (1937). Typically, a firm’s objective is to

maximize the discounted profits over planning horizon to the present time

(the time when the decisions are made). Due to the mathematical tractabil-

ity, the discount factor is usually assumed to be an exponential function,

with a constant discount rate which is independent of the time perspective.

Nevertheless, this way of discounting may not be the best candidate to ex-

plain some decision making behaviors. Actually, experimental and empirical

studies on intertemporal choice have demonstrated various inadequacies of

the standard time discounting (Frederick et al., 2002, give a comprehensive

review of time discounting). In general, decision makers exhibit declining

rates of time preferences. Moreover, people apply different discount rates

depending on the types of goods and categories of decisions. For example,

gains are more heavily discounted than losses (Thaler, 1981; Loewenstein,

1987; MacKeigan et al., 1993), a bigger size of the reward decreases the

discount rate (Thaler, 1981; Holcomb & Nelson, 1992; Kirby et al., 1999),

and so forth.

In response to the limitations of constant discounting, Strotz (1955) was

the first one to suggest considering alternatives to the exponential discount
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function. Since then various alternate discounting models are raised, among

which the best documented is hyperbolic discounting. Its advantage in de-

scriptive realism is that it additionally captures the phenomenon of present

bias. One class of models where hyperbolic discounting is very often in-

troduced are those related to consumption-saving behaviors (e.g., Laibson,

1994, 1997, 1998; Angeletos et al., 2001; Bernheim et al., 2015). It also fre-

quently appears in the studies of economic growth (for example, Barro, 1999;

Krusell & Smith, JR., 2003; Ekeland & Lazrak, 2010). Fischer (1999) and

O’Donoghue & Rabin (1999b, 2001) explore the implications of hyperbolic

discounting for procrastination, whereas those for addiction are studied by

Carrillo (1998), O’Donoghue & Rabin (1999a, 2002) and Gruber & Köszegi

(2001).

Diminishing discount rates are also applied in environmental economics,

such as Karp (2005) and Karp & Tsur (2011), etc.

Another quite highly referenced alternative to standard discounting is

heterogeneous discounting. It describes a situation where the decision maker

discounts the utility during the planning horizon and the final function at

constant but different discount rates. This single modification depicts an

additional realism that is not described by standard or hyperbolic discounting:

by assuming a higher discount rate at the ending point, the valuation of the

final function is increasing as the time approaches the end of planning period,

whereas a decreasing valuation can be formulated if a lower discount rate is

connected with the final function. Marín-Solano & Patxot (2012) proposed

it as a response to the standard discounting anomaly that agents discount

different types of goods in different ways. This approach is also introduced

in consumption-saving problems in de-Paz et al. (2013, 2014). It is worth

mentioning that in a cooperative environment where two agents cooperate in

order to maximize the joint utility, if each player exhibits different rate of time

preferences, the grand coalition will behave like an agent with heterogeneous

discounting (for more details, see de-Paz et al., 2013), and will face the trade-

off between time-consistency and efficiency (Jackson & Yariv, 2015).

In spite of being a popular topic in many fields such as resource eco-

nomics, behavioral economics, financial economics, and so on, general time

preferences have never been, to the best of our knowledge, introduced into

management science. Nonetheless, we believe that importing insights from
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time perspective could help us to better understand the dynamic strate-

gic interactions in marketing. First of all, at personal level, managers and

practitioners, as human beings, are bound to be influenced by the individ-

ual behavioral biases even when they are making professional decisions.

Secondly, similar to public policy making, a firm might also have limited

commitment which gives rise to dynamic inconsistency. The current execu-

tive can not guarantee that her successor would follow the strategies made

by now. Moreover, the rate of time preferences for a firm is a reflection

of multiple internal and external factors, including but not limited to firm

size, uncertainty, information availability, financial health, legislative con-

straints, survival probabilities, state of economy, business cycles, and so on.

It seems natural to consider that the discount rate can be varying across time.

Besides, time inconsistency could stem from cooperation among divergent

agents, even if each firm discounts the future profits at constant discount rate.

Therefore, it is suggested to conduct some exploratory studies incorporating

time perspectives.

Hence, one of the primary emphases in this thesis is to introduce more

general time preferences into dynamic advertising strategies. To do so, we

apply the market share (Lanchester) model and the goodwill (Nerlove and

Arrow) model, and cover both duopolistic market and supply chain system.

In this way we can have a more general and comprehensive understanding

of the advertising’s different functions and mechanisms in different market

structures with the presence of several types of time preferences. More

specifically, in Chapter 2, we have introduced individual time-inconsistent

preferences into the Lanchester model, a duopolistic advertising competition

model, and study the investment behaviors by computing the Markovian

strategies. We have also considered, in Chapter 3, the time inconsistency

derived from collective dynamic choice, and have analyzed the induced

inefficiency in a cooperative setting.

After reaching a deeper understanding of advertising activities, we shift

our attention to the interface between advertising and other business ac-

tivities. Research questions of how firms can jointly apply advertising and

other marketing tools (typically, pricing) are quite frequently studied (e.g.,

Thompson & Teng, 1984; Fershtman et al., 1990; Chintagunta, 1993; He

et al., 2009; Bertuzzi & Lambertini, 2010; Krishnamoorthy et al., 2010, and
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so on). Nevertheless, as pointed out by Jørgensen (2018), although marketing

plans affect and are affected by activities conducted in other functional ar-

eas, yet studies tackling these intersections using optimal control/differential

game approach are scarce. Undoubtedly, firms can benefit from a highly inte-

grated organizational structure, and researches exploring how to coordinate

different business functions could offer some managerial implications.

Particularly, we confine our interest to the operations management (also

known as production management). On the one hand, it is one of the most

essential functional areas of a business, especially for manufacturing com-

panies. On the other hand, the production department aims to minimize the

cost, whereas the marketing department intends to maximize the revenue.

The potential conflict that might arise between these two functional areas

requires special attention.

The effort of modeling the interaction between these two kinds of activ-

ities in a continuous-time setting can date back to the seventies (Eliashberg

& Steinberg, 1993 and Gaimon, 1998 provide two surveys of production-

marketing/pricing interface). However, early studies mainly addressed pric-

ing, and it was not until 1987 that advertising was considered in an integrated

system of finance, marketing, and production in a monopolistic environment

(Abad, 1987). Lambertini & Palestini (2009) investigate an oligopolistic

market where a cartel is competing with various fringes. Each firm needs to

decide her advertising and output level, in cooperative or non-cooperative

way. The inventory management is introduced by Erickson (2011), where

backlogging is allowed, and two marketing tools (advertising and pricing)

are available to the managers. De Giovanni et al. (2019) also consider the

interaction among adverting, pricing and inventory management, but in a

supply chain where cooperative advertising is adopted.

Among all the studies undertaking the interaction between advertising

and operations management, quality improvement has attracted most effort,

probably because of its close connection with marketing, in that quality is

often related with higher price, and the information of quality needs to be

delivered via advertising.

Most of the quality-advertising interface has been placed in the context

of monopoly. For instance, Ringbeck (1985) analyzes how a firm decides

the quality investment, advertising and pricing strategies if quality slows
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down the customer attrition, and finds it recommended to enter the market

with low quality and price but high advertising, and to reverse the emphasis

with the passage of time. Liu et al. (2015) compare different mechanisms

to coordinate the operations department, which controls design quality, and

the marketing department, which makes advertising plan and sets the price.

Their results show that a committed dynamic transfer price paid by the

marketing department can coordinate a decentralized company. El Ouardighi

et al. (2016) study the allocation of resources of a firm when conformance

quality can influence the advertising attracting effectiveness via word-of-

mouth effects. They conclude that the investment to improve defective items

is always beneficial, whereas intense advertising should be applied only

when the sales are high. Reddy et al. (2016) investigate the situation where

the design quality is improved at impulse time, and a better quality can

mitigate the depreciation of goodwill and sales. A higher frequency of quality

improvement is proved to be able to generate higher goodwill and sales level

in Vidale-Wolfe and Nerlove-Arrow models. The interaction among pricing,

advertising and quality may lead to two possible optimal paths depending

on the demand potential, according to Caulkins et al. (2017). If the path of

higher sales and quality is more preferred, the government might be willing

to subsidize quality investments. Chenavaz & Jasimuddin (2017) undertake

a study to revise the linkage between advertising and quality level. A positive

relationship can be found if the contribution of quality and advertising to

demand is superior to the increased production cost, otherwise a negative

interrelation is detected. The analysis carried out by De Giovanni (2019)

demonstrates the importance of appraisal and prevention effort on non-

defective products in conformance quality. Under a total quality management

scheme, the need for advertising is decreasing as the brand is well recognized.

Few researchers have addressed the interface between quality and adver-

tising in a competitive environment. Colombo & Lambertini (2003) consider

a duopolistic market with product differentiation through quality, where two

firms need to decide their advertising and quality investment. They have

found that the firm selling low-quality products might get higher profits with

more efficient advertising. In the advertising battle presented by El Ouardighi

& Pasin (2006), where only customers who have experienced defective prod-

ucts can be attracted by the other company, the firm of smaller size would
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put more resources in advertising, whereas the larger competitor would con-

centrate on quality improvement. If quality is able to contribute directly to

the goodwill accumulation, as in Nair & Narasimhan (2006), the advertising

and quality policies would be inversely related.

El Ouardighi et al. (2008) and De Giovanni (2011) are the only two studies

that situate this issue in a supply chain, as far as we can tell. In the former

study, the manufacturer chooses the production rate, quality improvement

and advertising, whereas the retailer decides how much to purchase from the

manufacturer and the price. They suggest the sequence of investing firstly

in quality to increase royalty, then in advertising to attract new customers.

De Giovanni (2011) analyzes whether it is beneficial to employ a cooperative

advertising program where the manufacturer subsidizes the retailer, and to

improve the product quality. He reaches the conclusion that the cooperation

will happen only when the advertising’s contribution is significant, and effort

will not be paid to quality unless it is highly effective.

Shapiro (1977) highlighted eight points of “necessary cooperation but

potential conflict” of the coordination between marketing and production,

one of which being quality assurance. Quality is also included in the list of six

most important interfaces between operations management and marketing

raised by Montgomery & Hausman (1986). Furthermore, in a later research

(Hausman & Montgomery, 1990), quality is found among the top five pro-

duction priorities, as well as the five most evaluated factors by customers.

Therefore, the last study of this thesis has followed the research stream of

the interaction between advertising and quality management.

Moreover, most of the research to date has considered a deterministic set-

ting. Studies dealing with marketing decisions under uncertainty are rather

sparse, and have mainly taken into account the continuous stochastic fluc-

tuation in sales/market shares, which is caused by noncompetitive factors

such as the inherent randomness of customers’ purchasing behaviors, lack of

product differentiation, forgetting effect, and so on. Sethi (1983) introduced

such disturbances into a stochastic model of advertising sales response in

a monopolistic setting. Following the same research line, Prasad & Sethi

(2004) extended the previous optimization problem to a duopolistic adver-

tising competition, where the decay term from the Vidale-Wolfe model was

remained. The authors also presented an oligopolistic extension in Prasad &
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Sethi (2003). He et al. (2009) located this continuous stochastic noise in a

supply chain structure, where the manufacturer supports part of the retailer’s

advertising and decides the wholesale price.

On the contrary, another kind of uncertainty, the black swan events, is

rarely introduced into marketing. The black swan events refer to the unex-

pected events that can cause broad impact and serious consequences. Such

uncertain changes can be incorporated into our framework through a piece-
wise deterministic game. This approach is frequently used to model problems

of regime shifts in the areas of financial economics (e.g., Ngwira & Gerrard,

2007; Josa-Fombellida & Rincón-Zapatero, 2012), and environmental eco-

nomics (for example, Clarke & Reed, 1994; Harris & Vickers, 1995; Polasky

et al., 2011; van der Ploeg, 2014). To the best our knowledge, Rubel et al.

(2011) is the only exception which has considered this kind of uncertainty.

In the paper mentioned above the authors adopted the Lanchester model

to study an optimal advertising problem, where a product-harm crisis can

happen at any random instant and cause a sharp decrease in sales.

To this end, in Chapter 4, we have studied a situation where firms need to

consider the interface among operations management (quality improvement),

marketing (advertising), and public relations management when facing po-

tential crises.

Summarizing, the aim of the thesis is to contribute to a better understand-

ing of the strategic and dynamic interactions in some marketing problems

by using a differential game approach. We focus on the effects of the intro-

duction of more general time preferences in an advertising competition, and

in the framework of marketing channels, where we study some coordination

mechanisms and the possible consequences of having asymmetric agents.

Furthermore, we explore the role of quality investments when facing a po-

tential crisis. Table 1.1 presents the general and specific objectives of the

three studies we have carried out.

The current thesis is organized as follows:

In Chapter 2 we study a finite time horizon advertising dynamic game

under the assumption that firms’ time preferences are time-inconsistent.

Specifically, we consider two types of discounting, heterogeneous discount-

ing and hyperbolic discounting. In the case of heterogeneous discounting,

the relative importance of the final function will increase/decrease as the end
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Table 1.1: Objectives of the Thesis

Chapter Objectives

2

General Objective
O1: To introduce time-inconsistent preferences into advertis-

ing competition

Specific Objectives
O1.1: To study how firms adapt their advertising strate-

gies in a competitive environment when they have increas-

ing/decreasing valuations of the final functions

O1.2: To analyze how companies advertise when they have

diminishing time discount rates

3

General Objective
O2: To analyze the efficiency of different time-consistent ad-

vertising coordination mechanisms in supply chain

Specific Objectives
O2.1: To extend previous supply chain models by considering

that agents can differ in their time preferences, which gives

rise to time-inconsistent aggregated preferences

O2.2: To study situations when cooperation is inefficient

O2.3: To compare different coordination mechanisms to see

which can yield a better outcome

4

General Objective
O3: To investigate the advertising and quality improvement

strategies in the presence of potential crisis

Specific Objectives
O3.1: To introduce quality management into supply chain

management in an inter-temporal setting

O3.2: To study crisis management policies as a piecewise

deterministic dynamic game

O3.3: To analyze the interaction among operations manage-

ment, marketing, and crisis management
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of the planning horizon approaches compared with current payoffs. Whereas

when agents discount future payoffs hyperbolically, their instantaneous dis-

count rates diminish rapidly in earlier stages and then slowly in the long term.

The dynamics for the market are presented in square root form as in the pa-

pers of Sethi (1983) and Sorger (1989). Subgame perfect Nash equilibria are

then studied and compared with that of the standard discounting case.

In Chapter 3, we study an advertising dynamic game in supply chain man-

agement under the assumption that the agents differ in their time preference

rates. We study two coordination mechanisms: the cost sharing program,

where the retailer can get some reimbursement of the advertising cost from

the manufacturer; and the vertical integration, where the two players aim

to maximize the joint profit. We derive the time-consistent cooperative ad-

vertising strategies in each coordination setting, and we compare them with

the non-cooperative case. Our results show that, the cost sharing program

is Pareto superior to the non-cooperative setting, while vertical integration

could be more preferred by the manufacturer and less preferred by the re-

tailer if the initial goodwill level is sufficiently high. Besides, unlike previous

results in the literature, we found that when the agents’ discount rates are

very different, joint profits could be lower under vertical integration than in

the non-cooperative case, which yields an inefficient cooperation.

In Chapter 4 we confine our interest to the intersection of marketing and

other functional activities when corporates face uncertainties. Crises can

occur at random time instants (e.g., Samsung had to recall their Galaxy Note

7 which had critical failures in the batteries and can result in fires, Ford issued

several recalls for millions of cars/trucks with loose steering wheels/unseated

gear shift cable locking clip). Since the occurrence of such unexpected crises

may damage a brand’s goodwill, sales and profitability, far-sighted managers

should be able to take it into account when making decisions. To address

this issue, we study an advertising and quality management game with a

piecewise deterministic process. We consider a supply chain consisting of a

single manufacturer and a single retailer, where the manufacturer controls

the global advertising and quality improvement, while the retailer focuses in

the local advertising. We adopt the goodwill model proposed by Nerlove &

Arrow (1962) and assume that when the crisis happens, the companies suffer

a sharp decrease in the goodwill. We characterize the stationary Markovian
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Nash equilibrium, and then we compare the corresponding strategies and

outcomes with those of the case where the potential crises are absent. We

also evaluate the effects of instantaneous crisis rate and damage rate.

Chapter 5 closes the thesis by summarizing some main findings, present-

ing managerial implications and suggesting future researches.



CHAPTER 2
Lanchester Duopoly Model Revisited:Advertising
Competition under Time Inconsistent Preferences

2.1. Introduction

The role of advertising in marketing has been highlighted for many years.

As the primary competitive marketing tool in highly competitive industries,

heavy advertising expenditures are required. Coca-Cola spent $3.342, $3.266

and $3.499 billion in 2012, 2013 and 2014 respectively, and the yearly

commitment to advertising of its largest competitor, Pepsi, is $2.2, $2.4 and

$2.3 (Investopedia, 2015).

As a consequence, a great deal of academic attention has been paid

to the advertising, and the tendency is still increasing. Differential game

approach, drawing support from mathematical modeling and quantitative

methods, successfully involves the two essential elements of the marketing

problems: dynamic and strategic considerations, and has been one of the

principal methodologies in marketing science.

One of the earliest and most attractive advertising market share response

models is the Lanchester model introduced by Kimball (1957). It is charac-

terized in depicting battles for market share in a simple and elegant way, and

has been adopted in many researches of dynamic advertising competition.

In the earliest years academic attention was focused, probably for reasons

of mathematical tractability, in the specific case where agents do not discount

future payoffs. Case (1979) suggests that it can be seen as an approxima-

tion of small and positive discount rate. Following the same research line, a

series of theoretical and empirical studies focusing on zero discounting are
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conducted. Erickson (1991, chap. 3) presents an analytical and numerical

analysis of feedback equilibria, and compares it with that of open-loop form.

Both Erickson (1992) and Chintagunta & Vilcassim (1992) empirically test

the market share response function to advertising investment and examine

which kind of strategies (open-loop or closed-loop) fits better the reality. The

difference between these two researches derives from the data samples and

the statistical procedures applied. Chintagunta & Vilcassim (1994) extends

the previous work by considering multiple marketing tools such as advertis-

ing, detailing, sales promotion, and so on. The cases of zero discounting in

a finite time horizon with salvage value are analyzed in two empirical stud-

ies. In Wang & Wu (2001), they use the Lanchester model as a benchmark

case for an extended Vidale-Wolfe model (Vidale & Wolfe, 1957) in terms

of model fitting and forecast accuracy. Later on, in Wang & Wu (2007) an

empirical test is run for different structures of market share response function

incorporating the inflation effect. However, the zero discount case may cause

problems of convergence of the objective functionals (Jørgensen & Zaccour,

2004).

The first attempt of breaking the zero discounting assumption comes from

Fruchter & Kalish (1997), where they study a game of infinite time horizon

and propose a new approach to obtain the so-called time-varying closed-loop

strategies, which are determined by time, current states and initial states. This

work is later extended to an oligopolistic competition in Fruchter (1999b),

Fruchter (1999a), Fruchter (2001), and Fruchter & Kalish (1998), with the

incorporation of market expansion, multi-products in a growing market, and

multiple marketing tools in the latter three studies. However, the equilibrium

policies are not subgame perfect due to the strategy dependence on initial

market share. Jarrar et al. (2004) and Breton et al. (2006) develop two numer-

ical algorithms to compute the feedback Nash and Stackelberg equilibrium

strategies, respectively. According to their numerical illustrations, when rates

of time preferences are positive, in both modes of play (simultaneous and

sequential) the advertising strategies are decreasing in the firm’s own market

share. This property differs from the results of zero discount rates. Another

approach to consider positive discount rate is through modification of model

structure. For instance, Sorger (1989) proposes a variant of the Lanchester

model, which allows for the characterization of feedback Nash strategies. In
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accordance with Jarrar et al. (2004) and Breton et al. (2006), higher market

share also implies a decrease in advertising. The empirical support from

Chintagunta & Jain (1995) show that the specification made by Sorger is a

good candidate for the market of pharmaceutical products, soft drinks, beers,

and detergents.

Given that a positive discount rate can have a significant impact on the

advertising strategies, it is natural to think, if the agents discount the future

payoffs in another way rather than the standard way, in which discount rates

are assumed to be constant and unchanged, will they behave differently?

Besides, empirical and experimental studies show that how people discount

the future payoffs depends on the time distance and the types of goods. The

curiosity of exploring the time preferences’ impact, as well as the inadequacy

of standard discounting have encouraged an academic stream in the differ-

ential game literature, where alternative discounting models are applied.

Although time-inconsistent preferences have proven to be important in many

areas such as behavioral economics (e.g., Fischer, 1999; O’Donoghue & Ra-

bin, 1999b, 2001; Gruber & Köszegi, 2001), environmental economics (for

example, Karp, 2005; Karp & Tsur, 2011), financial economics (Laibson,

1997; de-Paz et al., 2013, 2014), and so forth, such concern has never been

introduced into the business context.

Nonetheless, any other discount function but the standard exponential one

would lead to time inconsistency (Strotz, 1955). If we follow the standard

approach, a decision obtained at a later time does not necessarily, and in

general not, coincide with that made at an earlier time. As a consequence,

the agent tends to deviate from herself constantly, and the intertemporal

choice, even in an optimal control problem, can be considered as a dynamic

game among the “selves” of the decision maker at different instants of time.

Hence, the purpose of this chapter is to, firstly, going one step further, ex-

plore the impact of temporal discounting on advertising competition. Specif-

ically, we confine our interest to heterogeneous discounting and hyperbolic
discounting, two of the most studied alternative discount models. Secondly,

we then compute different types of strategies, and compare them with the

standard discounting case to analyze how firms behave under different kinds

of time preferences and different commitment power.

The rest of this chapter is organized as follow. In Section 2.2 we describe
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a differential game model, the determination of feedback Nash equilibria

follows in Section 2.3. In Section 2.4 some numerical simulations will be run

to throw light on the advertising strategies and market dynamics. Finally, in

Section 2.5 we summarize our results, relate them to the market observations,

discuss the limitations and suggest some future studies.

2.2. Model Formulation

2.2.1 Lanchester Dynamics

The Lanchester model was originally used to model military combat. It was

firstly introduced into the economic world by Kimball (1957) because of the

similarity between military and industrial operations, and further advanced

by Case (1979) and Little (1979). This model describes a battle for the

market share where the advertising is the dominant influencing factor that

only affects the customers of the rival firm.

Denote by xi(s) and ui(s) the market share and the rate of advertising

expenditure of firm i (i = 1, ...,N) at time s, ki the advertising effectiveness,

the market share and advertising are originally related in a linear structure

�xi(s) = kiui(s)[1 − xi(s)] −
N∑

j=1
j�i

k juj(s)xi(s) .

Specifically, in a duopolistic market (as in Little, 1979; Erickson, 1985;

Chintagunta & Vilcassim, 1992; Jarrar et al., 2004), by letting x = x1 and

x2 = 1 − x, the basic Lanchester dynamics can be simplified as

�x(s) = k1u1(s)[1 − x(s)] − k2u2(s)x(s) .
Sorger (1989) extended the Lanchester model adopting the square root

structure in a Vidale-Wolfe extension proposed by Sethi (1983), and for-

mulated the instantaneous variation of market share in the following way

(specifically, k1 = k2 = 1 in Sorger’s setting)

�x(s) = k1u1(s)
√

1 − x(s) − k2u2(s)
√

x(s) , x(t) = xt . (2.1)

According to Sorger (1989), the two square root terms in (2.1) are approxi-

mation of 1− x+ x(1− x) and x+ x(1− x), respectively. Therefore, a word-of-

mouth communication effect is incorporated into the market share dynamics.
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Besides, (2.1) can also be explained as a joint effect of the “Lanchester-type”

dynamics and the excess advertising.

This formulation is highly referenced in the literature. For instance,

Prasad & Sethi (2003) extended it to an oligopoly setting with the presence

of white noise. Prasad & Sethi (2004) enriched the discussion by introducing

the decay effect of Vidale-Wolfe model as well as the stochastic setting. Bass

et al. (2005a,b) analyzed the situation where firms invest in brand-advertising

to capture rival firm’s customers and in generic-advertising to increase the

primary demand. Naik et al. (2008) studied the advertising competition in

an oligopoly setting with market expansion and brand confusion effect, and

offered some empirical evidence. He et al. (2011) considered an advertis-

ing battle where a coalition comprised of a manufacturer and a retailer is

competing against another independent retailer.

In this chapter, we adopt Sorger’s extension in that it offers a richer

interpretation by incorporating word-of-mouth communication and excess

advertising. Moreover, with the square root formulation, the equilibrium

market share of firm i (i = 1,2) is of S-shape, which is considered to be

in better accordance with reality. Furthermore, as mentioned previously,

Sorger’s modification allows the computation of feedback strategies for non-

zero discounting, which is critical for further discussion related to time-

inconsistent discounting.

Assuming quadratic advertising costs (which give rise to diminishing

effect), the two firms aim to maximize the sum of the current value of the

profit stream over a finite planning interval T and the scrap value assigned

to the terminal state:

J1(u1,u2) =
∫ T

t
θ1(s−t)

[
π1x(s) − c1

2
(u1(s))2

]
ds + θ1(T−t)S1x(T) , (2.2)

J2(u1,u2) =
∫ T

t
θ2(s−t)

[
π2 (1−x(s)) − c2

2
(u2(s))2

]
ds+θ2(T−t)S2 (1−x(T)) ,

(2.3)

where θi(s − t) (i = 1,2) are discount functions and will be given in the next

section.

The denotation of the variables and parameters is as follows:
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πi positive constant margin per unit product of firm i,

x(t) market share of firm 1 at time t (state variable),

ci positive constant cost parameter of firm i,

ui(t) rate of advertising expenditure of firm i at time t (control

variable),

ki positive constant advertising effect parameter of firm i,

Si the valuation assigned to the final state (non-negative constant).

2.2.2 Discount Function

The pioneering researches into intertemporal choice mainly focused on the

psychological motives that lead to time preference1 (for example, Rae, 1834;

Senior, 1836; Fisher, 1930). Samuelson (1937) put forward the discounted

utility (DU) model to condense all the psychological motives underlying

intertemporal decisions into a single parameter, the discount rate, which is

assumed to be constant and invariant across time and for all kinds of goods.

Its simplicity made it become the dominant theoretical framework to study

intertemporal behaviors. However, numerous experimental and empirical

studies conducted in the following years have shown that in some situations,

people demonstrate diminishing discount rates. Furthermore, the rates of

time preference vary in the types of goods and decisions. The findings of

such inadequacy of constant discounting have encouraged the development

of various alternative theoretical models (for an overview of this topic, see

Frederick et al., 2002).

Marín-Solano & Patxot (2012) introduced a temporal bias where agents

discount the utility during the planning horizon and the final function at

constant but different rates. It is labeled as heterogeneous discounting and

the corresponding discount function is given by:

θi(s − t) =
⎧⎪⎨⎪⎩

e−δi(s−t) if s < T ,

e−ρi(s−t) if s = T , i = 1,2.
(2.4)

1Defined as “the preference for immediate utility over delayed utility” (Frederick et al.,
2002).
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The essence of heterogeneous discounting is to describe a situation where

the valuation of the final function is changing over time. To better present

this idea, we rewrite the discount factor at the ending point e−ρi(T−t) as

e−δi(T−t) · e−(ρi−δi)(T−t) , i = 1,2. (2.5)

From (2.5) we can see that if ρi > δi (i = 1,2), the discount factor for the

moment T is increasing in t, and vice versa. Therefore, we are able to model

an increasing valuation of the final function by assuming ρi > δi, and a

decreasing valuation by ρi < δi (i = 1,2).

One typical application of this approach, as in Marin-Solano and Paxtot

(2012), is to discount the “hard” goods, in the sense that effort has to be made

prior to the enjoyment of the benefits (some examples are sports, knowledge

and human capital accumulation). It has also been applied in the field of

behavioral finance, such as the consumption and investment problem (de-

Paz et al., 2013), and the life insurance purchase behaviors (de-Paz et al.,

2014), where the final function represents the wealth at retirement or the

bequest left for her descendants. In all the cases mentioned above it appears

natural to assume that the agent has an increasing concern as the time t
approaches to the end of the planning horizon T .

Introducing heterogeneous discounting into the business context (corpo-

rate level) could make sense due to the following concerns: 1) as discussed in

Marín-Solano & Patxot (2012), the capital accumulation of a firm can be, to

some degree, regarded as a “hard” good; 2) It appears restrictive to assume

the discount rate to be invariant over time. The rate of time preference is

affected by social factors such as regime (Pirvu & Zhang, 2014) and state of

economy (Parkin, 1988), as well as by other firm-level factors like project

duration, risk and fixed cost (Chen, 2012). 3) It is also of interest to con-

sider different ways of discounting for different things. For instance (in this

model), a firm could be more concerned with the cash flow if it is required

to guarantee the development. Nevertheless, the emphasis might switch to

the market coverage when the company reaches a steady growth.

In addition to heterogeneous discounting, a plenty of effort has been

devoted to hyperbolic discounting. The phenomenon that decision makers

exhibit declining discount rates has been supported experimentally and em-

pirically by many studies (e.g., Thaler, 1981; Myerson & Green, 1995, and
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so forth) (Benzion et al., 1989; Kirby, 1997), and hyperbolic discounting is

a response to such DU anomaly by relaxing the constant rate assumption.

The applications of hyperbolic discounting have been primarily located

in the fields of macroeconomics (e.g., for consumption-saving behaviors,

Laibson, 1994, 1997, 1998, and Barro, 1999; Krusell & Smith, JR., 2003

for economic growth), behavioral economics (for example, Fischer, 1999;

O’Donoghue & Rabin, 1999b, 2001 for procrastination, and O’Donoghue

& Rabin, 1999a, 2002 for addiction), and environmental economics (Karp,

2005; Karp & Tsur, 2011, and so on).

We believe that it could be meaningful to incorporate hyperbolic dis-

counting from a company’s point of view. Firstly, a manager could have

limited commitment like a public policy maker, in that she is not sure if

the business plans made currently would be followed by the successor. Be-

sides, as human beings, it is likely that administrators are also influenced

by the temporal bias that affect personal choice when making professional

decisions. Moreover, uncertainty over the hazard rate of payoff realization

or over the agents’ own future discount rates would lead to hyperbolic dis-

counting (Azfar, 1999; Dasgupta & Maskin, 2005; Farmer & Geanakoplos,

2009).

We choose a linear combination of exponential functions which is given

as follows:

θi(s − t) = λe−δi(s−t) + (1 − λ)e−ρi(s−t) , (2.6)

with the corresponding instantaneous discount rate

ri(τ) = −θ
′
i(τ)
θi(τ)

=
λδie−δiτ + (1 − λ)ρie−ρiτ

λe−δiτ + (1 − λ)e−ρiτ , i = 1,2, (2.7)

where 0 < λ < 1 and δi > ρi (i = 1,2). The discount function (2.6) implies

that the instantaneous discount rate declines relatively rapidly in the earlier

stages and then more slowly in the long run. Furthermore, when the planning

horizon is sufficiently large, the pure rate of time preferences will converge

to ρi (i = 1,2). This functional form is also applied in Ekeland & Pirvu

(2008), Ekeland & Lazrak (2010), and Karp & Tsur (2011).
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2.3. Determination of Feedback Nash Equilibria

We confine our interest to the feedback Nash equilibria for some reasons.

It is theoretically desirable in that firstly, it is more robust than the open-

loop equilibria; secondly, empirical studies show that the feedback strategies

can better explain the real dynamic advertising competition (Chintagunta &

Vilcassim, 1992; Erickson, 1992); thirdly, evaluation of different kinds of

strategies has been made by means of estimating market share response model

independently of the strategies, the results suggest that feedback strategies

perform strategically better for profit maximization (Wang & Wu, 2007).

In addition, it is managerially attractive since the feedback rules, which are

time and state dependent, allow the flexibility of responding to the changing

market.

For the sake of completeness we introduce the definitions of some com-

monly used strategy concepts in dynamic inconsistency setting. A feedback

equilibrium is sub-game perfect in the standard (constant discount rate) case,

however it does not necessarily, and in general it does not, hold while apply-

ing any kind of non-constant discounting. This is intuitive because a decision

made at time t is (normally) not optimal for the agent herself at a future time

t′ due to her time-varying preferences. An individual with time-inconsistent

preferences may or may not be aware of that. If the agent solves the opti-

mization problem at the beginning of the planning horizon, and she believes

that her preferences will not change in the future (and in fact they do), or

she can commit herself to follow this strategy made at time 0, we call it

pre-commitment solution.

Under heterogeneous discounting, the pre-commitment agents need to

solve a standard game in the beginning of the planning horizon. The corre-

sponding system of dynamic programming equations (DPEs) for feedback

Nash equilibrium are given as follows (we use P to denote “pre-commitment):

δiV P
i − ∂V

P
i

∂s

= max
{uP

i }

{
πi xi − ci

2
(ui)2 +

∂V P
i

∂x

(
k1u1

√
1 − x − k2u2

√
x
)}
, i = 1,2,

(2.8)

with boundary conditions V P
i (T, x) = e−(ρi−δi)T Si xi(T).
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However, the decision maker would tend to deviate from the ex ante
policy as time goes on. If she re-optimizes the problem in a future time t′

according to her interest of that time and applies it, and repeats this procedure

in a later time t′′... As a consequence, she will end up solving the problem at

every instant and applying the solution only in that particular point of time.

This kind of strategy is defined as naive solution (denoted by superscript N).

If the decision makers under heterogeneous discounting act in a naive

way, at every moment t they will solve

δiVt
i − ∂V

t
i

∂s

= max
{uN

i }

{
πi xi − ci

2
(ut

i )2 +
∂Vt

i

∂x

[
k1ut

1

√
1 − x − k2ut

2

√
x
]}
, i = 1,2,

(2.9)

together with the boundary conditions Vt
i (T, x) = e−(ρi−δi)(T−t)Si xi(T). More-

over, they will only apply the solutions obtained from (2.9) at the moment

s = t.

Note that neither the pre-commitment nor the naive solutions are time-

consistent. A solution can be time-consistent (named as sophisticated solu-

tion) if the agent can anticipate and take into account her future preferences

while making decisions, which implies no reason for future selves to devi-

ate from it. Using superscript S to represent sophisticated solutions, under

heterogeneous discounting, the feedback Nash equilibrium is computed by

solving

ρiVS
i + Ki −

∂VS
i

∂t
= max

{uSi }

{
πi xi − ci

2
(uS

i )2 +
∂VS

i

∂x

[
k1uS

1

√
1 − x − k2uS

2

√
x
]}
,

(2.10)

with

Ki(t, x) = (δi − ρi)
∫ T

t
e−δi(s−t)

[
πi xi(s) − ci

2
(u∗i )2

]
ds , i = 1,2, (2.11)

where u∗i maximizes the right-hand side term of equation (2.10). The cor-

responding boundary conditions are VS
i (T, x) = Si xi(T), and Ki(T, x) = 0

(i = 1,2). By differentiating (2.11) with respect to t, we can get a simplified
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version

δiKi − ∂Ki

∂t

= (δi − ρi)
[
πi xi − ci

2
(u∗i )2

]
+
∂Ki

∂x

[
k1u∗1

√
1 − x − k2u∗2

√
x
]
, i = 1,2.

(2.12)

We now proceed to compute the pre-commitment, naive and sophisticated

solutions under heterogeneous discounting.

By maximizing the right hand side of equations (2.8), (2.9), and (2.10),

we get the optimal advertising strategies. We make the informed guess that

the value functions are linear in the state variable Vσi (t, x) = ησi (t)x + νσi (t).
Then, the feedback Nash equilibrium advertising policies are given by

uσ∗1 (t, x) = k1

c1

ησ1 (t)
√

1 − x , uσ∗2 (t, x) = k2

c2

ησ2 (t)
√

x , σ = P,N,S.

(2.13)

For the agent who can commit herself to following the decision taken at

the beginning of planing horizon t = 0, she needs to solve (2.8). Substituting

the advertising rules uP∗
1

, uP∗
2

, the value functions V P
1

, V P
2

and their partial

derivatives into (2.8), after rearranging, we obtain[
δ1η

P
1 (s) − �ηP

1 (s) − π1 +
(k1)2
2c1

(
ηP

1 (s)
)2

− (k2)2
c2

ηP
1 (s)ηP

2 (s)
]

x

= −δ1νP
1 (s) + �νP

1 (s) +
(k1)2
2c1

(
ηP

1 (s)
)2

,

(2.14)

[
δ2η

P
2 (s) − �ηP

2 (s) + π2 − (k2)2
2c2

(
ηP

2 (s)
)2

+
(k1)2

c1

ηP
1 (s)ηP

2 (s)
]

x

= −δ2νP
2 (s) + �νP

2 (s) + π2 +
(k1)2

c1

ηP
1 (s)ηP

2 (s) .
(2.15)

Equations (2.14) and (2.15) hold for every x, if and only if the parameters

of x are equal to zero, thus we have get a system of two Ricatti differential

equations with boundary conditions

ηP
i (T) = (−1)i−1e−(ρi−δi)T Si , i = 1,2. (2.16)

We can find out the naive solutions following the same pattern. By

substituting uN∗
1

, uN∗
2

, V N
1

, V N
2

and the corresponding partial derivatives into
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(2.9), we get the same DPEs as (2.14) and (2.15), but with different boundary

conditions

ηN
i (T) = (−1)i−1e−(ρi−δi)(T−t)Si , i = 1,2. (2.17)

Regarding the sophisticated solutions, apart from VS
i , we also need to

make a guess of the structure of the term Ki in (2.10). We conjecture a linear

structure, as for the value functions.

VS
i (t, x) = ηS

i (t)x + νS
i (t), Ki(t, x) = αi(t)x + βi(t), i = 1,2. (2.18)

Accordingly,

∂VS
i

∂x
= ηS

i (t) ,
∂VS

i

∂t
= �ηS

i (t)x + �νS
i (t) ,

∂Ki

∂x
= αi(t) , ∂Ki

∂t
= �αi(t)x + �βi(t) , i = 1,2.

(2.19)

We then substitute (2.13), (2.18), and (2.19) into (2.10) and (2.12). After

rearrangement, we obtain[
ρ1η

S
1 (t) + α1(t) − �ηS

1 (t) − π1 +
(k1)2
2c1

(
ηS

1 (t)
)2

− (k2)2
c2

ηS
1 (t)ηS

2 (t)
]

x

= −ρ1ν
S
1 (t) − β1(t) + �νS

1 (t) +
(k1)2
2c1

(
ηS

1 (t)
)2

,

(2.20)

[
ρ2η

S
2 (t) + α2(t) − �ηS

2 (t) + π2 − (k2)2
2c2

(
ηS

1 (t)
)2

+
(k1)2)

c1

ηS
1 (t)ηS

2 (t
]

x

= −ρ2ν
S
2 (t) − β2(t) + �νS

2 (t) + π2 +
(k1)2

c1

ηS
1 (t)ηS

2 (t) ,
(2.21)

[δ1α1(t) − �α1(t) − (δ1 − ρ1)π1

−(k1)2(δ1 − ρ1)
2c1

(
ηS

1 (t)
)2

+
(k1)2

c1

α1(t)ηS
1 (t) −

(k2)2
c2

α1(t)ηS
2 (t)

]
x

= −δ1β1(t) + �β1(t) − (k1)2(δ1 − ρ1)
2c1

(
ηS

1 (t)
)2

+
(k1)2

c1

α1(t)ηS
1 (t) ,

(2.22)

[δ2α2(t) − �α2(t) + (δ2 − ρ2)π2

+
(k2)2(δ2 − ρ2)

2c2

(
ηS

1 (t)
)2

− (k2)2
c2

α2(t)ηS
2 (t) +

(k1)2
c1

α2(t)ηS
1 (t)

]
x

= −δ2β2(t) + �β2(t) + (δ2 − ρ2)π2 +
(k1)2

c1

α2(t)ηS
1 (t) .

(2.23)
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Equations (2.20)-(2.23) hold for every x, if and only if the parameters of x are

equal to zero. Therefore, we obtain a system of four differential equations of

ηS
i (t) and αi(t), with boundary conditions ηS

i (T) = Si and αi(T) = 0 (i = 1,2).

The equilibrium of the game under heterogeneous discounting is charac-

terized in the following proposition.

Proposition 2.1. The pre-commitment, naive and sophisticated feedback
Nash equilibria solutions for the the advertising competition under hetero-
geneous discounting are determined by

uσi (s, x) = (−1)i−1 ki

ci
ησi (s)

√
1 − xi(s)

= (−1)i−1 ki

ci
ησi (s)

√
xj(s) , {i, j} = {1,2}, σ = P,N,S.

(2.24)

• For pre-commitment solutions, ηP
i (s) (i = 1,2) are the solutions to the

system of differential equations

�ηP
i (s) =(−1)i−1 (ki)2

2ci

(
ηP

i (s)
)2

+ (−1)i (k j)2
cj
ηP

i (s)ηP
j (s) + δiηP

i (s)

+ (−1)iπi , {i, j} = {1,2},
(2.25)

with boundary conditions ηP
i (T) = (−1)i−1e−(ρi−δi)T Si (i = 1,2).

• For naive solutions of t-agent, ηN
i (s) (i = 1,2) solve the system

�ηN
i (s) =(−1)i−1 (ki)2

2ci

(
ηN

i (s)
)2

+ (−1)i (k j)2
cj
ηN

i (s)ηN
j (s) + δiηN

i (s)

+ (−1)iπi , {i, j} = {1,2},
(2.26)

with boundary conditions ηN
i (T) = (−1)i−1e−(ρi−δi)(T−t)Si (i = 1,2).

• For sophisticated solutions, ηS
i (s) (i = 1,2) solve the system of differ-
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ential equations

�ηS
i (s) =(−1)i−1 (ki)2

2ci

(
ηS

i (s)
)2

+ (−1)i (k j)2
cj
ηS

i (s)ηS
j (s) + ρiη

S
i (s)

+ αi(s) + (−1)iπi ,

�αi(s) =(−1)i (ki)2(δi − ρi)
2ci

(
ηS

i (s)
)2

+ (−1)i−1 (ki)2
ci
αi(s)ηS

i (s)

+ (−1)i (k j)2
cj
αi(s)ηS

j (s) + δiαi(s) + (−1)i(δi − ρi)πi ,

{i, j} = {1,2},
(2.27)

with boundary conditions ηS
i (T) = (−1)i−1Si, αi(T) = 0 (i = 1,2).

Next we derive the time-inconsistent (Pre-commitment and Naive) and

time-consistent (Sophisticated) solutions for agents with hyperbolic dis-

counting.

The system of DPEs for pre-commitment solutions are

ri(s)V P
i − ∂V

P
i

∂s
= max

{uP
i }

{
πi xi − ci

2
(ui)2 +

∂V P
i

∂x

[
k1u1

√
1 − x − k2u2

√
x
]}
,

(2.28)

with boundary conditions V P
i (T, x) = Si xi(T) (i = 1,2).

As to the naive agents, they need to solve, at every instant t,

ri(s − t)Vt
i − ∂V

t
i

∂s
= max

{uN
i }

{
πi xi − ci

2
(ut

i )2 +
∂Vt

i

∂x

[
k1ut

1

√
1 − x − k2ut

2

√
x
]}
,

(2.29)

together with the boundary conditions V N
i (T, x) = Si xi(T) (i = 1,2), and

follow the solutions obtained only at the moment s = t.
The DPE for sophisticated agents in a game of finite time horizon un-

der non-constant discounting is derived in Marín-Solano & Navas (2009).

Following their approach, the time-consistent equilibrium strategies can be

obtained by solving the set of DPEs

ri(T − t)VS
i + Ki −

∂VS
i

∂t

= max
{uSi }

{
πi xi − ci

2
(uS

i )2 +
∂VS

i

∂x

[
k1uS

1

√
1 − x − k2uS

2

√
x
]}
,

(2.30)



Ad Competition under Time Inconsistent Preferences 29

with

Ki(t, x) =
∫ T

t
θi(s − t)[ri(s − t) − ri(T − t)]

[
πi xi(s) − ci

2
(uS

i )2
]

ds , (2.31)

and

VS
i (T, x) = Si xi(T) , Ki(T, x) = 0 , i = 1,2, (2.32)

where uS
i (i = 1,2) maximize the right-hand side of (2.30). Similarly, the

term Ki (i = 1,2) can be simplified by differentiating both sides with respect

to t. If the discount factor is a linear combination of exponential functions

given in (2.6), by differentiating (2.31) we obtain

Ωi(t)Ki − ∂Ki

∂t
= Φi(t)

[
πi xi − ci

2
(uS

i )2
]
+
∂Ki

∂x

[
k1uS

1

√
1 − x − k2uS

2

√
x
]
,

(2.33)

with

Ωi(t) = λρie−δi(T−t) + (1 − λ)δie−ρi(T−t)

λe−δi(T−t) + (1 − λ)e−ρi(T−t) ,

Φi(t) =
λ(1 − λ)(ρi − δi)

[
e−δi(T−t) − e−ρi(T−t)]

λe−δi(T−t) + (1 − λ)e−ρi(T−t) .

(2.34)

Following the same procedures for the case of heterogeneous discounting,

by solving equations of (2.28), (2.29), (2.30) and (2.33), we characterize the

feedback Nash equilibria for the case of hyperbolic discounting, which are

summarized in the following proposition.

Proposition 2.2. The pre-commitment, naive and sophisticated feedback
Nash equilibria solutions for the advertising competition under hyperbolic
discounting are determined by

uσi (s, x) = (−1)i−1 ki

ci
ησi (s)

√
1 − xi(s)

= (−1)i−1 ki

ci
ησi (s)

√
xj(s) , {i, j} = {1,2}, σ = P,N,S.

(2.35)

• For pre-commitment solutions, ηP
i (s) (i = 1,2) are the solutions to

�ηP
i (s) =(−1)i−1 (ki)2

2ci

(
ηP

i (s)
)2

+ (−1)i (k j)2
cj
ηP

i (s)ηP
j (s) + ri(s)ηP

i (s)

+ (−1)iπi , {i, j} = {1,2},
(2.36)
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with boundary conditions ηP
i (T) = (−1)i−1Si, i = 1,2.

• For naive solutions of t-agent, ηN
i (s) (i = 1,2) solve the system

�ηN
i (s) =(−1)i−1 (ki)2

2ci

(
ηN

i (s)
)2

+ (−1)i (k j)2
cj
ηN

i (s)ηN
j (s)

+ [λδi + (1 − λ)ρi] ηN
i (s) + (−1)iπi , {i, j} = {1,2},

(2.37)

with boundary conditions ηN
i (T) = (−1)i−1Si (i = 1,2).

• For sophisticated solutions, ηS
i (s) (i = 1,2) solve the system of differ-

ential equations

�ηS
i (s) =(−1)i−1 (ki)2

2ci

(
ηS

i (s)
)2

+ (−1)i (k j)2
cj
ηS

i (s)ηS
j (s) + ri(T − t)ηS

i (s)

+ αi(s) + (−1)iπi ,

�αi(s) =(−1)i (ki)2
2ci
Φi(s)

(
ηS

i (s)
)2

+ (−1)i−1 (ki)2
ci
αi(s)ηS

i (s)

+ (−1)i (k j)2
cj
αi(s)ηS

j (s) +Ωi(s)αi(s) + (−1)iπiΦi(s) ,

{i, j} ={1,2},
(2.38)

with Ωi(s) and Φi(s) given in (2.34), and with boundary conditions
ηS

i (T) = (−1)i−1Si, αi(T) = 0 (i = 1,2).

2.4. Numerical Illustrations

Since the system of differential equations cannot be solved explicitly, we

provide some numerical illustration to throw light on the impact time prefer-

ences have on firms’ behaviors and the evolution of the market. Numerical

solutions are calculated using Wolfram Mathematica v11.2.

For reasons of research interest, the two firms are assumed to be sym-

metric, with the exception of their time preferences and initial market share.

By controlling π1 = π2, c1 = c2, and k1 = k2, we are able to concentrate

on how firms’ advertising investments alter in accordance with their time

preferences. Furthermore, it is not impractical to assume such symmetry.
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For products satisfying some specific properties, it is likely that both firms

have similar net profit ratio, have achieved excellence in cost control, and

are of symmetric abilities in relation to media buying, quality control and

some other capabilities, which implies the technical/economic symmetry.

For instance, Chintagunta & Jain (1995) conducted some empirical tests

using Sorger’s specification, and found that the advertising effectiveness of

the two duopolies in markets of pharmaceutical product, soft drink and beer

are almost identical. In the following, we set π1 = π2 = 300, c1 = c2 = 2,

k1 = k2 = 0.3, as what has been used in Jarrar et al. (2004).

The values of S1 and S2 should be carefully chosen. Sorger (1989),

Wang & Wu (2001) and Wang & Wu (2007) show that the time dependence

of advertising efforts is highly connected with S1 and S2, the parameters

representing the importance of market share in the end of planning horizon for

each firm. Specifically, let ûi(η̂i(s), x) denote the feedback Nash equilibrium

strategies of both firms under standard discounting, and η̄i be the values

such that �̂ui(s) = 0 (i = 1,2). If the ending market shares are relatively

important (Si > η̄i) for both firms, then once the market shares reach near the

steady state, they will both increase the advertising budget over time when

approaching time T , whereas the contrary happens if the final functions are

relatively unimportant (Si < η̄i)2.

In order to mitigate these effects, here we let S1 and S2 be proportional

to the shadow prices of market share (A1 and A2) for the game of infinite

time horizon starting at time T with discount rate ρi (i = 1,2). Specifically,

Si = ωi Ai (i = 1,2), where A1 and A2 are the solutions to the system

ρi Ai + (−1)iqi + (−1)i+1 (ki)2
2ci

(Ai)2 + (−1)i (k j)2
cj

Ai Aj = 0 , {i, j} = {1,2}.

It can be easily verified that Ai decreases in ρi, and that Ai coincide with η̄i

(i = 1,2). The purpose of introducing ωi (i = 1,2) is to gain the flexibility of

formulating a greater variety of situations under heterogeneous discounting,

which will be explained in the next section. For standard and hyperbolic

discounting, we assume that ω1 = ω2 = 1.

Under this setting, the current model under standard discounting and

with ω1 = ω2 = 1 will coincide with the game of infinite time horizon.

2For more detailed discussion, we refer to the Section 4 of Sorger 1989.
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2.4.1 Heterogeneous Discounting

We start by discussing the possible situations we can take into account by

assigning different values of ωi (i = 1,2). Without loss of generality, take

the symmetric case under heterogeneous discounting with δi < ρi as an

example. The discounted final function is given by e−ρi(T−t)ωi Ai (i = 1,2),

which is an increasing function in t (from the previous discussion in Section

2.2.2). Depending on the values of ωi (i = 1,2), we can model the following

cases:

• If ωi = 1, then

e−ρi(T−t)ωi Ai < e−δi(T−t)Ai and e−ρi(T−T)ωi Ai < e−δi(T−T)Ai.

The values that firms ascribe to the ending market shares are relatively

low. Though as time goes by, the valuations of the final states are

increasing, they are always inferior to the valuations of the profits

during the period t to T .

• If 1 < ωi < e(ρi−δi)(T−t), then

e−ρi(T−t)ωi Ai < e−δi(T−t)Ai and e−ρi(T−T)ωi Ai > e−δi(T−T)Ai.

The assessment of scrap values is relatively lower in the beginning of

the planning horizon t, then increases as firms move toward the ending

point and eventually surpasses the importance of the profits before the

end of the planning period.

• If ωi > e(ρi−δi)(T−t), then

e−ρi(T−t)ωi Ai > e−δi(T−t)Ai and e−ρi(T−T)ωi Ai > e−δi(T−T)Ai.

The importance of final states is higher in the beginning in comparison

with the cash flow during the period, and such importance is increasing

across time.

For the case of δi > ρi, situations of always (relatively) higher but

decreasing importance, initially higher then eventually lower importance,

and always lower and even decreasing importance of final functions can also

be modeled by letting ωi = 1, e(ρi−δi)(T−t) < ωi < 1, and ωi < e(ρi−δi)(T−t)

(i = 1,2), respectively.

Figures 2.1 and 2.2 illustrate the advertising strategies of both firms in

a symmetric case of δ1 = δ2 = 0.05, ρ1 = ρ2 = 0.1, ω1 = ω2 = 1.4,
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Standard
Pre-commitment

Sophisticated
Naive

Figure 2.1: Advertising of Firm 1 (Heterogeneous Discounting)

Standard
Pre-commitment

Sophisticated
Naive

Figure 2.2: Advertising of Firm 2 (Heterogeneous Discounting)
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x0 = 0.01, t = 0, and T = 15. Since ρi > δi (i = 1,2), both firms have

increasing valuations of the ending market shares. Furthermore, as explained

previously, these valuations are initially inferior to the concerns with the

profits throughout the planning horizon, but eventually become dominant.

We confine our interest to this special case since it can best demonstrate

the difference between time-inconsistent and time-consistent strategies. The

standard case of δi = ρi = 0.05 and ωi = 1 (i = 1,2) is also graphed to serve

as a benchmark.

As shown in Figure 2.1, for all kinds of discounting and solution types,

firm 1, which is at a disadvantage at the beginning (as x0 < 0.5), pumps

money into advertising in order to seize market share as soon as possible.

The investment is decreasing over time, as her own market share is growing

and the target market is reducing the size. On the contrary, holding a dominant

market position, firm 2 invests little in the beginning and eventually increases

the budget (Figure 2.2). This battle stage lasts until the market share stay in

the neighborhood of steady state. From then on, both firms show almost the

same advertising patterns.

If firms have standard time preferences, during the quasi-stationary pe-

riod, both firms would keep the same advertising efforts until the end of

planning horizon (due to the values chosen for S1 and S2). However, firms

under heterogeneous discounting make last-minute shifts in accordance with

how they discount the final market. Note that when agents commit them-

selves to the decision made at the beginning, they act as if they were under

standard discounting, but with different boundary conditions. Here, the pre-

commitment solutions are consistent with that of a standard discounting

game with final function e−(ρi−δi)(T−t)ωiSi xi. Given ρi > δi, the values that

firms ascribe to the ending market share are relatively low, which implies a

sharp decrease in advertising. However, as time goes by and firms approach

the ending point, the relevance of the final states is increasing and at one

point, it takes the priority. Anticipating such changing taste, sophisticated

agents’ last-minute accommodation is an increase in advertising, which is

contrary to the behaviors of players with commitment power. It is worth men-

tioning that naive solutions and sophisticated solutions are almost identical,

probably because when the last-minute change happens, the importance of

final states is already dominant.
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By anticipating future preferences, time-consistent strategies can help

firms to act according to their true preferences. Nonetheless, sophisticated

solutions do not necessarily increase or decrease the payoffs. The graphic pre-

sentation of market share dynamics is omitted because the patterns in all four

cases are extremely similar. Intuitively, lower advertisement spending yields

higher payoffs. We can see that agents are better off with pre-commitment

than sophisticated solutions in this case.

Next we study some other case with asymmetric discounting.

New Entrant Game: A new entrant in the industry is competing with the

incumbent. As the new entrant could have a smaller firm size, more financial

constraints, higher instantaneous crisis rate and more urgent developing

necessities, she would be more impatient with the financial return, thus

discounting future payoffs more heavily. However, the manager believes that

after some years’ developing, the firm will be less constrained and relatively

more far-sighted.

We can incorporate such future belief using heterogeneous discounting.

For firm 1 (the new entrant) we set δ1 = 0.15 and ρ1 = 0.05, whereas

firm 2 (the incumbent) uses the same constant and smaller discount rate

δ2 = ρ2 = 0.05. Since the emphasis here is not the time-variant final function,

we letω1 = ω2 = 1. The initial market distribution is set to be x0 = 0.01. For

better interpretation, we also present graphically two benchmark cases of (a)

δ1 = ρ1 = 0.15, δ2 = ρ2 = 0.05 and (b) δ1 = ρ1 = δ2 = ρ2 = 0.05. Figures

2.3 to 2.6 demonstrate the scenario described above. Here we focus on the

sophisticated solutions, since they are theoretically more desirable and the

corresponding equilibrium is subgame perfect.

As shown in Figure 2.3, instead of making last-minute changes as in the

symmetric case, here the new entrant, the sophisticated agent under hetero-

geneous discounting, starts her accommodation much earlier. In the battle

period both firms act similarly as in Figures 2.1 and 2.2, the initially smaller

firm tries hard to steal the market share from her rival, whereas the market

dominant allocates relatively little but increasing resources. In the adapting

stage, the new entrant raises her advertising budget at a firstly increasing

then decreasing speed. As a response to the new entrant’s adjustment, firm

2 (the incumbent) chooses a lower advertising level, in comparison with the

standard case, in the accommodation stage. Notice that the new entrant will
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u1 | Benchmark (a)

u1 | New Entrant Game

u2 | Benchmark (a)

u2 | New Entrant Game

Figure 2.3: Advertising Strategies in New Entrant Game (a)

u1 | Benchmark (b)

u1 | New Entrant Game

u2 | Benchmark (b)

u2 | New Entrant Game

Figure 2.4: Advertising Strategies in New Entrant Game (b)
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Benchmark (a)

New Entrant Game

Figure 2.5: Market Share Dynamics in New Entrant Game (a)

Benchmark (b)

New Entrant Game

Figure 2.6: Market Share Dynamics in New Entrant Game (b)
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end up with higher advertising spending than the incumbent, even when the

difference between δ1 and ρ1 is extremely small. Figure 2.5 displays the cor-

responding market share evolution. If the new entrant discounts the future

in a standard way with a relatively higher discount rate compared with the

incumbent, she will end up with a smaller portion of the whole market. If

the manager believes that the new firm can catch up with the incumbent re-

garding the financial achievement, crisis management, etc., which may lead

to a convergence in time preferences, the two firms will share almost equally

the market in the end.

As to the benchmark (b), by comparing Figures 2.3 and 2.4, and Figures

2.5 and 2.6, one can clearly see that the new entrant game is an intermediate

case between these two benchmarks.

2.4.2 Hyperbolic Discounting

In the following we present some numerical illustrations of advertising com-

petition under hyperbolic discounting.

We start, as previously, with a symmetric case of δ1 = δ2 = 0.3,

ρ1 = ρ2 = 0.05, and ω1 = ω2 = 1. The benchmark here, is the standard

discounting case with θi(s) = e−ρis, the convergence of the discount function

(2.6) when T is sufficiently large. We can also observe different stages in the

advertising competition. In the battle stage, both firms’ policies are qualita-

tively consistent with those under standard and heterogeneous discounting.

There also appears an adjustment of increasing budget during the last years.

To some extent the hyperbolic discounting is similar to heterogeneous dis-

counting with δi > ρi, in the sense that in both cases, the ending discount

rate is smaller compared to that during the planning period. Therefore, firms

in Figure 2.7 show similar behaviors as firm 1 in Figure 2.3, they all incre-

ment the advertising efforts in the final years. Nonetheless, different types of

solution show divergence throughout the planning horizon and converge in

the end, which is contrary to the heterogeneous discounting case. Further-

more, the sophisticated agents apply higher advertising policies than naive

agents, but in general they are quite similar. Pre-commitment solutions are

located between sophisticated strategies and policies made under standard

discounting, and the corresponding adjustment stage starts earlier. Note that,
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Standard
Pre-commitment
Naive
Sophisticated

Figure 2.7: Advertising of Firm 1 (Hyperbolic Discounting)

in Figure 2.8, the market share dynamics are roughly the same under time-

inconsistent and time-consistent solutions. However, if firms precommit their

advertising policies, or are unaware of the change in time preferences, their

spending is much higher. Therefore, under hyperbolic discounting, the lack

of information about future selves preferences or strong commitment power

leads to over investment.

Let us reconsider the New Entrant Game described in Section 2.4.1. If

both new entrant and the incumbent are under hyperbolic discounting, it

is likely that the new entrant has a faster decreasing discount factor due

to greater uncertainty. Next we consider the case of δ1 = 0.6, δ2 = 0.3,

ρ1 = ρ2 = 0.05, ω1 = ω2 = 1 (Figures 2.9 and 2.10). Notice that, in this

setting, both firms share the same (and almost same) discount factor at time

0 and T . Firm 2 applies a lower discount rate throughout the whole planning

horizon, which leads her to implement a higher advertising rate when the

equilibrium stays in the neighborhood of stationary state (year 7 to 12). Firm

1, being more impatient, starts the accommodation stage earlier, and with a

greater increasing rate than firm 2. However, this last-minute effort can not
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Standard

Sophisticated

Pre-commitment
Naive

Figure 2.8: Market Share Dynamics (Hyperbolic Discounting)

u2 | 1= 2=0.3, 1= 2=0.05

u1 | 1= 2=0.3, 1= 2=0.05

u1 | 1=0.6, 2=0.3, 1= 2=0.05

u2 | 1=0.6, 2=0.3, 1= 2=0.05

Figure 2.9: Advertising Strategies in New Entrant Game
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1= 2=0.3, 1= 2=0.05
1=0.6, 2=0.3, 1= 2=0.05

Figure 2.10: Market Share Dynamics in New Entrant Game

compensate completely the loss during the planning horizon, as shown in
Figure 2.10, the market ends up with firm 1 acquiring less portion than firm
2.

2.5. Conclusions

This chapter aims to study the advertising competition by introducing some
biases in the temporal preferences. Specifically, we have applied a decision
making framework that allows agents to take into account the future shift
by discounting heterogeneously the future payoffs during and at the end
of the planning horizon. The phenomenon of diminishing discount rate is
also considered. We have computed three types feedback Nash equilibria
strategies for both alternative discounting models. Numerical simulations
were run to illustrate some properties of the time-inconsistent and time-
consistent advertising behaviors and the corresponding market dynamics.
Comparison is made among different types of solutions and those of standard
discounting.
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The results reveal that firms under heterogeneous discounting act in a

different manner compared to those with standard discounting (Sorger’s set-

ting). In general, the advertising strategies can be categorized in two phases.

The first phase is the battle phase, in which the firm with a larger initial

market share invests little at the beginning and increases the advertising ef-

fort in time, and the firm with a smaller initial market portion behaves the

other way around. If the planning period is sufficiently long, they can arrive

near the steady state and remain in its neighborhood for some time. The

second phase is the accommodation stage where agents raise/cut their ad-

vertising rate according to the increasing/decreasing importance they assign

to the final states when approaching to the end of the planning horizon. Our

numerical illustrations have demonstrated that the pre-commitment solution

can show contrary adjustment direction compared with the sophisticated so-

lution in this stage, whereas the naive solution basically coincides with the

sophisticated one.

As to the advertising policies under hyperbolic discounting, a similar bat-

tle stage is also present. Another coincidence with heterogeneous discounting

is the discrepancy between pre-commitment strategies and time-consistent

strategies, as well as the similarity between naive and sophisticated solutions.

Due to the model structure, a higher discount rate implies lower advertising

effort. Different from heterogeneous discounting, here the lack of informa-

tion about declining discount rates in the future or strong commitment power

would lead to over investment.

The model is built based on some simplifying assumptions. First of

all, we have focused on a mature market, which implies a stable market

size. We have also assumed that the advertisement cannot influence the

purchasing decisions of consumers who are not participating in this industry,

in this sense the model could explain the alcohol and beverage industry, but

might fail in explaining those industries where outsiders can be attracted

by advertisement. Besides, we have not gone into detail on the advertising

efficiency, which is described by a parameter. However it would be of interest

to consider the factors determining the advertising efficiency apart from

technical/economic ones, such as goodwill, brand loyalty and so on.

Variable market size would deserve further research, it sounds more prac-

tical that agents have decreasing concern of the final state when the industry
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is going downhill. It would also be interesting to break the assumption of

symmetric advertising efficiency by combining intangible asset of the firm

like goodwill. Finally, this model can also be extended to the oligopoly setting

under time inconsistent preferences as in Prasad & Sethi (2003).





CHAPTER 3
An Analysis of Efficiency of Time-consistent
Coordination Mechanisms in a Model of Supply
Chain Management

3.1. Introduction

Research interest regarding the interaction between the members of a supply

chain covers various topics including inventory management, production

and pricing competition, quality improvement and advertising competition,

among others. Advertising coordination, which is commonly believed to be

beneficial to the channel, has been highlighted in recent years.

There exist different interpretations of what is understood by advertis-

ing coordination (see, e.g., Aust & Buscher, 2014; Jørgensen & Zaccour,

2014, for reviews on advertising coordination). One prevailing setting is the

cost-sharing program, also called cooperative advertising/co-op advertising,

which is a binding contract on the sharing of the advertising cost: the fol-

lower of the supply chain (typically, the retailer) can get some reimbursement

of advertising cost from the leader (typically, the manufacturer). According

to a report by Marketing-Land (2018), the annual cooperative advertising

expenditure was estimated to be 70 billion dollars in the United States.

This program has been empirically tested and quite intensively studied in

The research contained within this chapter has been published as:
Lu, L., Marín-Solano, J., & Navas, J. (2019). An Analysis of Efficiency of Time-consistent
Coordination Mechanisms in a Model of Supply Chain Management. European Journal of
Operational Research, 279(1), 211−224.
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static models (for example, see Berger, 1972; Bergen & John, 1997; Dutta

et al., 1995; Nagler, 2006). Adopting the goodwill dynamics to model the

carry-over effect of advertising, Jørgensen et al. (2000) introduce this co-

operation scheme into inter-temporal setting. They consider the case where

both manufacturer and retailer can (but are not forced to) implement two

types of advertising with long-term and short-term effect, which contribute

to the goodwill and market demand respectively. In line with the interest

on different advertising effects, Jørgensen et al. (2003) argue that the neg-

ative influence of the retailer’s promotion on goodwill should be studied.

Jørgensen et al. (2001) apply a more flexible functional form for the demand

function, and introduce decreasing marginal returns to goodwill. The situ-

ation in which the retailer can launch a private-label product is studied in

Karray & Zaccour (2005), whereas in De Giovanni (2011), the manufacturer

has quality improvement as an additional operational tool. Other cases in-

clude a pre-launch advertising campaign with two customers segments to

which the players’ access is asymmetric (as in Buratto et al., 2007), mecha-

nisms combining revenue sharing and advertising cost sharing (De Giovanni

& Roselli, 2012), and the interaction between inventory management and

cost-sharing program (De Giovanni et al., 2019).

Despite of the different elements incorporated in different models, what is

clear is that when the cost-sharing program is implemented, i.e., the subsidy-

rate is strictly positive (this mainly depends on the relationship between the

margins of each member, with the exception of De Giovanni, 2011, where the

necessary conditions are related to the effectiveness parameter), the retailer

is induced, directly or indirectly (through higher goodwill level), to invest

more in advertising, and the outcome is Pareto-improving.

Another common mechanism is vertical integration, also known as cen-

tralized coordination. In this setting, all members of the supply chain act in

a coordinated way to maximize the joint profit. The vertical integration hap-

pens rather frequently, for instance, Amazon acquired Whole Foods Market

partly for their private label products. Due to its higher total channel profit

(in the case of equal discount rates), research interest has been mainly put

on how to maintain the cooperation over time with the implementation of

incentive strategies (Jørgensen et al., 2006; Jørgensen & Zaccour, 2003b). It

is worth mentioning that this setting sometimes also serves as a benchmark
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in the literature of cost-sharing to make the comparison of channel efficiency

(Buratto et al., 2007; Zhang et al., 2013).

Nevertheless, the vertical integration efficiency is based on an essential

hypothesis that all agents share equal time preferences. However, asymme-

try in time discounting may arise as the result of many different aspects,

such as the distinct firm sizes, which could imply distinct financial costs or

financial constraints. Besides, different firms conduct divergent economic

activities, which are regulated by the corresponding (very often divergent)

legislation. Moreover, the asymmetric power in the chain could be associated

with different survival probabilities for the firms involved. It is known that

when firms have different survival density functions to evaluate the expected

utility, by assuming an exponential distribution, the survival probabilities

are integrated into the discount rates. Hence, it appears appealing to gener-

alize the time preferences setting via incorporating a possible asymmetry.

Such asymmetry in time discounting implies that the joint time preferences

are time-inconsistent and we face a trade-off between efficiency and time-

consistency (Jackson & Yariv, 2015). If players cooperate by using time-

consistent (subgame perfect) strategies, it can happen that joint profits are

lower than the joint non-cooperative payoffs. This situation, that we call

group inefficiency, may arise for the reason that the set of non-cooperative

strategies is, in general, not included in the set of time-consistent strategies.

In this chapter we concentrate our attention on the time-consistency since

they can be seen as more credible, in the sense that agents have no incentives

to deviate from their decisions.

The objective of the study is threefold. First, we extend previous supply

chain models by considering that agents can differ in their time preferences,

and analyzing how this asymmetry affects non-cooperative and cooperative

outcomes. While different time preferences have been considered in other

economic areas (e.g., in environmental resources models, de-Paz et al., 2013;

Breton & Keoula, 2014), to the best of our knowledge these issues have not

been addressed in the framework of dynamic marketing models. Second,

and as a consequence of the previous extension, we study situations when

cooperation does not pay off by identifying cases of group inefficiency. Third,

we adopt a more general demand function that integrates the private effect of

goodwill, the synergistic effect of goodwill and retailer’s advertising, and the
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decreasing marginal returns to goodwill. We compare different cooperation

programs to see which cooperation mechanism can yield a better outcome,

thus offering some implementation guidelines.

We analyze three scenarios. Scenario Nash (N) describes the situation

where the two firms act simultaneously in the absence of cooperation. In

scenario Stackelberg (S) a cost sharing program is applied: the manufacturer,

acting as the leader in a Stackelberg game (this is a prevalent assumption

in the literature and is consistent with the nature of many industries such as

automobile, gasoline and so on), supports part of the retailer’s advertising

cost. Another cooperation mechanism, the vertical integration, is modeled

in scenario joint maximization (J) where the two players of the supply chain

act coordinately to maximize the joint profit.

The main results show that: (1) The cost sharing mechanism implies

higher advertising efforts from both manufacture and retailer, and leads to a

Pareto superior outcome in comparison with non-cooperative case. This is in

accordance with most of the studies. (2) Contrary to the existing marketing

literature, a centralized coordination does not necessarily grant higher joint

payoffs compared to scenario N. Particularly, if the retailer has a much

higher discount rate than the manufacturer, low initial goodwill level and

low revenue sharing rate could give rise to group inefficiency. Whereas for

the opposite case, when the manufacturer discounts future payoffs much more

heavily, and the revenue sharing rule does not extensively favor the retailer,

the vertical integration is inefficient, no matter how the initial goodwill level

is.

The rest of the chapter is organized as follows. In Section 3.2 we describe

the differential game model. The determination of feedback/time-consistent

equilibria follows in Section 3.3. In Section 3.4 we make a fully detailed

comparison of the strategies and payoffs obtained in Section 3.3 among the

three distinct scenarios. We also run some numerical simulations to throw

light on the existence of group inefficiency. Finally, in Section 3.5 we present

the concluding remarks and suggest some future studies.
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3.2. Model Formulation

We consider a two-echelon supply chain model consisting of one manufac-

turer and one retailer, and where the mechanism works in the way that the

manufacturer’s advertising policies have more impact on goodwill and sales.

In practice, the advertising activities of each member usually have different

properties. The manufacturer’s global advertising AM(t) is normally more

general and nationwide, with the objective of creating and improving the

brand image; it doesn’t necessarily generate immediate sales. On the con-

trary, the retailer’s advertising AR(t) (e.g., promotion, fliers, point-of-sale

display, etc.) works more in a local scale and could typically influence di-

rectly on the consumer demand (Aust & Buscher, 2014). In this sense, the

manufacturer is to some extent dependent on the local advertising, and this

is an important reason justifying the usefulness of cooperation.

We depart from the goodwill model proposed by Nerlove & Arrow

(1962), where the goodwill is considered as a stock with dynamics given

by

�G(t) = km AM(t) − δG(t), G(0) = G0 ≥ 0 , (3.1)

where km and δ are positive constants representing the effectiveness of the

manufacturer’s advertising and the depreciation rate, respectively. From ex-

pression (3.1), goodwill only increases through manufacture’s advertising. In

the literature, assumptions on how the retailer’s advertising effort affects the

brand image are mixed. Some papers consider a positive effect (see, e.g., Jør-

gensen & Zaccour, 2003a; De Giovanni, 2014; De Giovanni & Roselli, 2012;

Jørgensen et al., 2000; Zhang et al., 2013), some others report a negative

effect (the main idea is that consumers very often relate frequent promotions

to poor quality, for more details, see Jørgensen et al., 2003), and finally some

assume a null effect and capture all the retailer’s advertising influence in the

sales function (Karray & Zaccour, 2005; Jørgensen et al., 2001, 2006).

One common way to model the market demand is to consider the sum

of functions of the goodwill and the advertising rate, assuming that they

influence the demand independently. One example comes from Jørgensen

et al. (2003) (we refer to Jørgensen et al., 2001; Karray & Zaccour, 2005;

Zhang et al., 2013, for more variations), where

S(t) = μG(t) + γAR(t) .
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Alternatively, the following structure proposed by Jørgensen et al. (2006) (for

more examples, see Jørgensen et al., 2001, 2000) assumes that they interact

in a multiplicative way:

S(t) = θ + γAR(t)
√

G(t) .
In this setting, what could be arguable is that, in the most extreme case when

there is no advertising or no goodwill, the global effect is null.

In this chapter, we combine the separate effect of goodwill and the joint

effect, thus sales are given by

S(t) = θ + μG(t) + γAR(t)
√

G(t), (3.2)

where θ, μ and γ are positive constants representing the baseline sales, the

effectiveness of goodwill and the synergy, respectively. Expression (3.2) can

be considered as an extension of the additive type model by moderating the

retailer’s advertising’s effect, or as the extension of the multiplicative type

model by adding the separate effect of goodwill. This specification captures

the properties of some specific markets such as car, infant food, domestic

appliances etc., where goodwill plays a determinant role in consumer buying

decisions. It reflects moreover the limited influence of the retailer, in that her

advertising only works as a booster to the demand.

As in many other studies, advertising cost functions are assumed to be

convex and given by

C(AM) = cm

2
AM(t)2, C(AR) = cr

2
AR(t)2,

where cm and cr are positive constant cost parameters.

Finally, we assume that agents’ time preferences can differ. As mentioned

before, time discount rate can be thought as an aggregation of a series of

factors (firm size, legislation, survival probabilities and so on). It is natural

to think that such aggregation could result differently in different agents.

Let ρm and ρr denote the discount rate of the manufacturer and the

retailer; π ∈ (0,1) the revenue sharing rate, which is given exogenously; and

Φ(t) the cost sharing rate, which is the fraction of the advertising cost of the

retailer that the manufacturer offers to support. The objective functional of

the manufacturer is

JM =

∫ ∞

0

e−ρmt
[
πS(t) − cm

2
AM(t)2 − cr

2
Φ(t)AR(t)2

]
dt, (3.3)
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and the objective functional of the retailer is

JR =

∫ ∞

0

e−ρr t
[
(1 − π)S(t) − cr

2
(1 − Φ(t))AR(t)2

]
dt . (3.4)

Equations (3.1), (3.2), (3.3) and (3.4) define a two-player differential

game with one state variable G(t) ≥ 0, and with the manufacturer con-

trolling AM(t) ≥ 0 and the retailer controlling AR(t) ≥ 0. We conduct a

different treatment for the control variable Φ(t) depending on the scenario.

Specifically, in the non-cooperation setting (N),Φ(t) = 0. In the cost sharing

scenario (S), the manufacturer can decide freely the value ofΦ(t) in the inter-

val [0,1]. In the vertical integration scenario (J) we keep Φ(t) as a constant.

In a standard cooperative game of joint maximization with equal discount

rates, neither revenue sharing rate nor cost sharing rate have impact on the

strategies or on the joint outcome, since they are ultimately side payments.

However when agents discount future revenues/costs in a heterogeneous way,

it may happen that their behaviors are influenced thus the dynamics of the

state also evolve differently.

In the following sections the time argument is omitted for brevity unless

obvious ambiguity arises.

3.3. Determination of Feedback Equilibria

In this section, we compute the feedback Nash equilibrium, stage-wise feed-

back Stackelberg equilibrium (for the definition and distinction of Stack-

elberg solution types, we refer to Long, 2010; Haurie et al., 2012; Basar

et al., 2018) and the time-consistent cooperative solution for the scenarios

described above.

For the computation of feedback equilibria, we initially restrict the man-

ufacturer’s strategy space to the set of linear strategies and make use of the

Lemma 3.1. We prove later that there is only one solution in each scenario,

which gives rise to constant strategies for the manufacturer (this property

coincides with previous results in the literature, see, e.g., Jørgensen et al.,

2003), and to linear value functions for both players. It is important to realize

that the structure of the strategies for the retailer does not depend on the

assumptions on the manufacturer’s strategy space, as can be easily checked

from the proofs of Propositions 3.1-3.3.
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Lemma 3.1. If the manufacturer and retailer strategies are given by AM =

AmG + Bm and AR = Ar
√

G, then the corresponding value functions are
quadratic in the goodwill for the manufacturer and linear in the goodwill for
the retailer, i.e., VM = λ

2
M/2+αMG+ βM and VR = αRG+ βR, with λM , αM ,

βM , αR and βR constant numbers.

Proof. See the Appendix. �

3.3.1 Determination of the Feedback Nash Equilibrium

In this non-cooperative scenario, the manufacturer and the retailer decide

simultaneously their strategies and there is no cost sharing, Φ = 0. With

the absence of cost sharing program, the manufacturer cannot influence the

retailer’s decisions due to our model structure. Accordingly, the following

Nash equilibrium coincides with the Stackelberg equilibrium without cost

sharing program (for a rather detailed discussion on such coincidence, we

refer to Rubio, 2006). Using a superscript N to denote “Nash”, Proposition

3.1 characterizes the equilibrium.

Proposition 3.1. The feedback Nash equilibrium is given by the pair of
strategies

AN
M =

km

cm
αN

M , (3.5)

AN
R =

(1 − π)γ
cr

√
G , (3.6)

and the corresponding value functions are given by

VN
M = α

N
MG +

k2
m

2cmρm
(αN

M)2 + πθ
ρm
, (3.7)

VN
R = α

N
R G +

k2
m

cmρr
αN

Mα
N
R +

(1 − π)θ
ρr

, (3.8)

where

αN
M =

crπμ + π(1 − π)γ2

cr(ρm + δ)
,

αN
R =

2cr(1 − π)μ + (1 − π)2γ2

2cr(ρr + δ)
.
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Proof. See the Appendix. �
As usual, the manufacturer’s advertising strategy is determined in the

way that the advertising’s marginal cost is equal to its marginal revenue:

cm AN
M =

πkm

(ρm + δ)

[
μ +

(1 − π)γ2

cr

]
.

From (3.5) we can see that the manufacturer’s policy is proportional to

the ratio of effectiveness parameter to cost parameter, km/cm, which can

represent the efficiency of this investment, and is decreasing in δ, the goodwill

depreciation rate. Next we study the sensitivity of AN
M with respect to π. From

∂AN
M

∂π
=

km(cr μ + γ
2 − 2γ2π)

cmcr(ρm + δ)
,

it holds that ∂AN
M/∂π > 0 for all π ∈ (0,1) when cr μ ≥ γ2. This implies

that the manufacturer is motivated to invest more when her corresponding

revenue sharing rate π is higher, as expected. However, when γ, the ef-

fectiveness parameter of the synergy AN
R

√
G, is sufficiently high, such that

cr μ < γ
2, AN

M increases in π in the interval (0, π̃), and decreases in π in

the interval (π̃,1) with π̃ = (cr μ + γ
2)/(2γ2) > 1/2. The same happens

if cr and/or μ, the retailer’s advertising cost parameter and the effective-

ness of goodwill, are sufficiently small. We can understand this behavior via

two aspects. Firstly, both large γ and small cr imply high efficiency of the

retailer’s advertising, and μ partly measures the efficiency of the manufac-

turer’s advertising. Secondly, large π leads to low local advertising effort,

and the manufacturer’s advertising is somehow constrained by the retailer’s

level due to the synergistic effect of goodwill and promotion. As a result, in

the situation where the retailer has highly efficient marketing tool but takes

little part of the revenue (and low AN
R follows), the manufacturer reduces her

investment as π increases. This result is new in the literature and can provide

some managerial insights to practitioners. It is also worth mentioning that

when the manufacturer is more impatient (larger ρm), she invests less. In our

model, the manufacturer has no direct influence on the revenue. In addition,

an impatient agent discounts heavily the future rewards, which makes the

immediate loss prioritized in the decision making.

Regarding the retailer’s advertising strategy, it is increasing in the good-

will with a decreasing marginal effect. This is intuitive. Recall how the
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retailer’s advertising works jointly with the goodwill level in (3.2): on the

one hand, its effect gets strengthened by the goodwill level, thus a response

of increase results; on the other hand, such reinforcement effect is decreasing

and, as a consequence, the retailer adjusts her increasing speed. Besides, AN
R

is proportional to γ/cr , the ratio of effectiveness parameter to cost parameter.

A higher revenue sharing rate corresponding to her (1 − π) implies a higher

advertising effort.

3.3.2 Determination of the Feedback Stackelberg Equilibrium under
Cost Sharing

In this scenario, a cost sharing program is applied. The retailer, which is

the follower (as it is usual in most of the studies and in many industries like

automobile and gasoline; this is also a natural assumption derived from the

limited influence of the retailer on the sales in our setting), can get some

reimbursement of the advertising cost from the leader - the manufacturer. As

seen in scenario N, the retailer slows down the increment in advertising as

the goodwill level goes higher. By supporting part of the retailer’s cost, the

manufacturer can reach a more desirable sales level. Letting the superscript

S refer to “Stackelberg”, the following proposition describes the equilibrium.

Proposition 3.2. The feedback Stackelberg equilibrium is given by the strate-
gies

AS
M =

⎧⎪⎨⎪⎩
km
cm
αS

M if 1
3
< π < 1 ,

km
cm
αN

M if 0 < π ≤ 1
3
,

(3.9)

ΦS =

⎧⎪⎨⎪⎩
3π−1
π+1

if 1
3
< π < 1 ,

0 if 0 < π ≤ 1
3
,

(3.10)

AS
R =

⎧⎪⎨⎪⎩
(1+π)γ

2cr

√
G if 1

3
< π < 1 ,

(1−π)γ
cr

√
G if 0 < π ≤ 1

3
,

(3.11)

and the corresponding value functions are given by

VS
M =

⎧⎪⎨⎪⎩
αS

MG + k2
m

2cmρm
(αS

M)2 + πθρm if 1
3
< π < 1 ,

αN
MG + k2

m

2cmρm
(αN

M)2 + πθρm if 0 < π ≤ 1
3
,

(3.12)
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VS
R =

⎧⎪⎨⎪⎩
αS

RG + k2
m

cmρr
αS

Mα
S
R +

(1−π)θ
ρr

if 1
3
< π < 1 ,

αN
R G + k2

m

cmρr
αN

Mα
N
R +

(1−π)θ
ρr

if 0 < π ≤ 1
3
,

(3.13)

where αN
M and αN

R are defined in Proposition 3.1 and

αS
M =

8crπμ + (1 + π)2γ2

8cr(ρm + δ)
,

αS
R =

4cr(1 − π)μ + (1 − π2)γ2

4cr(ρr + δ)
.

Proof. See the Appendix. �
The manufacturer offers to support part of the retailer’s advertising cost

only in the case where her revenue sharing rate is sufficiently high. Otherwise,

it is not profitable to pay an additional cost and the best she could do is

to compete with the retailer, thus resulting the same outcome as that of

in scenario Nash. This finding coincides with Jørgensen et al. (2000) and

Jørgensen et al. (2003).

Now let us focus on the case of 1/3 < π < 1, when a cost sharing

program is conducted.

We can see some common properties between (3.5) and (3.9). Specifi-

cally, in both scenarios N and S, the manufacturer responses in a similar way

to the efficiency ratio km/cm, goodwill depreciation rate δ, and time pref-

erence ρm. However, unlike Scenario N, where a lower global advertising

budget might be associated with a higher revenue sharing rate because of

(relative) inefficiency and limited local advertising, here the larger propor-

tion of revenue the manufacturer takes, the more resources she would spend

in global advertising (∂AS
M/∂π > 0). With an active cost sharing program,

the local advertising is greater than that in competition setting (we present a

more detailed comparison in Section 3.4.1). This allows the manufacturer to

invest more in advertisement, independently of how efficient the follower’s

marketing tool is.

With respect to the retailer’s advertising, as in the competition scenario

N, it is proportional to γ/cr and increases in the goodwill with a decreasing

marginal effect. What may be surprising at first sight is that AS
R (equation

(3.11)) is increasing in π, the manufacturer’s revenue sharing rate. However,

note that the higher fraction the manufacturer gets from the revenue, the
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higher percentage she would pay to the retailer (∂ΦS/∂π > 0). Indeed, the

actual cost the retailer is paying is decreasing in the manufacturer’s revenue

sharing rate
(
∂[AS

R(1 − ΦS)]/∂π < 0
)
.

3.3.3 Determination of the Time-Consistent Cooperative Solution un-
der Vertical Integration

In the vertical integration scenario, the manufacturer and the retailer form

a coalition to maximize the sum of their individual payoffs defined in (3.3)

and (3.4). Using the superscript J to represent “Joint maximization”, we are

facing a problem with the objective functional:

JJ =JM + JR

=

∫ ∞

0

e−ρmt
{
πS + e−(ρr−ρm)t(1 − π)S − cm

2
(AM)2

−cr

2

[
Φ(AR)2 + e−(ρr−ρm)t(1 − Φ)(AR)2

]}
dt .

(3.14)

Notice that when ρm � ρr , terms depending on π and Φ don’t vanish,

unlike the standard case. When agents are cooperating, π andΦ are side pay-

ments which can be negotiated in order to sustain the cooperation. However,

when they discount them heterogeneously, as we will show later, these side

payments do have impacts on their behaviors and the outcome.

As illustrated in de-Paz et al. (2013), the aggregated time preferences

given by (3.14) are time-inconsistent. Similar to hyperbolic discounting,

time-consistent solutions can be defined for this kind of problems. Applying

the approach proposed in the chapter mentioned above, the time-consistent

cooperative solution is characterized by the following proposition.

Proposition 3.3. The time-consistent cooperative advertising strategies are
determined by

AJ
M =

⎧⎪⎪⎨⎪⎪⎩
km
cm
(αJ

M + α
J
R) if αJ

M + α
J
R ≥ 0 ,

0 if αJ
M + α

J
R < 0 ,

(3.15)

AJ
R =
γ

cr

√
G , (3.16)



Efficiency of Time-consistent Coordination Mechanisms in a Supply Chain 57

and the corresponding value functions are given by

V J
M = α

J
MG +

⎧⎪⎪⎨⎪⎪⎩
k2
m

2cmρm
((αJ

M)2 − (αJ
R)2) + πθρm if αJ

M + α
J
R ≥ 0 ,

πθ
ρm

if αJ
M + α

J
R < 0 ,

(3.17)

V J
R = α

J
RG +

⎧⎪⎪⎨⎪⎪⎩
k2
m

cmρr
(αJ

Mα
J
R + (αJ

R)2) +
(1−π)θ
ρr

if αJ
M + α

J
R ≥ 0 ,

(1−π)θ
ρr

if αJ
M + α

J
R < 0 ,

(3.18)

where
αJ

M =
2crπμ + (2π − ΦJ)γ2

2cr(ρm + δ)
,

αJ
R =

2cr(1 − π)μ + (1 + ΦJ − 2π)γ2

2cr(ρr + δ)
.

Proof. See the Appendix. �
We first look at the standard case, where both players share the same

discount rate. In this case, the condition αJ
M + α

J
R ≥ 0 is verified. We rewrite

the non-zero manufacturer’s strategy as

AJ
M =

km
{(ρm − ρr)

[−2(γ2 + cr μ)π + γ2ΦJ
]
+ (ρm + δ)(γ2 + 2cr μ)

}
2cmcr(ρm + δ)(ρr + δ)

.

(3.19)

When ρm = ρr = ρ,

AJ
M =

km(γ2 + 2cr μ)
2cmcr(ρ + δ)

,

and the payoffs of the grand coalition are

V J
M + V J

R =
γ2 + 2cr μ

2cr(ρ + δ)
G +

k2
m

2cmρ

[
γ2 + 2cr μ

2cr(ρ + δ)

]2

+
θ

ρ
.

Note that none of them is affected by the revenue sharing rate nor the cost

sharing rate. As we mentioned before, in the standard case, side payments

given from π and Φ cancel in the coalition’s objective functional. As a

consequence, even though agents’ individual payoffs vary with different

values of side payments, their strategies and the joint payoffs are not affected.

However, when the two players discount future payoffs differently, the

situation changes. In this setting with full cooperation among agents, giving

rise to a vertical integration, we assume values of π and ΦJ as given, as
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the result, e.g., of a previous agreement (contract) among the manufacturer

and the retailer. Note that in some extreme case (it is easy to check that

αJ
M + α

J
R ≥ 0 is fulfilled unless ρm is very different to ρr), the manufacturer

would choose not to invest in advertising at all. When the parameters setting

is in such a way that AJ
M > 0, the manufacturer’s advertising (3.19) is

monotone in π and ΦJ, depending on the relation between ρm and ρr . From

the shadow prices αJ
M and αJ

R, we can see that a higher revenue sharing

rate and a lower cost sharing rate are beneficial to the manufacturer, but

damaging to the retailer (and these effects decrease in their corresponding

discount rate). Concretely, when ρm > ρr , the overall effect of higher π

turns out to be unfavorable to the coalition, thus implying lower AJ
M . On the

contrary, ΦJ and AJ
M move in the same direction due to the same reason. If

ρr > ρm, the previous results are reversed. A more detailed analysis of the

effects of π and Φ is provided in Section 3.4.3.

The property of being proportional to km/cm also appears in this scenario,

as in the other two settings. However, unlike (3.5) and (3.9), the effects of δ

and ρm are not so straightforward. AJ
M (in the non-zero case) is increasing in

ρm if ΦJ/π > 2+ cr μ/γ2. Since the manufacturer has larger influence on the

market, the above condition (implying a cost sharing rate more than twice

the revenue sharing rate) seems unrealistic. Hence, it is more likely that AJ
M

decreases in ρm. Another relevant difference is that the time preference of

the retailer ρr also plays a role in determining the manufacturer’s decision.

We can observe that ρr and ρm have opposite effects on AJ
M .

The retailer’s advertisement expenditure does not depend on the time

preferences. Compared to the policies in the other two scenarios N and S,

some similar properties remain: it is state dependent and proportional to

γ/cr . Nevertheless, it is not subject to the revenue sharing rate as in (3.6)

and (3.11). Subsequently, if π and the goodwill level are sufficiently high, it

can happen that the retailer is forced to invest too much but gets too little. In

this situation, high goodwill level is harmful to the retailer, and this explains

why the shadow price αJ
R can be even negative for large π, which is not so

frequent in the literature.

It is hard to conclude the side-payments’ impact on the joint payoffs but,

as shown in (3.17) and (3.18), they do have their influence.
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3.4. Analysis of the Results

3.4.1 Comparison of the Equilibrium Strategies and Payoffs

While seeking the time-consistent solutions in the joint maximization setting

(Scenario J), we have kept ΦJ as an arbitrary constant to see how it affects

the coalition’s behaviors and payoffs. Here we choose, for Scenario J, a

critical value: ΦJ = 0, as in the (feedback Nash) non-cooperative case. This

natural choice implies that side payments, in the case of vertical integration,

solely come via the revenue sharing rate π. A pairwise comparison between

Scenario S and J with ΦJ = ΦS will be briefly represented in Remark 3.1.

We first compare the manufacturer’s advertising strategy among three

scenarios.

Proposition 3.4. The manufacturer’s strategies are related as follows:

1. If ρm < ρr , AN
M ≤ AS

M < AJ
M for all π ∈ (0,1) (with the first inequality

strict for π ∈ (1
3
,1));

2. If ρr < ρm < 2ρr + δ,

• AN
M ≤ AS

M < AJ
M for all π ∈ (0, π∗) (with the first inequality strict

for π ∈ (1
3
,1)),

• AN
M < AJ

M < AS
M for all π ∈ (π∗,1), where π∗ ∈ (1

3
,1) solves

−γ2(ρr + δ)π2 +
[
6γ2(ρr + δ) − 8(γ2 + cr μ)(ρm + δ)

]
π

+ 4(γ2 + 2cr μ)(ρm + δ) − γ2(ρr + δ) = 0 ;

3. If 2ρr + δ < ρm,

• AN
M ≤ AS

M < AJ
M for all π ∈ (0, π∗) (with the first inequality strict

for π ∈ (1
3
, π∗)),

• AN
M < AJ

M < AS
M for all π ∈ (π∗, π∗∗),

• AJ
M < AN

M < AS
M for all π ∈ (π∗∗,1), where π∗∗ ∈ (1

3
,1) is the

solution to

−2γ2(ρr + δ)π2+2(γ2+ cr μ)(ρm+ δ)π−(γ2+2cr μ)(ρm+ μ) = 0

and π∗ < π∗∗.
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Proof. See the Appendix. �
The comparison between Nash and Stackelberg equilibria is clear. For

π > 1
3
, the manufacturer’s advertising is lower in Scenario N than in Scenario

S. However, the nature of global advertising in the vertical integration (joint

maximization) setting is more complex and highly depend on the agents’

time preferences.

As a side note, large firms usually tend to have low discount rates,

because they are very often associated with less financial constraints, lower

potential crisis likelihood and higher survival probability. On the contrary,

small firms are generally more eager for current payments due to the necessity

of development1. If the manufacturer is more powerful and farsighted than

the retailer, the global advertising would be the highest in vertical integration

than in any other two cases. A similar result can arise if the manufacturer

is slightly more myopic and the revenue sharing rate is small-intermediate.

However, as discussed in the previous section with respect to (3.19), when

ρm > ρr holds, AJ
M is decreasing in π due to the joint shadow price. As

a consequence, the manufacturer’s advertisement expenditure in Scenario J

would be between that in Scenario N and S for π considerably high (π > π∗).
In the case where the manufacturer is much more shortsighted than the

retailer (ρm > 2ρr + δ), if π is sufficiently near to 1 (π > π∗∗), the global

advertising in centralized coordination might be insufficient and become the

minimum among all three scenarios.

We next compare the retailer’s policies in all the three scenarios.

Proposition 3.5. The retailer’s strategies have the following properties (with
the first inequality strict for π ∈ (1

3
,1)):

AN
R ≤ AS

R < AJ
R.

Proof. It follows from (3.6), (3.11) and (3.16). �
For a given goodwill level, the retailer’s advertising is the highest under

vertical integration, and the lowest in competition setting.

Finally, we compare individual payoffs.

Proposition 3.6. Equilibrium payoffs are related as follows (with strict in-
equality for π ∈ (1

3
,1)):

1Obviously this is not always true, time preferences also depend on the financial health
of the company.
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1. VN
M(G) ≤ VS

M(G), VN
R (G) ≤ VS

R (G), for all G ≥ 0.

2. Shadow prices are ranked as αN
M ≤ αS

M < α
J
M and αJ

R < α
N
R ≤ αS

R.

Proof. See the Appendix. �
Clearly, both manufacturer and retailer get better off in the cost-sharing

setting than in the fully non-cooperative game. From Propositions 3.4 and

3.5, both firms invest more in the Stackelberg Scenario than in the Nash

Scenario. Acting in this way together, they reach a larger market size. As for

the vertical integration, we can conclude that the shadow price of goodwill

(αJ
i with i = M,R and j =N, S, J) in Scenario J is the greatest for the

manufacturer and the smallest for the retailer than in the other two settings.

Since the shadow price represents the increase of the payoff when increasing

the initial goodwill by one unit, when the initial goodwill level is sufficiently

high, vertical integration would be more preferred by the manufacturer and

less preferred by the retailer compared to any other program.

Remark 3.1. Although ΦJ = 0 seems to be the natural choice in the coop-
erative setting (agents share profits, not costs), there are situations in which
it could make sense to consider ΦJ = ΦS. Take, for instance, the case of a
supply chain with an active cost sharing program (ΦS > 0) that is looking
at the feasibility of carrying out a vertical merger. It can be checked (see the
Appendix) that, for ΦJ = ΦS and π ∈ (1

3
,1), the manufacturer’s strategies,

the retailer’s strategies and the shadow prices are ranked as:

1. AS
M < AJ

M .

2. AS
R < AJ

R.

3. αS
M < α

J
M and αJ

R < α
S
R.

Proof. See the Appendix. �

3.4.2 Existence of Group Inefficiency

In this section we study the possible existence of group inefficiency in the

vertical integration setting. By group inefficiency we mean a situation in

which the joint payment if players cooperate is smaller than the sum of the



62

individual payoffs of all members in the coalition when no cooperation hap-

pens. By construction, in the case of equal discount rates, group inefficiency

cannot appear. However, if discount rates are heterogeneous, the restriction

to the search of time-consistent solutions in a cooperative framework can

have as a price the loss of group efficiency. This property was illustrated

with a simple example in Marín-Solano (2015). Note that, although utilities

are transferable, in the case of group inefficiency, no side payments exist

such that all players can get, at least, what they obtain in the non-cooperative

framework.

Since, from Proposition 3.6, payments for both players in Scenario S

(where we are considering a partial cooperation viaΦS) are higher than those

in Scenario N, we center our analysis on the more demanding comparison

between Scenario N and Scenario J. A priori, it is hard to conclude the overall

effect of vertical integration: the manufacturer benefits more from the high

initial goodwill level in Scenario J than in Scenario N, whereas the contrary

happens to the retailer.

Hence, we proceed to check if the following relation holds:(
V J

M(G) + V J
R(G)

)
−

(
VN

M(G) + VN
R (G)

)
= − γ

2π2(ρm − 2ρr − δ)
2cr(ρm + δ)(ρr + δ)

G +
⎧⎪⎪⎨⎪⎪⎩
Δ(π) if αJ

M + α
J
R ≥ 0

− k2
m

cm

[ (αN
M )2

2ρm
+
αN
Mα

N
R

ρr

]
if αJ

M + α
J
R < 0

< 0 ,

(3.20)

where αN
M , αN

R , αJ
M and αJ

R are defined in Proposition 3.1 and 3.3, and

Δ(π) = k2
m

8cmc2
r ρmρr(ρm + δ)2(ρr + δ)2

(aπ4 + bπ3 + cπ2 + dπ + e) ,with

a = 4γ4(ρm − ρr)(ρr + δ)(ρm + ρr + δ) ,
b = −4γ2(γ2 + cr μ)(ρr + δ) [3ρm(ρm + δ) − 2ρr(ρr + δ)] ,
c = 4

[
c2

r μ
2(ρm + δ)(2ρm − ρr) + γ2(γ2 + 2cr μ)(2ρ2m + 3ρmδ − ρrδ)

]
× (ρm + δ) ,

d = −4(γ2 + cr μ)(γ2 + 2cr μ)(2ρm − ρr)(ρm + δ)2 ,
e = (γ2 + 2cr μ)2(ρm + δ)2(2ρm − ρr) .

(3.21)
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Table 3.1: Benchmark Parameter Setting

ρm ρr δ cm cr km μ γ θ

0.15 0.03 0.03 2 2 1 1 1 1

In the case of identical time preferences, ρm = ρr = ρ, given that the set of

non-cooperative strategies is included in the set of time-consistent strategies,

the total outcome of joint maximization is always equal or larger than that of

Nash competition case. Nevertheless, when agents exhibit divergent discount

rates, the aggregated time preferences become time-inconsistent and it could

happen that (3.20) holds. Specifically, it becomes clear that, if ρm > 2ρr + δ,

for any initial goodwill level, the coalition is inefficient when parameters are

such that αJ
M + α

J
R < 0, which implies zero manufacturer’s advertising; a

sufficiently high initial goodwill level will also give rise to group inefficiency

when αJ
M + α

J
R ≥ 0, independently on the sign of Δ(π). Moreover, since

Δ(0) < 0 if ρr > 2ρm, group inefficiency can also happen when the initial

goodwill level and the revenue sharing rate are sufficiently small.

We provide some numerical illustrations to throw light on the existence

of group inefficiency. We confine our interest to the case when ρm > 2ρr + δ

and αJ
M + α

J
R ≥ 0. Accordingly, if Δ(π) in (3.20) takes a negative value, the

cooperation is group inefficient no matter how the initial goodwill level is.

Under this parameter setting, we haveΔ(0) > 0 andΔ(1) < 02, which assures

that there exists solution(s) of Δ(π) = 0 for π ∈ (0,1). Due to the complexity

of the quartic function Δ(π), it is difficult to prove formally the uniqueness

of the solution in the interval (0,1). But after running many simulations, we

found that there exists π̂ ∈ (0,1) such that Δ(π) > 0 for all π ∈ (0, π̂) and

Δ(π) < 0 for all π ∈ (π̂,1).
In Table 3.1 we summarize the parameter values used as the benchmark

case (corresponding to the solid line in all the figures). For simplicity the

effectiveness parameters km, μ and γ are normalized to 1, and the cost

parameters cm, cr are set to be 2. This benchmark sample is somehow

symmetric, except for the agents’ time preferences. Furthermore, by altering

one single parameter value from the benchmark case, we have conducted

some sensitivity analysis of how each parameter can affect the interval (π̂,1)
2Proof: see the Appendix.
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Figure 3.1: Group Inefficiency (ρm)

such that ∆(π) < 0, which to some extent measures how likely an inefficient
cooperation is to happen, as well as the group inefficiency level.

Some conclusions can be drawn directly from (3.20) and (3.21). Although
the baseline sales θ, the manufacturer’s advertising effectiveness km and cost
parameter cm determine the players’ strategies and payoffs in both scenarios
N and J, they do not affect the group inefficiency likelihood. However, for
any given initial goodwill level, more effective (larger km) and/or less costly
(smaller cm) global advertising will imply a higher group inefficiency level.

Figures 3.1 to 3.6 represent the sensitivity analysis of ρm, ρr , δ, cr , µ and
γ, respectively3. As shown in all the figures, there exists group inefficiency for
high levels of π. As explained previously, in the vertical integration setting,
the retailer’s advertising level is independent of the revenue sharing rate. A
small participation on revenues may induce the retailer to earn less than what
she spends and, as a result, she suffers a great loss of profit compared to the
Nash setting. When the retailer loses so much that the improvement of the

3Please notice that in order to show with more details the group inefficiency, we do not
present the whole range of π ∈ (0,1). However, ∆(π) is strictly decreasing in the omitted
interval.
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Figure 3.2: Group Inefficiency (ρr)

Figure 3.3: Group Inefficiency (δ)
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Figure 3.4: Group Inefficiency (cr)

Figure 3.5: Group Inefficiency (µ)
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Figure 3.6: Group Inefficiency (γ)

manufacturer’s utility can not compensate, the group inefficiency arises. One
may notice that joint payoffs are much higher when π is extremely small.
This phenomenon derives from the fact that the manufacturer’s advertising
is decreasing in π for ρm > ρr . A smaller value of π would imply a higher
national advertising level and this is beneficial to the whole supply chain.
However, in our model setting, as the manufacturer has larger influence on
the market, extremely small π would be less realistic.

Table 3.2 gives the parameter values we used for sensitivity analysis, and
the corresponding π̂ and π∗∗4. It is clear that in all of the cases, π̂ < π∗∗.
For a revenue sharing rule π̂ < π < π∗∗, both manufacturer and retailer exert
higher advertising effort in vertical integration than in Nash, however, this
does not yield a higher joint payoffs, as one may expect. For π > π∗∗, we
have AJ

M < AN
M , implying a slower goodwill accumulation, and the group

inefficiency follows. Moreover, smaller cr and µ, greater δ and γ would
induce a larger interval (π̂,1)5. As a result, group inefficiency is more likely

4If ρm > 2ρr + δ, AJ
M > AN

M for all π ∈ (0, π∗∗), and AJ
M < AN

M for all π ∈ (π∗∗,1). For
the definition of π∗∗ and more details, please check Proposition 3.4.

5We have run more simulations to confirm this interrelation.
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to happen when the retailer’s advertising is less costly, the synergistic effect

of AR
√

G is stronger, the goodwill depreciates faster, or the goodwill’s single

contribution to revenue is trivial. The effects of ρm and ρr on π̂ are less clear

and we do not observe a straightforward relationship. They mainly act as the

sufficient condition for the existence of group inefficiency.

Regarding the group inefficiency level, as we can see, the curves’ inter-

section can be found in (0, π̂) (as in Figure 3.6) and in (π̂,1) (Figure 3.5).

Besides, Δ(π) is not always monotonic in π and the local minimum can be in

the interval (0,1) (see, for example, Figure 3.2). Moreover, the parameters’

effects are subject to the initial goodwill level. All these properties substan-

tially increase the complexity of the sensitivity analysis, and there is no clear

conclusion about under what circumstances a higher group inefficiency level

would be generated.

3.4.3 Discussion on the Effects of the Cost and Revenue Sharing Rates

In our model, we have assumed that the revenue sharing rate is exogenously

given. This is in agreement with previous literature on the topic and, also,

with most of market conditions: each agent obtains a given and previously

known percentage of benefits from sales. As for the cost sharing rate, in the

vertical integration setting, we have computed the optimal solution for every

possible value of ΦJ, which is assumed to be constant and exogenous. The

aim of this section is to analyze what are the effects of the cost and revenue

sharing rates if we relax these assumptions.

Cost Sharing Rate

In Scenario N (which coincides with Scenario S if cost sharing is not al-

lowed), it is natural so assume that ΦN = 0. In Scenario S (cost sharing),

ΦS is a decision variable of the manufacturer. As illustrated in Proposition

3.2, if π is not too small, it is profitable for the manufacturer to support part

of the retailer’s advertising cost. When we move to the vertical integration

scenario, if discount rates are equal, the joint effect ofΦJ is null, as expected.

However, this is not the case if discount rates are different, as illustrated in

Equation (3.14). Different cost sharing rates will give rise to different values

of V J
M + V J

R (see Proposition 3.3). Hence, a natural question emerges in this
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context: if, in Scenario J, ΦJ is treated as a decision variable of the coalition,

when computing the time-consistent cooperative solution, is there an opti-

mal value of ΦJ? An inspection of Equation (3.34) shows that the answer

is negative: ΦJ does not appear in the right hand term of that expression.

Therefore, the solution to the problem (3.14) by including ΦJ as a decision

variable is again given just by Proposition 3.3. There is an infinite number (a

continuum of them) of cooperative equilibria in Scenario J, each of them cor-

responds to a differentΦJ ∈ [0,1], giving rise to a different steady state. Such

multiplicity of equilibria is a property well-documented in problems with

time inconsistent preferences in an infinite horizon setting. In any case, it is

interesting to study if one of these equilibria provide higher payments to the

joint coalition or not. In the following, we analyze the results in Proposition

3.3 with respect to the changes in the cost sharing rate ΦJ.

First, notice that αJ
M is decreasing in ΦJ, whereas αJ

R increases in ΦJ. If

we express the advertising effort of the manufacturer as a function of the

cost sharing rate, AJ
M(ΦJ), it is straightforward to check that, if αJ

M + α
J
R > 0

(which is the more interesting case), then AJ
M(ΦJ) is increasing if ρm > ρr

and decreasing for ρm < ρr . On the contrary, AJ
R (and AJ

M for αJ
M + α

J
R < 0)

are independent of ΦJ.

Next, we can analyze if there is a value of ΦJ providing a solution that is

Pareto superior to the others. It is easy to check that the answer is, in general,

negative.

Finally, let us study the effects of ΦJ on the joint payoffs. We can distin-

guish three different situations:

1. In the less interesting case when αJ
M + α

J
R < 0, since

∂

∂ΦJ

(
αJ

M + α
J
R

)
=

γ2(ρm − ρr)
2cr(ρm + δ)(ρr + δ)

,

then, from Equations (3.17) and (3.18), if ρm > ρr , joint payments are

higher if the manufacturer finances the whole cost of retailer advertis-

ing. On the contrary, if ρm < ρr , it will be profitable for the coalition

that the retailer covers the totality of her advertising cost.

2. If αJ
M > 0 and αJ

R > 0, let V J
M+V J

R = α
JG+βJ, where αJ = αJ

M+α
J
R and

βJ contains all the terms in Equations (3.17) and (3.18) not depending

on G, after several calculations, it can be proved that
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• If ρm > ρr , then
∂αJ

∂ΦJ
> 0 and

∂βJ

∂ΦJ
> 0.

• If ρm < ρr , then
∂αJ

∂ΦJ
< 0 and

∂βJ

∂ΦJ
< 0.

As a result, independently of the initial goodwill level G, joint pay-

ments are higher forΦJ = 1 if ρm > ρr and, on the contrary, if ρm < ρr ,

it is better for the coalition to take ΦJ = 0.

3. The situation becomes much more complicated if αJ
M +α

J
R > 0 but αJ

M
or αJ

R is strictly negative. In such a case, the value of ΦJ maximizing

V J
M + V J

R can be at any point in the interval [0,1]. If the optimal

solution is interior, then the “optimal” value of ΦJ will be, in general,

a linear function of G. But the goodwill level evolves along time.

Therefore, there is not a (constant) value of ΦJ maximizing the joint

payments. In addition, by taking ΦJ as a linear function of G, say

ΦJ = aG + b ∈ [0,1], with the idea of looking for later on the values

of the parameters a and b maximizing the joint payments, we lose

linearity of the decision rule for the manufacturer and the quadratic

structure of the value functions. It is unclear how this problem could

be solved.

Summarizing, in the search of time-consistent equilibria in the vertical

integration setting, if the cost sharing rate is treated as a decision variable,

there is a continuum of solutions obtained for different values of ΦJ. This

property, that seems to be surprising, is one of the effects of introducing time

inconsistent preferences. It is not possible, in general, to select a particular

value ofΦJ giving rise to an equilibrium Pareto dominating the others. As for

the joint payments, in some cases (the second situation we discussed above),

it is possible to identify a value ΦJ ∈ {0,1} maximizing the joint payments.

This appropriate selection of an “optimal” (when there exists) value of the

cost sharing rate can mitigate (but not completely eliminate, depending on

the values of the parameters) the group inefficiency effect. This result can be

checked from an inspection of the difference (V J
M(G) + V J

R(G)) − (VN
M(G) +

VN
R (G)) for all values of ΦJ. In particular, the linear term in G in Equation
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(3.20) becomes

γ2

2cr(ρm + δ)(ρr + δ)
[(ρm − ρr)ΦJ − (ρm − 2ρr − δ)π2

]
.

For every ΦJ there are values of the parameters ρm, ρr , π and δ guaranteeing

that the expression above is negative, so if the goodwill level G is high

enough, there will be group inefficiency for every ΦJ ∈ [0,1].

Revenue Sharing Rate

In Scenarios N and S, if the retailer can decide the revenue sharing rate, she

will take it at its lowest possible value (Equations (3.26) and (3.30)). On the

contrary, if this variable is decided by the manufacturer, in Scenario N, she

will take it at its highest value (Equation (3.25)). The situation is less clear

in the cost sharing scenario, if π can be decided by the manufacturer. An

inspection to Equation (3.31) shows that, in that case, the maximum of the

right hand term in π is achieved when

π∗ =
1

2 − ΦS

[
1 +
μcr

(
1 − ΦS

)2

γ2
+

cr
(
1 − ΦS

)2
θ

γ2G

]
.

If π∗ < 1, then it will be profitable for the manufacturer to choose this

revenue sharing rate. However, it can be shown that this can not happen for

the values ofΦS*. Hence, as in Scenario N, the manufacturer will choose the

maximum possible revenue sharing rate.

With respect to the vertical integration scenario, we obtain similar results

to the previous ones on the cost sharing rate: if the revenue sharing rate

is treated as a decision variable, there is a continuum of time-consistent

cooperative equilibria obtained for all the different values of π. It is also not

possible, in general, to select a particular value of π providing an equilibrium

Pareto dominating the others. As for the joint payments, the discussion

follows the similar patterns as in that of the cost sharing rate.

3.5. Concluding Remarks

In this chapter, we have considered a differential game of advertising in a

two-echelon supply chain. We have contributed to the literature by intro-

ducing two extensions. First of all, we allow for the possibility that each
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chain member could exhibit distinct time discount rates, which could result

in a trade-off between efficiency and time-consistency. Besides, we have

extended the sales model by combining the separate effect of goodwill, the

synergistic effect of goodwill and retailer’s advertising, and the decreas-

ing marginal returns to goodwill. We have characterized the feedback Nash

equilibrium, the stage-wise Stackelberg equilibrium and the time-consistent

cooperative solution for scenarios of non-cooperation, cost-sharing program

and vertical integration, respectively. We have made a detailed comparison

of the advertising strategies and outcomes among different cooperative and

non-cooperative settings.

Our results reveal that when the manufacturer is the leader and the re-

tailer has limited influence on the sales, the cost-sharing program will be

implemented if the revenue sharing rate of the retailer is not much larger

than that of the manufacturer. Both members of the supply chain increase

their advertising budget when the cost-sharing program is applied, which

generates a bigger market size, thus implying a Pareto superior outcome to

the one under non-cooperation. Similar results can be found in the litera-

ture (for instance, Jørgensen et al., 2000, 2001, 2003; Buratto et al., 2007).

Recall that, by modifying the sales function, we have enlarged the differ-

ence of the marketing influence of each member in the supply chain. As in

the other leader-follower games where all agents’ marketing activities affect

goodwill and/or sales, we also find that the necessary condition for giving

positive advertising support is related to the margins of each member, and

the Stackelberg payments are Pareto superior to Nash payments.

Under vertical integration, when the two agents differ in their time pref-

erence rates but act in a time-consistent way, depending on the parameters

of the model, the manufacturer’s advertising rate may be zero. If we focus

on the parameter set such that the manufacturer’s investment is positive, it

depends on the revenue and cost sharing rates. This result differs from that of

the standard case, where agents have the same discount rate. Moreover, even

the payoffs of the grand coalition is affected by these two side payments.

The most novel result of our study is related to the efficiency analysis.

There is a consensus that a centralized channel is more efficient, according to

all the studies up to date. Nonetheless, under the hypothesis of asymmetric

time-discounting, the vertical integration scenario does not necessarily yield
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a better outcome for the coalition. Particularly, we find that if the retailer

is much more impatient than the manufacturer, group inefficiency emerges

when both initial goodwill level and revenue sharing rate are small. On the

contrary, if the manufacturer’s discount rate is much greater than that of the

retailer, there exists group inefficiency for all levels of initial goodwill when

the revenue sharing rate does not prioritize the retailer. We also observe

that, for the latter case, the group inefficiency likelihood is increased by

the retailer’s advertising’s higher cost-effectiveness and larger contribution

to revenue, as well as the goodwill’s higher depreciation rate and smaller

influence on revenue; whereas the group inefficiency level is elevated by

the manufacturer’s better advertising performance (more effective and less

costly).

We believe that our research could be a useful aid for managers to decide

whether to cooperate and which coordination mechanism to choose. From

our model, a co-op advertising program is promising and offers mutual

prosperity. Consequently, we would advise the manufacturer to subsidize the

retailer’s advertising campaigns, as long as she has advantage in revenue

sharing. Furthermore, our findings suggest that the decision makers should

take into account the possible divergence in the discount rates (for instance,

due to differences in firm size, financial health, legislative restrictions, crisis

intensity rate, and so on) between the two entities when considering a vertical

integration in the form of a coalition, merger, acquisition, etc. A channel

centralization is not recommended if the retailer is shortsighted and takes

large part of the revenue, unless the brand is well known. Similarly, this

coordination mechanism is not advantageous for a supply chain consisting of

one relatively myopic manufacturer, i.e., with a high discount rate, and one

farsighted retailer when the revenue sharing rule does not favor the retailer.

Appendix

Proof of Lemma 3.1. First, note that, if AM(s) = AmG(s) + Bm, for all

s ∈ [t,∞), t ≥ 0, then the solution to �G(s) = km AM(s) − δG(s), with initial

condition G(t) = G, is

G(s) =
(
G − km Am

δ − Amkm

)
e−(δ−Amkm)(s−t) +

kmBm

δ − Amkm
. (3.22)
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Next, if AM(s) = AmG(s) + Bm and AR(s) = Ar
√

G(s), then

VM(G) =
∫ ∞

t
e−ρm(s−t)

{
π [θ + (μ + γAr)G(s)] − cm

2
(AmG(s) + Bm)2

−cr

2
Φ(s)(Ar)2G(s)

}
ds

(3.23)

and

VR(G) =
∫ ∞

t
e−ρr (s−t) {(1 − π) [θ + (μ + γAr)G(s)]

−cr

2
(1 − Φ(s))(Ar)2G(s)

}
ds .

(3.24)

The result follows by substituting equation (3.22) in (3.23) and (3.24). �

Proof of Proposition 3.1. Denoting VN
M(G), VN

R (G) the value functions of

the manufacturer and the retailer respectively, the Hamilton-Jacobi-Bellman

(HJB) equations are

ρmVN
M = max

{AN
M≥0}

{
π

(
θ + μG + γAN

R

√
G

)
− cm

2
(AN

M)2

+(VN
M)′(km AN

M − δG)} , (3.25)

ρrVN
R = max

{AN
R≥0}

{
(1 − π)

(
θ + μG + γAN

R

√
G

)
− cr

2
(AN

R)2

+(VN
R )′(km AN

M − δG)} . (3.26)

Assuming an interior solution, maximizing the right-hand sides of these two

equations yields AN∗
M = km(VN

M)′/cm and AN∗
R = (1 − π)γ√G/cr . Note that

the strategy of the retailer is already fixed. As a result, when substituting it

in the objective functional of the manufacturer (3.3), we obtain a standard

linear-quadratic optimal control problem, whose unique solution is known

to be linear. For these strategies, from Lemma 3.1 we know that, in such a

case, value functions must be of the form VN
M(G) = (λN

M/2)G2 + αN
MG + βN

M ,

VN
R (G) = αN

R G+ βN
R . Substituting AN∗

M , AN∗
R , together with VN

M(G), into (3.25),

we obtain
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ρm

(
λN

M

2
G2 + αN

MG + βN
M

)
=π

(
θ + μG +

γ2(1 − π)
cr

G
)

− k2
m

2cm

(
(λN

M)2G2 + 2λN
Mα

N
MG + (αN

M)2
)

+ (λN
MG + αN

M)
(

k2
m(λN

MG + αN
M)

cm
− δG

)
.

(3.27)

By identifying the terms in G2 in the equation above we obtain

ρm

2
λN

M =
(λN

M)2k2
m

2cm
− λN

Mδ ,

which has two solutions: λN
M = 0 and λN

M = (ρm + 2δ)cm/(km)2. We analyze

first the existence of a feedback Nash equilibrium in constant strategies for

the manufacturer. For λN
M = 0, after rearranging terms, equations (3.25) and

(3.26) become {
ρmα

N
M − π

[
cr μ + (1 − π)γ2

]
cr

+ δαN
M

}
G

= − ρmβ
N
M + πθ +

k2
m

2cm
(αN

M)2 ,
(3.28)

{
ρrα

N
R − (1 − π) [2cr μ + (1 − π)γ2

]
2cr

+ δαN
R

}
G

= − ρr β
N
R + (1 − π)θ + k2

m

cm
αN

Mα
N
R .

(3.29)

It is straightforward to check that

αN
M =

crπμ + π(1 − π)γ2

cr(ρm + δ)
, αN

R =
2cr(1 − π)μ + (1 − π)2γ2

2cr(ρr + δ)
,

βN
M =

k2
m

2cmρm
(αN

M)2 + πθ
ρm
, βN

R =
k2

m

cmρr
αN

Mα
N
R +

(1 − π)θ
ρr

satisfy (3.28) and (3.29). It is straightforward to check that the sufficient

transversality conditions lim
t→∞ e−ρmtVi (G(t)) = 0, i = M,R is met (the solution
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converges to a steady state). Note also that, since αN
M > 0, then AN∗

M > 0,

in agreement with our hypothesis concerning the existence of an interior

solution. Finally, it can be checked that, for the other candidate λN
M = (ρm +

2δ)cm/(km)2, lim
t→∞ e−ρmtVM (G(t)) = ∞. �

Proof of Proposition 3.2. We solve the problem by backward induction.

Denoting VS
M(G), VS

R (G) the value functions of the manufacturer and the

retailer respectively, we start from determining the retailer’s advertising

strategies. The retailer’s HJB equation is

ρrVS
R = max

{AS
R≥0}

{
(1 − π)

(
θ + μG + γAS

R

√
G

)
− cr

2
(1 − ΦS)(AS

R)2

+(VS
R )′(km AS

M − δG)} . (3.30)

If ΦS � 1, maximizing the right-hand side yields AS∗
R =

(1 − π)γ√G
cr(1 − ΦS) . Sub-

stituting AS∗
R into the manufacturer’s HJB equation we obtain

ρmVS
M = max

{AS
M≥0,0≤ΦS≤1}

{
π

[
θ + μG +

(1 − π)γ2

cr(1 − ΦS)G
]
− cm

2
(AS

M)2

−(1 − π)2γ2ΦS

2cr(1 − ΦS)2 G + (VS
M)′(km AS

M − δG)
}
.

(3.31)

The manufacturer’s strategies are derived by maximizing the right-hand side

of (3.31), whose result is, in the case of interior solutions,

AS∗
M =

km

cm
(VS

M)′, ΦS∗ =
⎧⎪⎨⎪⎩

3π−1
π+1

if 1
3
< π < 1,

0 if 0 < π ≤ 1
3
.

In accordance with our hypothesis, ΦS∗ � 1, since ΦS∗ = 1 only happens

when π = 1. Note also that when 0 < π ≤ 1
3
, the outcome is consistent

with that of scenario N. In the case of 1
3
< π < 1, since the strategy

of the retailer is already fixed, from (3.3) and (3.1) we have to look for

the linear solution of the corresponding linear-quadratic optimal control

problem for the manufacturer. From Lemma 3.1, value functions are of the

form VS
M(G) = (λS

M)G2 + αS
MG + βS

M , VS
R (G) = αS

RG + βS
R.
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Substituting AS∗
M , AN∗

R , together with VN
M(G), into (3.31), we obtain

ρm

(
λS

M

2
G2 + αS

MG + βS
M

)

= π

(
θ + μG +

γ2(1 − π)
cr(1 − φS∗)G

)
− k2

m

2cm

[(λS
M)2G2 + 2λS

Mα
S
MG + (αS

M)2]
− (1 − π)2γ2ΦS∗

2cr(1 − ΦS∗)2 G + (λS
MG + αS

M)
(

k2
m(λS

MG + αS
M)

cm
− δG

)
.

By identifying the terms in G2 in the equation above we obtain

ρm

2
λS

M =
(λS

M)2k2
m

2cm
− λS

Mδ ,

which has two solutions: λS
M = 0 and λS

M = (ρm+2δ)cm/k2
m. So, in particular,

there exists a feedback Stackelberg equilibrium in constant strategies for the

manufacturer. In order to compute this equilibrium, we substitute, for λS
M = 0,

AS∗
R , AS∗

M and ΦS∗ into (3.30) and (3.31) to yield[
ρrα

S
R − (1 − π)μ − (1 − π2)γ2

4cr
+ δαS

R

]
G = −ρr β

S
R + (1 − π)θ + k2

m

cm
αS

Mα
S
R ,

(3.32)[
ρmα

S
M − πμ − (1 + π)2γ2

8cr
+ δαS

M

]
G = −ρmβ

S
M +πθ+

k2
m

2cm
(αS

M)2 . (3.33)

It is easy to check that

αS
M =

8crπμ + (1 + π)2γ2

8cr(ρm + δ)
, αS

R =
4cr(1 − π)μ + (1 − π2)γ2

4cr(ρr + δ)
,

βS
M =

k2
m

2cmρm
(αS

M)2 + πθ
ρm
, βS

R =
k2

m

cmρr
αS

Mα
S
R +

(1 − π)θ
ρr

satisfy (3.32) and (3.33). For this solution, it is straightforward to check that

lim
t→∞ e−ρmtVi (G(t)) = 0, i = M,R is met (the solution converges to a steady

state). These conditions are not satisfied by the other (nonlinear) decision

rule for the manufacturer. Finally, notice that αS
M > 0 and then AS∗

M > 0, i.e.,

the solution is interior, as we had assumed. �

Proof of Proposition 3.3. We follow the approach of de Paz et al. (2013)

to obtain the time-consistent equilibria. Denoting V J
M(G), V J

R(G) the value
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functions of the manufacturer and the retailer respectively, the Dynamic

Programming Equation (DPE) of the coalition is

ρmV J
M + ρrV J

R = max
{AJ

M≥0, AJ
R≥0}

{
θ + μG + γAJ

R

√
G − cm

2
(AJ

M)2 − cr

2
(AJ

R)2

+((V J
M)′ + (V J

R)′)
(
km AJ

M − δG
)}
.

(3.34)

Maximization gives, in case of interior solution, AJ∗
M = km((V J

M)′+ (V J
R)′)/cm,

AJ∗
R = γ

√
G/cr . As in the previous scenarios, we focus our attention in the

existence of linear strategies for the manufacturer. Since V J
M(G) = (λJ

M)G2 +

αJ
MG + βJ

M , V J
R(G) = αJ

RG + βJ
R (Lemma 3.1), the dynamic programming

equation for the manufacturer becomes

ρm

(
λJ

M

2
G2 + αJ

MG + βJ
M

)
= π(θ + μG + γAJ∗

R

√
G) − cm

2
(AJ∗

M)2 − cr

2
Φ(AJ∗

R )2 + αJ
M

[
k2

m AJ∗
M − δG)]

= π

(
θ + μG +

γ2

cr
G

)
− k2

m

2cm
(λJ

MG + αJ
M + α

J
R)2 −

γ2Φ

2cr
G

+ (λJ
MG + αJ

M)
[

k2
m

cm
(λJ

MG + αJ
M + α

J
R) − δG)

]
.

By identifying the terms in G2 in the equation above we obtain

ρm

2
λJ

M =
(λJ

M)2k2
m

2cm
− λJ

Mδ ,

which has two solutions: λJ
M = 0 and λJ

M = (ρm +2δ)cm/k2
m. Let us compute

the time-consistent cooperative equilibrium in constant strategies for the

manufacturer (λJ
M = 0). By substituting AJ∗

M and AJ∗
R into the individual

DPEs, we obtain

ρm(αJ
MG + βJ

M) =π
(
θ + μG +

γ2

cr
G

)
− k2

m

2cm
(αJ

M + α
J
R)2 −

γ2Φ

2cr
G

+ αJ
M

[
k2

m

cm
(αJ

M + α
J
R) − δG)

]
,

(3.35)

ρr(αJ
RG + βJ

R) =(1 − π)
(
θ + μG +

γ2

cr
G

)
− γ

2(1 − Φ)
2cr

G

+ αJ
R

[
k2

m

cm
(αJ

M + α
J
R) − δG)

]
.

(3.36)
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By identifying terms, the coefficients are given by

αJ
M =

2crπμ + (2π − Φ)γ2

2cr(ρm + δ)
,

αJ
R =

2cr(1 − π)μ + (1 + Φ − 2π)γ2

2cr(ρr + δ)
,

βJ
M =

k2
m

2cmρm
((αJ

M)2 − (αJ
R)2) +

πθ

ρm
,

βJ
R =

k2
m

cmρr
(αJ

Mα
J
R + (αJ

R)2) +
(1 − π)θ
ρr

.

This is the solution when αJ
M + α

J
R ≥ 0. Note that in this case (with λJ

M = 0)

the solution converges to a steady state, as needed. On the contrary, it can

be checked that the solution obtained for λJ
M = (ρm + 2δ)cm/k2

m does not

converge to a steady state.

It remains to compute the corner solution. By reproducing the same

calculations for AJ∗
M = 0, AJ∗

R =
γ
√

G
cr

, from the individual DPEs we derive

the same values of αJ
M , αJ

R, and βJ
M =

πθ

ρm
, βJ

R =
(1 − π)θ
ρr

. �

Proof of Proposition 3.4.

1. We first compare AN
M and AS

M . From (3.5) and (3.9), it is straightforward

to get AN
M ≤ AS

M (when π ∈ (1
3
,1) a strict inequality holds).

2. Then we compare AS
M and AJ

M . From (3.9) and (3.15), we obtain

AJ
M − AS

M =
km

8cmcr(ρm + δ)(ρr + δ)
f1(π),

where

f1(π) = − γ2(ρr + δ)π2 +
[
6γ2(ρr + δ) − 8(γ2 + cr μ)(ρm + δ)

]
π

+ 4(γ2 + 2cr μ)(ρm + δ) − γ2(ρr + δ) .

Note that f1

(
1

3

)
=

8

9
γ2(ρr + δ) +

(
4

3
γ2 +

16

3
cr μ

)
(ρm + δ) > 0, and

f1(1) = 4γ2(ρr − ρm). Then, if ρr > ρm, f1(π) > 0 for all π ∈ (1
3
,1).

If ρr < ρm, there exists a (unique) root π∗ ∈ (1
3
,1) of f1(π) such that

f1(π) > 0 for π ∈ (1
3
, π∗) and f1(π) < 0 for π ∈ (π∗,1). Since f1(0) > 0

for ρr < ρm, then f1(π) > 0 for π ∈ (0, π∗) in this case.
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3. Then we compare AN
M and AJ

M . Use (3.5) and (3.15) to compute

AN
M − AJ

M =
km

2cmcr(ρm + δ)(ρr + δ)
f2(π), (3.37)

where

f2(π) = −2γ2(ρr + δ)π2 + 2(γ2 + cr μ)(ρm + δ)π − (γ2 + 2cr μ)(ρm + δ).
(3.38)

Note that f2(0) = −(γ2+2cr μ)(ρm+δ) < 0 and f2(1) = γ2(ρm−2ρr−δ).
If ρm > 2ρr+δ, then f2(1) > 0 and there must exist π∗∗ ∈ (0,1) solving

f2(π) = 0. Since f2(π) is a second degree polynomial, π∗∗ is unique.

This implies that (3.37) is negative for π ∈ (0, π∗∗) and positive for

π ∈ (π∗∗,1).
It remains to analyze the case when f2(1) < 0. If ρm < 2ρr + δ, i.e.

ρm+ δ < 2(ρr + δ), let us compute the maximum of the second-degree

polynomial f2(π). The solution to f ′
2
(π) = 0 is

π̄ =
(γ2 + cr μ)(ρm + δ)

2γ2(ρr + δ)
. (3.39)

A necessary condition for the existence of π∗∗ ∈ (0,1) such that

f2(π∗∗) = 0 is that π̄ < 1, so

ρr + δ >
(γ2 + cr μ)(ρm + δ)

2γ2
. (3.40)

Therefore, if (ρm + δ)/2 < ρr + δ < (γ2 + cr μ)(ρm + δ)/(2γ2), then

π̄ > 1 and f2(π) is negative for all π ∈ (0,1). It remains to consider

the case when condition (3.40) is verified. In that case, π̄ ∈ (0,1) and

a necessary and sufficient condition for the existence of a root of f2(π)
in the interval (0,1) is that f2(π̄) > 0. By substituting (3.39) in (3.38)

we obtain that f2(π̄) > 0 if, and only if,

ρr + δ <
(γ2 + cr μ)2(ρm + δ)

2γ2(γ2 + 2cr μ)
,

but this is in contradiction with condition (3.40). Therefore, for ρm <

2ρr + δ, f2(π) is negative for all π ∈ (0,1).
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From the previous proof in points 2 and 3, it is straightforward that when

ρr < ρm < 2ρr + δ,
1
3
< π∗ < 1 < π∗∗.

When ρm > 2ρr + δ, π
∗ ∈ (1

3
,1) and π∗∗ ∈ (0,1). Assume π∗∗ < π∗, then

from the pairwise comparison between AJ
M and AS

M (in point 2), we have

AJ
M > AS

M if π ∈ (0, π∗). From the pairwise comparison between AJ
M and AN

M
(in point 3), we have AN

M > AJ
M if π ∈ (π∗∗,1). Summarizing, if π ∈ (π∗∗, π∗),

AN
M > AJ

M > AS
M . However, it is contradictory to the result in point 1 where

we obtain AN
M ≤ AS

M∀π ∈ (0,1). Therefore, π∗ < π∗∗.
Summarizing all the pairwise comparison we made previously, the results

follow. �

Proof of Proposition 3.6.

1. For π ∈ (0, 1
3
], VN

M = VS
M and VN

R = VS
R . For π ∈ (1

3
,1) use (3.7) and

(3.12) to compute

VN
M − VS

M = −(3π − 1)2γ2

×
{

1

8cr(ρm + δ)
G +

k2
m

[(−7π2 + 10π + 1)γ2 + 16crπμ
]

128cmc2
r ρm(ρm + δ)2

}
where −7π2 + 10π + 1 > 0 ∀π ∈ (1

3
,1), implying VN

M −VS
M < 0. Next

use (3.8) and (3.13) to compute

VN
R −VS

R = −(1 − π)(3π − 1)γ2

×
{

1

4cr(ρr + δ)
G +

k2
m

[(−5π2 + 10π − 1)γ2 + 4cr μ(5π − 1)]
32cmc2

r ρr(ρm + δ)(ρr + δ)

}
where −5π2 + 10π − 1 > 0 ∀π ∈ (1

3
,1), implying VN

R − VS
R < 0.

2. From the previous proof, we have αS
M ≥ αN

M and αS
R ≥ αN

R (when

π ∈ (1
3
,1) the strict inequality holds).

Next, for π ∈ (1
3
,1), use αS

M and αJ
M as defined in Propositions 3.2 and

3.3 and take ΦJ = 0 to compute

αS
M − αJ

M =
γ2

8cr(ρm + δ)
[
π2 − 6π + 1

]
< 0 .

In a similar way, by using αN
R and αJ

R defined in Propositions 3.1 and

3.3,

αN
R − αJ

R =
π2γ2

2cr(ρr + δ)
> 0 .
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�

Proof of Remark 3.1.

1. If π ∈ (1
3
,1), use (3.9) and (3.15) and take ΦJ = ΦS in (3.10) to

compute

AJ
M − AS

M =
km(1 − π)

8cmcr(1 + π)(ρm + δ)(ρr + δ)
f3(π), (3.41)

where

f3(π) =γ2(ρr + δ)π2 +
[
8cr μ(ρm + δ) + 4γ2(2ρm − ρr + δ)

]
π

+ 8cr μ(ρm + δ) + 3γ2(ρr + δ).

It is straightforward to check that f3(1) and f3(1
3
) are positive. It suffices

to check that there is no π̃ verifying f ′
3
(π̃) = 0 with f3(π̃) < 0 in the

interval π̃ ∈ (1
3
,1). First, the stationary point of function f3(π) is

π̃ = 2 − 4

(
ρm + δ

ρr + δ

) (
cr μ

γ2
+ 1

)
.

Condition 1
3
< π̃ < 1 becomes

12

5

(
cr μ

γ2
+ 1

)
<
ρr + δ

ρm + δ
< 4

(
cr μ

γ2
+ 1

)
. (3.42)

Define g(π) = f3(π)−γ2(ρr+δ)π2. It is clear that a necessary condition

for the existence of negative values of f3(π) (and also for the existence

of a positive π̃) is that the coefficient in the linear term must be negative,

hence g(π) is decreasing. As a result,

f3(π̃) = γ2(ρr + δ)π̃2 + g(π̃) > g(π̃) > g(1) .

Condition f3(π̃) < 0 implies g(1) < 0, i.e.

ρr + δ

ρm + δ
> 8 + 16

(
cr μ

γ2

)
,

in contradiction with (3.42), so there is no solution for f3(π) = 0 in the

interval (1
3
,1) and (3.41) is positive for π ∈ (1

3
,1).
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2. It follows from (3.11) and (3.16).

3. If π ∈ (1
3
,1), use αS

M , αJ
M , αS

R and αJ
R as defined in Propositions 3.2

and 3.3, and take ΦJ = ΦS in (3.10) to compute

αS
M − αJ

M = − (3 − π)(1 − π)2γ2

8cr(1 + π)(ρm + δ)
< 0 ,

and

αS
R − αJ

R =
γ2(1 − π)3

4cr(ρr + δ)(π + 1) > 0 .

�

Proof of Δ(0) > 0 and Δ(1) < 0 in Section 3.4.2.

1.

Δ(0) =
k2

m

8cmc2
r ρmρr(ρm + δ)2(ρr + δ)2

[(γ2 + 2cr μ)2(ρm + δ)2(2ρm − ρr)
]
,

ρm > 2ρr + δ implies Δ(0) > 0.

2.

Δ(1) = − γ2k2
m

8cmc2
r ρmρr(ρm + δ)2(ρr + δ)2

{2cr μ(ρr + δ) [2ρm(ρm + δ) − 4ρr(ρr + δ)]
−γ2(ρm − 2ρr − δ) [(2ρm − ρr)(ρm + δ) − 2ρr(ρr + δ)]

}
.

(3.43)

αJ
M + α

J
R =

[−2(ρm − ρr)(γ2 + cr μ)π + (ρm + δ)(γ2 + 2cr μ)
]

2cr(ρm + δ)(ρr + δ)
is decreasing in π when ρm > ρr . The assumption αJ

M + α
J
R ≥ 0 for all

π ∈ (0,1) is equivalent to

αJ
M + α

J
R |π=1 =

2(cr μ + γ
2)(ρr + δ) − γ2(ρm + δ)

2cr(ρm + δ)(ρr + δ)
≥ 0 ,

implying

2cr μ(ρr + δ) ≥ γ2(ρm − 2ρr − δ) . (3.44)

Using (3.44) and ρm > 2ρr + δ, we have that (3.43) is negative.

�



CHAPTER 4
Advertising and Quality Improving Strategies in a
Marketing Channel When Facing Potential Crises

4.1. Introduction

It is well accepted that quality is a concept of multi-dimensional structure.

The most influential definition can date back to Garvin (1984), who proposed

an eight-dimension framework to understand the fundamental elements of

quality: performance, features, reliability, conformance, durability, service-

ability, aesthetics, and perceived quality. Scholars in dynamic game theory

have extensively studied this subject focusing on one or multiple specific

perspectives and its interaction with other managerial tools such as pricing,

advertising, cost savings and so on.

In a monopolistic setting, Chand et al. (1996) firstly introduced quality by

describing the fraction of non-defective products produced by the company,

which be improved by process enhancement activities. This concept, years

later, is defined as conformance quality by El Ouardighi & Pasin (2006).

They adapt the Lanchester model (Kimball, 1957) to study an advertising

battle, where only customers who have experienced defective products can be

attracted by the other company. Following the same idea, El Ouardighi et al.

(2008) place this issue in a supply chain environment and compare the cases

with and without cooperation. Using conformance quality to differentiate

between positive and negative word-of-mouth effects, El Ouardighi et al.

(2016) analyse how they influence the advertising attracting effectiveness. In

all the studies mentioned above, firms try to raise the conformance quality

by making effort only on defective products, however, De Giovanni (2019)
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emphasizes the necessity of appraisal and prevention effort put into the non-

defective fragment, which forms part of total quality management.

Some other dimensions of quality have also been tackled in economic lit-

erature. For instance, design quality, an aggregation of performance, features

and aesthetics. Assuming that defective items cause full refund, El Ouardighi

& Kogan (2013) study the interaction of design quality and conformance

quality in supply chain management. Liu et al. (2015) consider different

mechanisms for the manager to coordinate the operations department, which

is in charge of design quality, and the marketing department, which controls

price and advertising. Furthermore, Fruchter (2009) discusses the situation

where the price and advertisement are used as a signal to influence the

consumers’ perceived quality, whereas in Xue et al. (2017), the demand is

determined by the difference between perceived quality and the real product

quality. Vörös (2006) suggests another two-dimension framework to com-

prehend the quality build-up, where one requires a development path (such

as the knowledge of workers) and the other does not (like the choice of raw

materials).

However, most of the researchers consider quality from a more gen-

eral perspective, rather than engaging in one or several dimensions. Quality

investment is believed to be able to contribute directly to the goodwill accu-

mulation (Nair & Narasimhan, 2006; De Giovanni, 2011), to slow down the

customer attrition (Ringbeck, 1985), to prevent potential demand reduction

caused by unsatisfied experience related to quality deficits (Caulkins et al.,

2017), and so on. Moreover, Reddy et al. (2016) investigate the application

of impulse control, assuming that quality can mitigate the decay effect of

goodwill and sales, and the linkage between advertising and quality level is

revised by Chenavaz & Jasimuddin (2017).

With respect to the crisis management, it has been substantially analyzed

in business literature. Covered issues include how and to what extent crisis

can hurt a firm (MacKenzie & Lutz, 1989; Ahluwalia, 2000; Van Heerde

et al., 2007), factors moderating the crisis impact (Dawar & Pillutla, 2000;

Cleeren et al., 2008), possible strategic moves that agents take when facing

a crisis (Souiden & Pons, 2009; Chen et al., 2009; Gao et al., 2015), and

so on. While in fields like finance or environmental economics the use of

stochastic optimization techniques or stochastic dynamic games has been
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extensively used to model problems with inherent uncertainty (for example,

see Josa-Fombellida & Rincón-Zapatero, 2012; Ngwira & Gerrard, 2007;

Polasky et al., 2011; van der Ploeg, 2014), this has not been the case in the

study of brand crisis management. To the best of our knowledge, Rubel et al.

(2011) is the only exception. They extend the model of Sethi (1983), where

a monopoly influences the sales by advertising, to a stochastic setting, and

analyze both theoretically and empirically the effects of a crisis. They also

discuss, in brief, the case where firms can choose between a low and a high

type of quality investment, which correspond to high and low instantaneous

crisis rate respectively. Their results reveal that a higher crisis hazard rate

would decrease the pre-crisis advertising, but increase the post-crisis budget.

The objective of this chapter is threefold. First, to introduce quality man-

agement into supply chain management in an intertemporal setting. Qual-

ity improvement has been playing an important role in both practice and

academy. As the interaction among members in the supply chain differs from

that in another market structure, the quality strategies may also differ. Special

attention is required, yet studies placing this strategy in a supply chain envi-

ronment are scarce (we refer the readers to Leng & Parlar, 2005, for a survey

of game theoretic models in supply chain management). Most of the previous

work has studied this issue using a static setting (see, for example, Moorthy,

1988; Reyniers & Tapiero, 1995; Wang et al., 2017), whereas El Ouardighi

et al. (2008), El Ouardighi & Kogan (2013) and De Giovanni (2011) are the

only exceptions that apply a dynamic approach. Second, to study crisis man-

agement policies as a piecewise deterministic dynamic game, where strategic

moves, dynamic evolution and uncertainty could be captured together. Using

this framework, we try to shed light on how the manufacturer and retailer

adjust their strategies when anticipating a potential crisis, as well as the crisis

impact on the supply chain by studying the pre-crisis and post-crisis optimal

strategies. Third, to analyze the interaction among operations management

(quality), marketing (advertising), and crisis management, since all of them

are crucial challenges for managers nowadays.

In our model, we characterize the rules to decide in which regime (pre-

crisis or post-crisis) to allocate more quality improving resources, and to

adjust the global and local advertising when the crisis happens, which involve

the consideration of short-term, long-term damages and hazard rate of crisis.
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As a result, we generalize the results of Rubel et al. (2011) and we obtain

a broader casuistic of the effects of crisis on both strategies and payoffs.

Moreover, with the combination of quality and advertising, we identify some

circumstances under which the enterprises can mitigate the crisis damage by

proactively anticipating the crisis, thus offering some theoretical support to

the benefits of voluntary recalls.

The rest of the chapter proceeds as follows. First we describe a piecewise

deterministic game in which the supply chain members face a potential

brand crisis in Section 4.2. The feedback equilibria are characterized in

the following section. We then make a detailed analysis of the strategies

and payoffs obtained for different regimes, followed by some numerical

simulations to cast light on how the crisis influences the agents’ behaviors

and payoffs. We also offer a discussion on if a cooperation scheme makes the

supply chain more resistant to crisis in Section 4.5. Finally, some concluding

remarks are presented in Section 4.6.

4.2. Model Formulation

4.2.1 Advertising and Quality Management in a Supply Chain

Game theoretic attempts to incorporate quality control into management ac-

tivities include different manners. One common way to introduce quality

management into management activities is to consider the quality invest-

ment as a control variable contributing to goodwill build-up, customer re-

tention, potential market size and so on (see, e.g., Ringbeck, 1985; Nair &

Narasimhan, 2006; De Giovanni, 2011; Caulkins et al., 2017).

Other research line believes that the quality improvement activities can

create an intangible stock, which evolves over time and whose dynamics are

subject to the investment and depreciation. In line with this idea, some re-

searchers mainly address the conformance quality. For instance, El Ouardighi

& Pasin (2006) proposed the following conformance quality evolution as-

suming that firms work only on improving defective products to increase the

perfection rate,

�Q(t) = q(t)[1 − Q(t)] ,
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and that only the customers who have experienced defective products can

be attracted by the rival company. Some related variations include an ex-

tension by setting the same idea in the supply chain management con-

text (El Ouardighi et al., 2008), by introducing the word-of-mouth effect

(El Ouardighi et al., 2016), and by incorporating the appraisal and preven-

tion on the non-defective products (De Giovanni, 2019).

Another widely spread research stream, which we are following in this

chapter, looks at the quality stock from a more integrated and knowledge-

alike aspect, and takes a more general accumulation structure (for example,

Vörös, 2006; Roselli & De Giovanni, 2012; Reddy et al., 2016; Xue et al.,

2017),

�Q(t) = kqq(t) − εQ(t), Q(t) ≥ 0 ∀ t, Q(0) = Q0 , (4.1)

where kq and ε are positive constants representing the effectiveness of quality

investment and the depreciation rate, respectively. Here, the state variable

Q(t) can be considered as total quality, and its evolution is attributed to all

kinds of quality improvement effort q(t) on product quality, product process

quality, service quality, service quality process, and business planning (Juran

& Godfrey, 1951). As any other intangible asset, it also suffers a depreciation

proportional to the current state.

The market-based and cost-based linkages between quality and higher

profitability are well supported by business literature. On the one hand,

higher quality level, together with increased advertising, can improve the

firm’s reputation, and thereby lead to a higher market share and/or prices and

higher profitability results. On the other hand, a better quality is connected

with an increased productivity, lower rework and scrap costs, and lower

warranty and product liability costs, thus greater profitability is achieved

through cost reduction (Garvin, 1984).

In order to incorporate the market gains caused by quality, we adopt the

Nerlove & Arrow (1962) goodwill model. Different from what Liu et al.

(2015) do in their study, where the quality contributes to goodwill exactly in

the same linear way as advertising, we propose the following dynamics,

�G(t) = km AM(t)
√

Q(t) − δG(t) , (4.2)

where km > 0 denotes the advertising effectiveness, δ ∈ (0,1) measures the

consumers’ forgetting effect. In (4.2) we suggest that the quality level de-
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termines how effective advertising can be. The main idea here derives from

Nelson (1974), where he argues that firms generally delivers quality infor-

mation via advertisement, whereas consumers receive such information and

validate it by searching or experiencing. Consider a firm providing products

of absolutely poor quality (Q(t) = 0), the goodwill build-up would be ex-

tremely unlikely. Although advertising providing wrong quality information

can induce trial purchases, it does not contribute to, and may even damage

to the seller’s reputation. On the contrary, repeat purchases usually happen

to a firm offering products of high quality, and therefore her advertising is

more effective in the long run.

We extend the revenue function in Lu et al. (2019) and define the revenue

as follows:

R(t) = θ + μG(t) + γAR(t)
√

G(t) + ηQ(t) , (4.3)

where the extra term ηQ(t) stands for the cost savings caused by improved

quality with effectiveness parameter η, θ represents the baseline sales, and

μ and γ refer to the influential factors of goodwill and the synthetic product

of goodwill and retailer’s advertising. Note that the quality’s market-based

contribution is reflected in the positive correlation between goodwill and

revenue.

The advertising and quality cost are assumed to be of quadratic form,

C(q) = cq

2
q2 , C(AM) = cm

2
AM(t)2 , C(AR) = cr

2
AR(t)2 ,

where cq, cm, and cr are positive constant cost parameters.

4.2.2 A Two-regime Game with Crisis

Now we proceed to incorporate the crisis management.

In this chapter, for the sake of simplicity, we assume that the crisis just

happens once, at a random time instant τ. This is a common setting in the

literature related to regime shifts (for example, Josa-Fombellida & Rincón-

Zapatero, 2012; Polasky et al., 2011; van der Ploeg, 2014; Rubel et al., 2011).

The common way to model this continuous random variable τ is through

hazard rate λ(t), defined as

λ(t) = lim
δt→0

Pr{t ≤ τ < t + δt | τ ≥ t}
δt

,
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which is the conditional probability that the crisis will take place in the

interval [t, t + δt), given that it has not occurred before. We confine our

interest to the case of constant hazard rate λ(t) = λ, then the corresponding

probability density function is exponential f (t) = λe−λt . Besides, 1/λ (the

mean of the exponential probability distribution) is the expected time when

the crisis takes place (E(τ) = 1/λ).
The crisis results in an instantaneous goodwill downturn (a shock):

G(τ+) = (1 − Φ)G(τ−) , (4.4)

which in turn implies a loss of revenue. In addition, this short-term damage

also incorporates the lump-sum cost induced by the crisis. Take a product-

harm crisis for example, the firms may need to pay the recall expenses,

consumer compensation, lawsuit etc. Since the goodwill level somehow

captures the market size, it is appropriate to assume this cost to be linear

in goodwill. Similar idea appears in Rubel et al. (2011), where, instead of

goodwill, they focus on the sales dynamics and the sales drop-down caused

by crisis is also proportional to the state at the time τ.

The crisis might also make the subsequent goodwill accumulation less

efficient. First of all, Consumers could be more skeptical when receiving the

information of the advertising as the firm loses her credibility (MacKenzie &

Lutz, 1989). Similarly, with the product harm crisis (negative information)

in mind, they are more resistant to persuasion (Ahluwalia, 2000). Besides,

dissatisfied customers can share their bad experience to potential customers,

in other words, the negative word-of-mouth effect increases the difficulty

in attracting new clients (El Ouardighi et al., 2016). Moreover, the crisis

could induce a brand’s equity damage (Dawar & Pillutla, 2000) and brand

advertising is more effective for strong brand (Cleeren et al., 2008). The

empirical test run by Van Heerde et al. (2007) shows that the advertising

effectiveness is significantly positive before the crisis, and non-significant

and of smaller magnitude after the crisis. Thus, the game is divided into

pre-crisis and post-crisis regimes, with the following goodwill dynamics:

�G(t) =
⎧⎪⎨⎪⎩

km1AM(t)
√

Q(t) − δ1G(t) for 0 ≤ t ≤ τ,
km2AM(t)

√
Q(t) − δ2G(t) for t ≥ τ,

G(t) ≥ 0 ∀ t, G(0) = G0 ,

(4.5)
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where km1 ≥ km2 and δ1 ≤ δ2, denoting a higher advertising effectiveness

and a lower depreciation rate in the pre-crisis regime.

Finally, the manufacturer and retailer aim to maximize their expected

profits over time, given by

JM = E
[∫ τ

0

e−ρt
(
πR(t) − cm

2
AM(t)2 − cq

2
q(t)2

)
dt + e−ρτVM(2,G,Q)

]
,

(4.6)

and

JR = E
[∫ τ

0

e−ρt
(
(1 − π)R(t) − cr

2
AR(t)2

)
dt + e−ρτVR(2,G,Q)

]
, (4.7)

where R(t) is defined in (4.3), and VM(2,G,Q) and VR(2,G,Q) stand for the

manufacturer’s and retailer’s post-event value functions, respectively.

Equations (4.1), (4.4), (4.5), (4.6) and (4.7) define a two-player piecewise

differential game with two state variables Q(t) ≥ 0 and G(t) ≥ 0, where the

manufacturer controls q(t) ≥ 0 and AM(t) ≥ 0, and the retailer controls

AR(t) ≥ 0.

4.3. Determination of Feedback Nash Equilibria

Following the approach in Seierstad (2013), the Hamilton-Jacobi-Bellman

(HJB) equations for the two players are:

ρVM(1,G,Q)
= max

AM (1)≥0
q(1)≥0

{
π

[
θ + μG + γAR(1)

√
G + ηQ

]
− cm

2
AM(1)2 − cq

2
q(1)2

+
∂VM(1,G,Q)
∂G

[
km1AM(1)

√
Q − δ1G

]
+
∂VM(1,G,Q)
∂Q

[
kqq(1) − εQ]

+λ [VM (2, (1 − Φ)G,Q) − VM(1,G,Q)]} ,
(4.8)

ρVR(1,G,Q) = max
{AR(1)≥0}

{
(1 − π)

[
θ + μG + γAR(1)

√
G + ηQ

]
− cr

2
AR(1)2

+
∂VR(1,G,Q)
∂G

[
km1AM(1)

√
Q − δ1G

]
+
∂VR(1,G,Q)
∂Q

[
kqq(1) − εQ]

+λ [VR (2, (1 − Φ)G,Q) − VR(1,G,Q)]} ,
(4.9)
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ρVM(2,G,Q)
= max

AM (2)≥0
q(2)≥0

{
π

[
θ + μG + γAR(2)

√
G + ηQ

]
− cm

2
AM(2)2 − cq

2
q(2)2

+
∂VM(2,G,Q)
∂G

[
km2AM(2)

√
Q − δ2G

]
+
∂VM(2,G,Q)
∂Q

[
kqq(2) − εQ]}

,

(4.10)

ρVR(2,G,Q) = max
{AR(2)≥0}

{
(1 − π)

[
θ + μG + γAR(2)

√
G + ηQ

]
− cr

2
AR(2)2

+
∂VR(2,G,Q)
∂G

[
km2AM(2)

√
Q − δ2G

]
+
∂VR(2,G,Q)
∂Q

[
kqq(2) − εQ]}

,

(4.11)

where 1 and 2 in parenthesis following strategies/value functions denote

the pre-crisis and post-crisis regimes, respectively. Notice that the post-

crisis regime game is equivalent to a deterministic game, so VM(2,G,Q)
and VR(2,G,Q) can be computed using the corresponding method. Differ-

ent from the usual HJB, equations (4.8) and (4.9) have an additional term

λ [Vi (2, (1 − Φ)G,Q) − Vi(1,G,Q)] (i = M,R), indicating the expected rev-

enue change by jumping from pre-crisis to post-crisis regime. Maximizing

the right-hand-side of equations (4.8) - (4.11) yields q( j)∗ = kq

cq

∂VM

∂Q
( j,G,Q),

AM( j,Q)∗ = kmj

cm

∂VM

∂G
( j,G,Q)

√
Q and AR( j,G)∗ = (1 − π)γ

cr

√
G ( j = 1,2).

We guess that value functions in both regimes are linear in G and Q. After

substituting them into (4.8) - (4.11), by identifying the parameters of G, Q
and constant parts, the feedback Nash equilibrium strategies in both regimes

are given in the following two propositions.

Proposition 4.1. A Feedback Nash equilibrium in the post-crisis regime is
given by the strategies

q(2) = kq

cq
βM2 , (4.12)

AM(2,Q) = km2

cm
αM2

√
Q , (4.13)

AR(2,G) = (1 − π)γ
cr

√
G , (4.14)

and the corresponding value functions are given by

VM(2,G,Q) = αM2G + βM2Q + τM2 , (4.15)
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VR(2,G,Q) = αR2G + βR2Q + τR2 , (4.16)

where αM2 =
crπμ + π(1 − π)γ2

cr(ρ + δ2)
, βM2 =

(km2)2
2cm(ρ + ε)

(αM2)2 + πη
ρ + ε

,

τM2 =
(kq)2
2cqρ

(βM2)2 + πθ
ρ

, αR2 =
2cr(1 − π)μ + (1 − π)2γ2

2cr(ρ + δ2)
,

βR2 =
(km2)2

cm(ρ + ε)
αM2αR2 +

(1 − π)η
ρ + ε

, τR2 =
(kq)2
cqρ
βM2βR2 +

(1 − π)θ
ρ

.

All three strategies given by (4.12) - (4.14) are proportional to the ratio of

their corresponding effectiveness parameter to cost parameter kq/cq, km2/cm

and γ/cr . The investment in quality improvement q(2) is increasing in μ, γ

and η, i.e., when the i) goodwill, ii) the synergistic effect of goodwill and

local advertising, and/or iii) the quality contribute to the sales to a larger

extent, the manufacturer will invest more. It also increases in km2, which

measures how large the quality level’s influence is on the dynamics of good-

will. On the contrary, higher cost parameters of marketing (of both agents),

larger depreciation rates of quality and goodwill, and greater discount rates

will result in a decrease of quality improvement expenditure. Regarding the

manufacturer’s advertising strategy AM(2,Q), it is increasing in the quality

level with an elasticity of 0.5: 1% increase of Q will lead to an increase of

0.5% in AM .

Concerning the retailer’s advertising AR(2,G), it is goodwill-state depen-

dent in a similar way as AM with respect to Q. Besides, when she takes a

higher part of revenue, she spends more in local advertising.

If the manufacturer only had a marketing tool AM , as in Lu et al. (2019),

she would invest in a constant way, whereas the retailer would decide the

local advertising depending on the goodwill level. These properties might

be a result of the influential mechanism: the revenue is highly dependent

on the goodwill level, and the global advertising AM is the unique way

to enhance it. The manufacturer’s strategies change qualitatively when she

has the option to improve quality. On the one hand, since the quality level

determines the advertising’s effectiveness, it is beneficial to make a positive

effort on it. On the other hand, she gains sort of responsiveness by being able

to adapt her advertising budget depending on the quality level achieved. The

retailer reacts in exactly the same way (for a given goodwill level) in these
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two models because she has limited influential power in both settings, in the

sense that AR works solely together with goodwill.

Proposition 4.2. A Feedback Nash equilibrium in the pre-crisis regime is
given by the pair of strategies

q(1) = kq

cq
βM1 , (4.17)

AM(1,Q) = km1

cm
αM1

√
Q , (4.18)

AR(1,G) = (1 − π)γ
cr

√
G , (4.19)

and the corresponding value functions are given by

VM(1,G,Q) = αM1G + βM1Q + τM1 , (4.20)

VR(1,G,Q) = αR1G + βR1Q + τR1 , (4.21)

where αM1 =
ρ + δ2 + λ(1 − Φ)
ρ + δ1 + λ

αM2, αR1 =
ρ + δ2 + λ(1 − Φ)
ρ + δ1 + λ

αR2,

βM1 =
1

2cm(ρ + ε + λ)

[
(km1)2(αM1)2 + λ

(ρ + ε)(km2)2(αM2)2
]
+
πη

ρ + ε
,

βR1 =
1

cm(ρ + ε + λ)

[
(km1)2αM1αR1 +

λ

(ρ + ε)(km2)2αM2αR2

]
+
(1 − π)η
ρ + ε

,

τM1 =
(kq)2

2cq(ρ + λ)

[
(βM1)2 + λ

ρ
(βM2)2

]
+
πθ

ρ
,

τR1 =
(kq)2

cq(ρ + λ)

(
βM1βR1 +

λ

ρ
βM2βR2

)
+
(1 − π)θ
ρ

,

and αM2, βM2, αR2 and βR2 are defined in Proposition 4.1.

Strategies taken in the pre-event regime show similar structures as those

in the post-event regime. Some properties such as being proportional to the

efficiency ratio and being positive state-dependent with decreasing marginal

effect also apply here. It is worth mentioning that parameters in the second

regime are also involved in the decision making. For example, AM(1,Q)
is decreasing in both δ1 and δ2 at different rates (but only increasing in

km1). Besides, high advertising effectiveness in both regimes (km1 and km2)

would induce a higher investment in quality q(1). Note that when the crisis

happens, it is the goodwill G(t) which suffers a sharp decrease, whereas the
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quality stock remains and will continue serving as a booster to the goodwill

accumulation. Thus the manufacturer would be also motivated to invest more

in quality by high advertising effectiveness in the second regime. Besides, in

the pre-crisis regime the manufacturer has to take into account the potential

crisis, namely, the hazard rate λ, and the shock in goodwillΦwhile deciding

the quality improvement and the global advertising.

The response in global advertising AM(1,Q) to λ is straightforward. As

∂AM(1,Q)
∂λ

= −km1[Φρ + (δ2 − δ1) + Φδ1]
cm(ρ + δ1 + λ)2

αM2

√
Q < 0 ,

the manufacturer invests less in marketing when anticipating a greater chance

of the crisis happening. Since the shock is proportional to the goodwill state

and AM(1,Q) directly acts on the goodwill accumulation, it is reasonable to

slower the build-up process before crisis in order to minimize the loss.

However, the case of quality investment q(1) is more complicated. By

rewriting

q(1) = kq

cq
(αM2)2

[
f1(λ)(km1)2 + f2(λ)(km2)2

]
+

kqπη

cq(ρ + ε)
, with

f1(λ) = [ρ + δ2 + λ(1 − Φ)]2
2cm(ρ + ε + λ)(ρ + δ1 + λ)2

, f2(λ) = λ

2cm(ρ + ε + λ)(ρ + ε)
,

(4.22)

we can observe a conflicting influence of λ on q(1) in (4.22), since
∂ f1(λ)
∂λ < 0 whereas

∂ f2(λ)
∂λ > 0. Let us consider the dual contribution of

q(1). On the one hand, it accelerates the goodwill build-up before the crisis,

and a larger hazard rate results intuitively harmful and lowers the quality

investment. On the other hand, it has a carryover effect on the recovery

after the crisis, and the player has incentives to increase the budget. The

manufacturer needs to balance these two impacts while deciding the quality

improvement effort. Particularly, a larger hazard rate corresponds to an earlier

expected crisis occurrence time, therefore a shorter pre-crisis regime and a

longer post-crisis period, which prioritize the carryover effect, and vice versa.

Consequently, the overall effect turns out negative when the hazard rate is

small, and positive for larger hazard rates. The only exception is when the

advertising effectiveness decreases so much after the crisis (km1 � km2) that

the carryover effect is trivial, the manufacturer would always invest less in
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quality improvement in the first regime when facing a larger hazard rate. We

will offer some numerical illustration of q(1) in Section 4.4.2.

As to the crisis magnitude Φ, it manifests a negative influence in both

quality improvement q(1) and global advertising AM(1,Q), due to the same

idea of slowing down the goodwill accumulation so that the crisis would be

less catastrophic.

Notwithstanding, unlike the reactive manufacturer, the retailer’s policies

are similar before and after crisis (though the global expenditure varies as

the goodwill level is evolving), because her highly limited influencing power

makes her not able to respond to the crisis, though we can observe that at the

moment of the crisis happening, she adjusts her local advertising through a

reduction of (1 − π)γ
(
1 −

√
1 − Φ

) √
G/cr .

4.4. Analysis of the Results

We start our analysis by presenting two benchmark cases in order to have a

better understanding about the changes of introducing quality management

and crisis.

We first compare how the supply chain members adjust their strategies

when the manufacturer gets an additional operational tool, the quality im-

provement, and if they benefit from it. To do so, we extend the model of Lu

et al. (2019) to a crisis setting. The extended model and its equilibria are

briefly given in the Appendix, and the comparison is summarized in Remark

4.1.

Remark 4.1. Let ANQ
M (i) and ANQ

R (i) (i = 1,2) denote the manufacturer’s
advertising, the retailer’s advertising in pre-crisis (i = 1) and post-crisis
(i = 2) regimes with the absence of quality. The agents’ behaviors and
payoffs in feedback Nash equilibria can be related as follows:

1. ANQ
M (i) ≤ AM(i,Q) if Q ≥ 1 (i = 1,2).

2. ANQ
R (i,G) = AR(i,G).

3. V NQ
j (1,G) ≤ Vj(1,G,Q) if Q ≥ ρ

ρ+ε −
τj1
βj1

( j = M,R).

Proof. See Appendix. �
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In general, if the manufacturer’s product has a superior quality compared

to the industry standard, she would invest more in global advertising. The

retailer uses the same responsive strategy, thought the goodwill accumulation

would be of different paths. In most of the cases, both members are better

off even if the game starts with a zero quality level1.

Next, we analyze how the existence of potential crisis could affect the

agents’ behaviors and the payoffs. We start by studying the deterministic

model where the supply chain does not face a potential crisis. It can be

represented by the special case of λ = 0. The equilibrium corresponding to

such deterministic game is characterized in Proposition 4.2 with λ = 0.

Remark 4.2. Let αi = αi1 |λ=0, βi = βi1 |λ=0, τi = τi1 |λ=0 (i = M,R), and
q, AM and AR denote the quality improvement effort, the manufacturer’s
advertising, the retailer’s advertising when facing no potential crisis. The
agents’ behaviors and payoffs can be related as follows:

1. q > q(1) for all λ > 0.

2. AM(Q) ≥ AM(1,Q) for all λ > 0 (the equality holds if and only if
Φ = 0 and δ1 = δ2).

3. AR(G) = AR(1,G) for all λ > 0.

4. VM(G,Q) > VM(1,G,Q) and VR(G,Q) > VR(1,G,Q) for all λ > 0.

Proof. See Appendix. �

If there is no potential crisis, the manufacturer would invest more in

quality improvement, and both types of advertising budgets are higher for

a given quality/goodwill level. Furthermore, both the manufacturer and the

retailer are better off, which is intuitive.

4.4.1 Pro-Efficiency vs. Pro-Recovery

We now compare the players’ strategies before and after crisis. As the quality

and goodwill levels are dynamic, so are both agents’ advertising budgets

(which are state dependent). Instead of comparing the advertising strategies

1It can be easily checked that Q < ρ
ρ+ε − τj1

β j1
( j = M,R) can hold only under extremely

unreasonable parameters setting.
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in both regimes from a global aspect, as how we dealt with q(1) and q(2),
we focus on the moment τ and we are able to show the players’ immediate

reaction in their marketing strategies when come up against a crisis.

Proposition 4.3. The agents’ strategies in the two regimes are related as
follows:

1. q(1) = q(2) + kq

2cmcq(ρ + ε + λ)
[(km1αM1)2 − (km2αM2)2

]
, and

q(1) ≥ q(2) if
km2

km1

≤ Ω = ρ + δ2 + λ(1 − Φ)
ρ + δ1 + λ

,

q(1) < q(2) otherwise.

2. When crisis occurs, AM(1,Q(τ)) =
(

km1αM1

km2αM2

)
AM(2,Q(τ)) , and

AM(1,Q(τ)) ≥ AM(2,Q(τ)) if
km2

km1

≤ Ω = ρ + δ2 + λ(1 − Φ)
ρ + δ1 + λ

,

AM(1,Q(τ)) < AM(2,Q(τ)) otherwise.

3. When crisis occurs, AR(1,G(τ−)) ≥ AR(2,G(τ+)) (with strict inequal-
ity for Φ > 0).

Proof. It follows from (4.12), (4.13), (4.14), (4.17), (4.18) and (4.19). �
As shown in Proposition 4.3, the difference between q(1) and q(2) is a

constant, whereas at the moment when crisis happens, the ex-post global ad-

vertising AM(2,Q(τ) is proportional to the ex-ante AM(1,Q(τ). Although we

compare the manufacturer’s strategies in the pre- and post-crisis regimes in

different manners, the manufacturer has a quite clear regime-based-priority,

in the sense that in one of the pre- and post-event regimes/instants, she invests

more in both quality and global advertising. This consistency stems from the

two-sided effects of pre-crisis quality improvement. As explained previously,

q(1) contributes to the goodwill accumulation in both pre- and post-event

regimes, since the quality state is not affected by the crisis. Therefore, while

deciding in which regime to allocate more quality investment, the manu-

facturer has to take into account the advertising effectiveness. Specifically,

when km2/km1, the fraction of the post-crisis global advertising effectiveness

per unit of its pre-crisis value, is smaller than the threshold Ω, which is

decreasing in λ, Φ and δ2 − δ1, the priority will be investing before the crisis

occurs, and vice versa.
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We call it pro-efficiency if she decreases both quality and global adver-

tising budget when crisis occurs, and pro-recovery for the contrary case.

The retailer always lowers the local advertising at the moment when crisis

happens, as long as it harms the product’s reputation. Consider that the local

advertising mainly consists of promotion, fliers, point-of-sale display etc.,

and normally does not convey quality-related information, it would not be a

good idea increasing the local advertising intensity when the crisis is brewing,

as it could make consumers even more impressed by the crisis. However, this

does not apply to the manufacturer, because she can use the global advertising

to deliver information like what they would do to compensate the consumers,

the future plan to avoid same thing happening again, the product quality, and

so on. She has to take more factors into account, as we will present in the

following.

Since
∂Ω

∂λ
=
δ1(1 − Φ) − δ2 − ρ(1 + Φ)

(ρ + δ1 + λ)2
≤ 0 ,

we have

1 − Φ ≤ Ω ≤ ρ + δ1
ρ + δ2

,

and we can classify some special cases as described in Remark 4.3.

Remark 4.3. Depending on the short-term and long-term damages caused
by the crisis, we have some special cases:

(I) If
km2

km1

= 1 and δ1 = δ2, then
q(1) ≤ q(2) and AM(1,Q(τ)) ≤ AM(2,Q(τ)) for all λ > 0 (with strict
inequality for Φ > 0).

(II) If Φ � 0 and 1 − Φ < km2

km1

< 1, then

q(1) > q(2) and AM(1,Q(τ)) > AM(2,Q(τ)) for 0 < λ < λ̂, and
q(1) < q(2) and AM(1,Q(τ)) < AM(2,Q(τ)) for λ > λ̂, where

λ̂ =
km2(ρ + δ1) − km1(ρ + δ2)

km1(1 − Φ) − km2

.

(III) If
km2

km1

≤ 1 − Φ, then
q(1) ≥ q(2) and AM(1,Q(τ)) ≥ AM(2,Q(τ)) for all λ > 0 (with strict
inequality for Φ > 0).
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Case (I) is a special case where after the crisis the goodwill stock evolves

exactly in the same way as how it is before (km1 = km2 and δ1 = δ2),

namely, the crisis does instantaneous harm to the companies (if Φ � 0)

without causing any other long-term effect. Under these circumstances, it is

worthier to make relatively more effort after the crisis in order to recover

from the shock as soon as possible. As a consequence, independently of

the crisis hazard rate, the manufacturer always invests more in quality in

the post-crisis regime, and increase the global advertising when the crisis

happens. In the empirical study by Cleeren et al. (2013), they recommend an

advertising increase in a high-publicity product-harm case where the fault is

not attributed to the firm (and thus there should not be long-term damages).

On the contrary, case (III) describes a situation where the long-term

damage dominates the short-term loss. Accordingly, the emphasis will be

always placed in the first regime regardless of the crisis intensity rate, in this

way the manufacturer can profit from the high efficiency before crisis. It is

interesting to note that the influence of the change in advertising effectiveness

km2/km1 is larger than that in goodwill depreciation δ2 − δ1, for the reason

that km1 and km2 modify directly the effect of the strategies. This situation

coincides with the empirical results of Cleeren et al. (2013), which suggest

an advertising decrease when the product-harm crisis is of low publicity but

the firm needs to acknowledge the fault.

As an intermediate case, in (II) the crisis causes an instantaneous loss, and

also reshapes the goodwill accumulation path in the way that it becomes more

difficult to strengthen the goodwill by advertisement and/or the goodwill

suffers a faster depreciation. However, it is hard to conclude which impact

is more destructive. The manufacturer exhibits higher interests in the first

regime for a sufficiently small instantaneous crisis rate λ < λ̂, which indicates

a later expected occurrence time and thus a longer pre-crisis period. Whereas

she would switch to pro-recovery strategies if the crisis is estimated to happen

in the early stage (λ > λ̂).

To sum up, the instantaneous injury generated by the crisis makes the

manufacturer incline towards a set of pro-recovery strategies, while a strong

long-term damage may lead to pro-efficiency policies. When making deci-

sions, the manufacturer has to face a trade-off between higher efficiency in

the pre-event regime and faster recovery in the post-event regime, apart from
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Table 4.1: Parameter Setting

ρ θ μ γ η cm cq cr

0.1 1 1 1 1 2 2 2

kq kr π ε δ1 δ2 Φ km1

1 1 0.75 0.1 0.05 0.05 0.3 0.5

Figure 4.1 4.2 4.3 4.4 4.5 4.6

km2 0.5 0.43 0.3 0.45 0.45 0.45

G − − − 5 20 70

Q − − − 3 3 3

considering the crisis instantaneous rate.

4.4.2 The Three “Impact Factors” of Crisis: Numerical Illustration

In this section we present some numerical illustrations to throw light on how

the crisis influences the quality and advertising strategies. There are three

underlying “impact factors” capturing the nature of the crisis: the hazard

rate λ, which is inversely proportional to the average time when the crisis

occurs; the shock Φ, which exhibits the immediate loss; and the changes

in effectiveness and in depreciation, which picture the permanent damage.

Specifically, based on the previous analysis in Remark 4.3, the change in

advertising effectiveness km2/km1 is more representative of the long-term

injury. The parameters used are summarized in Table 4.1.

Figures 4.1-4.3 show how the quality improvement expenditure changes

with the hazard rate. Quality investment policies in a game without crisis (q)

are also graphed to serve as a benchmark. To interpret better these figures,

we firstly discuss two extreme points: λ = 0 and λ → ∞. For zero hazard

rate, q(1) coincides with q. As to the other extreme point, from Proposition
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4.3,

lim
λ→∞

[q(1)−q(2)]= lim
λ→∞

{
kq

2cmcq(ρ + ε + λ)
[(km1αM1)2−(km2αM2)2

]}
=0 ,

(4.23)

so q(1) converges to q(2) as λ approaches ∞. Note that the case in which

the crisis is expected to happen in the beginning of the time horizon can be

considered as another deterministic game of the same set of parameters in the

post-crisis regime, which explains why (4.23) holds. With the two extreme

points fixed, we can observe how the manufacturer adapts q(1) taking into

account the hazard rate. These three figures correspond to the three cases

described in Remark 4.3. Recall that q(1) has double effects in both regimes,

as discussed in Section 4.3, and in some cases, it exhibits non-monotonic

tendency under the conflicting influences from hazard rate, as shown in

Figure 4.1 and 4.2. However, when the long-term damage absolutely wins

over the instantaneous loss (case (III) in Remark 4.3), the pro-efficiency
strategies are applied independently of the hazard rate. It is also in this case

when the carryover effect of q(1) is irrelevant and the quality investment in

pre-crisis regime is monotonically decreasing.

Next we discuss the effect of λ on value functions. Following the same

idea of analyzing the quality investment, we also focus on two extreme cases,

λ = 0 and λ→ ∞, representing situations where there is no potential crisis,

and the crisis is estimated to occur at the beginning of planning horizon,

respectively. On the one hand, it is clear that, for both agents in the supply

chain, the payoffs of a game with crisis are always inferior to that of the

situation without crisis, as explained in Remark 4.2. Moreover,

lim
λ→∞

Vi(1,G,Q) = (1−Φ)αi2G+ βi2Q+ τi2 = Vi(2, (1−Φ)G,Q) , i = M,R.

If the crisis occurs immediately, the players will get as much as that in

a deterministic game with initial goodwill state (1 − Φ)G and under the

parameters setting in the post-crisis regime.

Since Vi(2, (1 − Φ)G,Q) < Vi(G,Q) holds for all λ > 02, the be-

haviors of Vi(1,G,Q) will be determined by its value when λ tends to

2Except for Φ = 0, km1 = km2 and δ1 = δ2. However, the crisis would have no effect in
this case, so we do not include it into our discussion. That is why we will not consider the
Case (Ia) presented in Table 4.2 in the following analysis.
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q = q(2)

q(1)

Figure 4.1: Quality Investment. Case (I)

q

q(2)

q(1)

= 0.13^

Figure 4.2: Quality Investment. Case (II)
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q

q(2)

q(1)

Figure 4.3: Quality Investment. Case (III)

infinity. Specifically, if Vi(1,G,Q) = Vi(2, (1 − Φ)G,Q) has no solution,

Vi(1,G,Q) will be monotone and decreasing in λ, whereas for the case

where Vi(1,G,Q) = Vi(2, (1 − Φ)G,Q) has a unique solution, Vi(1,G,Q) will

be decreasing firstly, then increasing.

Take the manufacturer as an example (the retailer’s value function has a

similar behavior so it suffices to concentrate our analysis on the manufac-

turer), and compute

VM(1,G,Q) − VM(2, (1 − Φ)G,Q)
= [αM1 − (1−Φ)αM2]G + (βM1−βM2)Q + (τM1 − τM2)

=
ρΦ + δ2 − (1−Φ)δ1
ρ + δ1 + λ

G + (βM1−βM2)Q +
(kq)2

2cq(ρ + λ)
[(βM1)2−(βM2)2

]
,

(4.24)

and let λ̃M be the solution to VM(1,G,Q) = VM(2, (1 − Φ)G,Q), when it

exists. From (4.24), it is clear that the existence of λ̃M mainly depends on

the initial goodwill level and the relationship between βM1 and βM2, which

determine q(1) and q(2) respectively. In particular, we can characterize three
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VM(2,(1- )G,Q)

VM(1,G,Q)
VR(2,(1- )G,Q)

VR(1,G,Q)

M = 0.09~

R = 0.08~

Figure 4.4: Value Functions. Case (IIb)

scenarios of zero, positive and very high initial goodwill levels, which are

summarized, together with the three cases in Remark 4.3, in Table 4.2.

It is straightforward that for zero initial goodwill3, which could be the case

of a start-up manufacturer, the sign of (4.24) depends only on the relationship

between βM1 and βM2. Accordingly, there are three special cases, which are

consistent with those described in Remark 4.3. If the initial goodwill level is

positive, then even in the case (I) where the crisis has no long-term damage,

there is also a single λ̃M solving VM(1,G,Q) = VM(2, (1 − Φ)G,Q). As to

the case (II) where none of the short-term and long-term damages is strictly

dominant for all possible hazard rates, we can find a unique solution λ̃M ,

which is greater than λ̂, the solution to q(1) = q(2). Moreover, if the initial

goodwill level is much higher than the initial quality level, it can happen that

VM(1,G,Q) > VM(2, (1 −Φ)G,Q) holds for all λ > 0, no matter which is the

dominance between short-term and long-term damages.

Figure 4.4 represents the case (IIb) and Figures 4.5 and 4.6 demonstrate

3Note that in this case, VM (2, (1 − Φ)G,Q) is “immune” from the instantaneous loss of
the crisis.
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VM(2,(1- )G,Q)

VM(1,G,Q)

VR(2,(1- )G,Q)

VR(1,G,Q)

~
R = 0.08

Conflicting Interests

Figure 4.5: Value Functions. Case (IIc)

VM(2,(1- )G,Q)

VM(1,G,Q)

VR(2,(1- )G,Q)

VR(1,G,Q)

Figure 4.6: Value Functions. Case (IIc)
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the case (IIc)4. When (4.24) has a solution, as shown in Figure 4.4, there exists

a λ minimizing the manufacturer’s value function. This non-monotonicity

derives from the binary effect of q(1). It is worthwhile noting that, under

these circumstances, a larger λ may be beneficial to the players. Compared

with any instantaneous crisis rate such that λ > λ̃M , the manufacturer would

prefer λ→ ∞.

A managerial implication derived from the discussion above is that, in

this situation (case (IIb) or other similar cases), if the manufacturer is facing

a hazard rate greater than λ̃M , she would be interested in anticipating the

crisis. The break-out of a crisis can be interpreted as the moment when the

negative information is disclosed to the public and it has broad impact and

causes unpleasant reaction, which is usually later than when the problem

occurs. In practice, firms and costumers very often have asymmetric access

to certain information. In this sense, the company can anticipate the crisis

by sending out private (negative) information, one example is announcing

a recall. Consider the case that a company estimates that a crisis related to

quality would happen in the near future (e.g. less than 10 years - according to

our simulation) due to some private information such as quality test reports,

consumer complaints and so on, which are not transparent to the public, it

would be a better strategy announcing a recall policy. Although a recall is

generally considered as a crisis and it harms the cooperate’s reputation and

sales, it is still better than waiting for its disclosure. The retailer also has

incentives to anticipate the crisis, although she has another benchmark λ̃R

different from λ̃M .

To explain better this surprising result, we need to discuss some under-

lying properties. In this model we assume that the crisis happens only once,

which means that if for some reason, the players anticipate the crisis, they

can get rid of it forever. Besides, this kind of strategic anticipation does not

work when the long-term damage plays a determinant role (Case III). It also

seems more feasible to company that is not well known, as it does not work

either when the firm has a strong initial goodwill (Scenario c). Lastly, VM()
and VR() increase in λ does not happen when λ is very small, which is, by

4Note that the behaviors of VM (1,G,Q) in Figure 4.4 coincides with that of the case (Ib)
and (IIa), whereas those in Figure 4.5 and 4.6 are consistent with that in the case (Ic), (IIIa),
(IIIb) and (IIIc).
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intuition, more preferred by the players. This phenomenon only appears for λ

being moderately small or large, that is to say, the crisis is expected to happen

in the short run with a considerable chance. Under all these assumptions, it

is true that the players would get better off when λ takes a greater value.

The benefits of voluntary recall are supported in the literature. Kong

et al. (2019) show that voluntary recalls result in less loss and quick recovery

of normal stock returns compared with mandatory recalls. Souiden & Pons

(2009) argue that voluntary recall can have positive impacts on the firms’

image, and consumers’ loyalty and purchase intentions.

In the other case represented in Figures 4.5 and 4.6, the manufacturer

would prefer the hazard rate to be as little as possible, which is coherent to

our intuition. However, as we can see in Figure 4.5, the manufacturer and

the retailer could have conflict of interests, as the retailer would prefer to

anticipate the crisis.

Finally, we summarize the indirect effects of the crisis on some strategies

in Figure 4.7. From Section 4.3 we can see that the retailer’s advertising

in both regimes AR(1,G) and AR(2,G), as well as the post-crisis global

advertising AM(2,Q) are not determined by crisis. However, as the crisis

changes the goodwill and quality trajectories in the pre-crisis regime, these

state-dependent strategies will also change accordingly. Summarizing, higher

instantaneous damage rate will imply lower local advertising in pre- and post-

crisis regime, and lower ex-post global advertising, which coincides what is

found in Rubel et al. (2011). However, different from the study mentioned

above, the indirect effect of hazard rate λ on these policies can be positive

when the carryover effect of pre-event quality investment q(1) is strong

enough and the crisis intensity rate is large.

4.5. Discussion: Does Vertical Integration Make the Supply Chain
More Resistant to Crisis?

In this section we analyze the situation where the supply chain members

decide to carry out a vertical integration/centralized coordination, i.e., they

form a coalition and act cooperatively aiming to maximize the collective

profit. Using “C” to refer to “Coordination”, VC(2,G,Q) to denote the post-

crisis value function of the coordinated channel, then it becomes an optimal
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control problem, with the objective functional:

JC = JM + JR

= E
[∫ τ

0

e−ρt
(
R(t) − cm

2
AMC(t)2 −

cq

2
qC(t)2 − cr

2
ARC(t)2

)
dt

+e−ρτVC(2,G,Q)] ,

where R(t) is given in (4.3).

Applying the same approach used for the non-cooperative case (Seierstad,

2013), the HJB equations for post- and pre-crisis regimes are:

ρVC(2,G,Q) = max
{AMC (2)≥0, qC (2)≥0, ARC (2)≥0}

{
θ + μG + γARC(2)

√
G + ηQ

−cm

2
AMC(2)2 −

cq

2
qC(2)2 − cr

2
ARC(2)2 + ∂VC(2,G,Q)

∂Q
[
kqqC(2) − εQ

]
+
∂VC(2,G,Q)
∂G

[
km2AMC(2)

√
Q − δ2G

]}
,

(4.25)

ρVC(1,G,Q) = max
{AMC (1)≥0, qC (1)≥0, ARC (1)≥0}

{
θ + μG + γARC(1)

√
G + ηQ

−cm

2
AMC(1)2 −

cq

2
qC(1)2 − cr

2
ARC(1)2 + ∂VC(1,G,Q)

∂Q
[
kqqC(1) − εQ

]
+
∂VC(1,G,Q)
∂G

[
km1AMC(1)

√
Q−δ1G

]
+λ [VC(2, (1−Φ)G,Q)−VC(1,G,Q)]

}
.

(4.26)

Maximizing the right-hand-side, we obtain the expressions of the optimal

strategies. We conjecture linear structure of the coordinated channel’s value

functionsVC(i,G,Q) = αCiG+βCiQ+τCi (i = 1,2). Substituting the strategies

and value functions into (4.25) and (4.26), by identifying the parameters

values such that the HJBs are satisfied, we characterize the cooperative

feedback solutions in the following proposition.

Proposition 4.4. The cooperative feedback strategies in the post-crisis regime
are given by

qC(2) =
kq

cq
βC2 , (4.27)

AMC(2,Q) = km2

cm
αC2

√
Q , (4.28)
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ARC(2,G) = γ
cr

√
G , (4.29)

and the corresponding value functions are given by

VC(2,G,Q) = αC2G + βC2Q + τC2 , (4.30)

where

αC2=
2cr μ+γ

2

2cr(ρ+δ2)
, βC2=

(km2)2
2cm(ρ+ε)

(αC2)2+ η
ρ+ε
, τC2=

(kq)2
2cqρ

(βC2)2+ θ
ρ
.

The cooperative feedback solutions in the pre-crisis regime are charac-
terized by

qC(1) =
kq

cq
βC1 , (4.31)

AMC(1,Q) = km1

cm
αC1

√
Q , (4.32)

ARC(1,G) = γ
cr

√
G , (4.33)

and the corresponding value functions are given by

VC(1,G,Q) = αC1G + βC1Q + τC1 , (4.34)

where

αC1 =
ρ + δ2 + λ(1 − Φ)
ρ + δ1 + λ

αC2 , τC1 =
(kq)2

2cq(ρ + λ)

[
(βC1)2 + λ

ρ
(βC2)2

]
+
θ

ρ
,

and βC1 =
1

2cm(ρ + ε + λ)

[
(km1)2(αC1)2 + λ

(ρ + ε)(km2)2(αC2)2
]
+
η

ρ + ε
.

The coalition also has a clear emphasis in one of the regimes, exactly

as in the non-cooperative case, which is summarized in Proposition 4.3 and

Remark 4.3.

The comparison of the equilibria outcomes in cooperative and non-

cooperative contexts is presented in the following proposition.

Proposition 4.5. The agents’ strategies and payoffs, stationary states in non-
cooperative setting Q̄ and Ḡ, and those in cooperative context Q̄C and ḠC

are related as follows:

1. qC(i) > q(i), AMC(i,Q) > AM(i,Q), ARC(i,Q) > AR(i,Q) (i = 1,2).

2. VC(1,G,Q) > VM(1,G,Q) + VR(1,G,Q).
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3. Q̄C > Q̄, ḠC > Ḡ.

Proof. It follows from Propositions 4.1, 4.2 and 4.4. �

In both pre- and post-crisis regimes, the supply chain increase the budget

of all types of investment under vertical integration, thus the stationary

levels of quality and goodwill reach higher level and larger total profits are

generated. The outcome of cooperation is Pareto superior to that of non-

cooperation.

4.6. Concluding Remarks

In this chapter we have developed a piecewise deterministic differential game

in a two-level supply chain, where the manufacturer can decide quality im-

provement and global advertising levels, and the retailer determines local

advertising effort. We have enriched the discussion about the quality man-

agement in supply chain operations, and have contributed to the research line

of crisis management by using a differential game framework. Moreover, we

have analyzed the interaction among quality control, advertising and crisis

management, which, as far as we know, is a novelty in the literature. The feed-

back Nash equilibria for both pre- and post-crisis regimes are determined.

We then have analyzed, in detail, the agents’ behaviors and illustrated graph-

ically the impact of crisis. A brief discussion of what a vertical integration

program would entail is also presented.

Our results reveal that when the supply chain faces a potential crisis, their

strategies change accordingly under the overall interactive effect of crisis

intensity rate, short-term damage and long-term damage. Besides, due to the

fact that pre-crisis quality investment also helps the recovery in post-crisis

regime, the manufacturer will invest more in both quality and advertising

in one of the regimes. Specifically, if the advertising effectiveness decreases

sufficiently after the crisis, the manufacturer needs to apply pro-efficiency
strategies, otherwise pro-recovery strategies are more preferred.

The carryover effect of pre-event quality investments also gives rise to

a non-monotonicity of quality improvement effort and value functions with

respect to the instantaneous crisis rate. These properties allow both agents

in the supply chain to strategically choose the crisis occurrence time under
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certain circumstances. Particularly, if the initial goodwill level is not much

higher than the initial quality level, and the crisis long-term damage is not

dominant to the short-term damage, the players could have the chance to

reduce the loss by anticipating the crisis. This managerial implication is

supported by some studies related to voluntary recalls (for instance, Kong

et al., 2019; Souiden & Pons, 2009). It is also worth mentioning that, in

some cases, the supply chain members may have conflicting interests as the

retailer would like to anticipate the crisis whereas the manufacturer prefers

not to.

The intervention effect of the hazard rate on post-crisis national advertis-

ing, pre- and post-crisis local advertising is consistent with its direct effect

on pre-event quality investment q(1), which can be positive or negative, de-

pending on the three crisis impact factors. These findings generalize those

of Rubel et al. (2011). As to the instantaneous damage rate, both its direct

impact (on manufacturer’s pre-crisis strategies) and intervention effect (on

retailer’s strategies in two regimes and post-crisis national advertising) are

negative: a higher damage rate induces lower investment.

Finally, we have shown that vertical integration results in a Pareto superior

outcome, making a centralized channel more resistant to the crisis.

Appendix

The current model without quality.

Let VM(2,G) and VR(2,G) denote the manufacturer’s and retailer’s post-

crisis value functions, the game is defined by

max
AM (t)≥0

E
[∫ τ

0

e−ρt
[
πR(t) − cm

2
AM(t)2

]
dt + e−ρτVM(2,G)

]
,

max
AR(t)≥0

E
[∫ τ

0

e−ρt
[
(1 − π)R(t) − cr

2
AR(t)2

]
dt + e−ρτVR(2,G)

]
,

subject to

R(t) = θ + μG(t) + γAR(t)
√

G(t) ,
�G(t) = km AM(t) − δG(t) , G(0) = G0 .
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The strategies in regime 1 (pre-crisis) and in regime 2 (post-crisis) are given

by

ANQ
M (1) = km1

cm
αM1 , ANQ

M (2) = km2

cm
αM2 , (4.35)

ANQ
R (1,G) = ANQ

R (2,G) = (1 − π)γ
cr

√
G , (4.36)

and the corresponding value functions are determined by

V NQ
M (1,G,Q) = αM1G +

ρ

ρ + ε
βM1 , (4.37)

V NQ
R (1,G,Q) = αR1G +

ρ

ρ + ε
βR1 , (4.38)

where αM2 and αR2 are defined in Proposition 4.1, αM1, αR1, βM1 and βR1

are defined in Proposition 4.2.

Proof of Remark 4.1. 1. It follows from (4.13), (4.18) and (4.35).

2. It follows from (4.14), (4.19) and (4.36).

3. It follows from (4.20), (4.21), (4.37) and (4.38).

�

Proof of Remark 4.2.

αM−αM1 =
λ [ρΦ + δ2 − (1 − Φ)δ1]

[
crπμ + π(1 − π)γ2

]
cr(ρ + δ1)(ρ + δ2)(ρ + δ1 + λ)

≥ 0 ,

αM−αM2 =
(δ2 − δ1)

[
crπμ + π(1 − π)γ2

]
(ρ + δ1)(ρ + δ2)

≥ 0 ,

βM−βM1 =
(km1)2(ρ + ε + λ)(αM)2−(km1)2(ρ + ε)(αM1)2−(km2)2λ(αM2)2

2cm(ρ + ε)(ρ + ε + λ)

=
(km1)2(ρ+ε)

[(αM)2−(αM1)2
]
+λ

[(km1)2(αM)2−(km2)2(αM2)2
]

2cm(ρ + ε)(ρ + ε + λ)
≥ 0 ,

βM−βM2 =
(km1)2(αM)2 − (km2)2(αM2)2

2cm(ρ + ε)
≥ 0 ,

τM−τM1 =
(kq)2

[(ρ + λ)(βM)2 − ρ(βM1)2 − λ(βM2)2)
]

2cqρ(ρ + λ)

=
(kq)2

{
ρ
[(βM)2 − (βM1)2

]
+ λ

[(βM)2 − (βM2)2
]}

2cqρ(ρ + λ)
≥ 0 .
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Similarly, we have αR − αR1 ≥ 0, βR − βR1 ≥ 0 and τR − τR1 ≥ 0. Moreover,

α j = α j1 holds if and only if Φ = 0 and δ1 = δ2. β j = β j1 or τj = τj1 holds

if and only if Φ = 0, δ1 = δ2 and km1 = km2 (and the crisis has no effects)

( j = M,R). Thus the results follow. �





CHAPTER 5
Conclusions

Advertising is recognized as being one of the most crucial activities for a

business, and it is among the most widespread topics in the academic world.

The aim of this thesis has been to broaden current knowledge of decision

making in advertising using a differential game approach. To this end, we

have addressed the issue from two perspectives. One is the temporal bias

exhibited in reality and evidenced in literature, which is novel in marketing

research. Another one is the interface among different functional areas, which

has attracted certain attention, yet deserves more consideration.

Departing from a simple horizontal advertising competition between two

firms, in the first study (Chapter 2) we have introduced two alternatives to

the standard exponential discounting in order to capture some additional de-

scriptive realism. The heterogeneous discounting describes the scene where

a firm can have an increasing/decreasing valuation of the state (market share,

in our case) at the end of planning horizon with the passage of time, whereas

the hyperbolic discounting depicts the tendency to value more the payoffs

that are closer to the present. We have derived three different types of feed-

back Nash strategies, depending on how agents deal with their time-varying

preferences. The pre-commitment solutions are employed by firms that are

not aware of future changes or have a strong commitment power. Another

option is to make decisions at every instant of time based on the correspond-

ing instantaneous preferences, and only apply them at the very same moment

(naive). The third action is to anticipate such variation and to include it

into the decision making (sophisticated/time-consistent). Clear discrepancy

is found in the advertising paths corresponding to different strategies.

The game starts with a battle: the company which is at a disadvantage
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in the beginning advertises intensively since the target market (the rival’s

portion) is large, then eventually reduces the budget. The firm initially of

larger size would do the other way around. This battle stage is present under

all kinds of discounting and solution types, though the exact values might

differ. The battle ends up near the steady state, if the planning period is long

enough. Another property in common is the similarity between naive and

sophisticated solutions.

Heterogeneous discounting would lead to some last-minute changes.

We can observe, in the last years, the adapting behaviors in accordance

with their increasing/decreasing valuations of the final state. Under some

circumstances, the change can be so radical that the pre-commitment solution

takes the contrary path of time-consistent strategies.

Concerning the competition under hyperbolic discounting, the time de-

pendence of advertising efforts show a quite different nature. The rate of time

preference decreases rapidly in early periods, then slowly in the long term

and converges to a constant rate. For this reason, different strategies exhibit

disparity in the beginning, and encounter in the neighborhood in the end,

which is contrary to the heterogeneous discounting. It is worth mentioning

that, the lack of information about declining discount rates in the future or

strong commitment power would lead to over investment.

After getting some insights from the first study into the mechanism of

general time preference at individual level and in a competitive environ-

ment, we place this issue into a supply chain at collective level. Specifically,

when both members in the supply chain have constant but different discount

rates, the centralized channel will behave like an agent with heterogeneous

discounting and face the trade-off between time-consistency and efficiency.

Then arises the research question: on the premise that time-consistency is

guaranteed, can cooperation be inefficient? In order to answer this question,

in Chapter 3, we have analyzed three different scenarios where coordination

is absent, where a cost-sharing program is applied, and where the channel is

vertically integrated. We have compared, in detail, the advertising strategies

and outcomes among these cooperative and non-cooperative settings.

Our results show that the manufacturer would be willing to pay a subsidy

to the retailer if her revenue sharing rate is sufficiently high. If the program

is active, both members of the marketing channel employ higher advertising
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policies, thus a bigger market size is achieved and both of them are better off

compared with non-cooperation. If the manufacturer and the retailer form

alliance to maximize the joint profit, the revenue and cost sharing rates will

determine the manufacturer’s global advertising rate. Furthermore, they even

alter the total profit of the channel, even though they are generally considered

as side payments.

The most striking result to emerge from our analysis is that the centralized

coordination is not necessarily beneficial. All the existing studies have agreed

that a vertical integrated supply chain is more efficient, as a matter of fact, it

usually serves as a benchmark to assess the performance of other coordination

mechanisms. Nonetheless, such consensus can be revoked by simply allowing

both participants to be asymmetric in time discounting.

We identified the circumstances under which group inefficiency emerges.

One case that leads to inefficient coordination is when the retailer is much

more impatient than the manufacturer, coupled with low initial goodwill level

and revenue sharing rate. The contrary case where the manufacturer’s rate

of time preference is much higher than the retailer’s might also cause similar

result, if the revenue sharing rule does not favor the retailer. However, unlike

the other case, even a large initial goodwill cannot avoid the inefficiency.

Besides, for the latter case, we find that if the retailer is more effective, in

the sense that she has higher advertising effectiveness, and/or lower cost

parameter, the group inefficiency likelihood would increase. A larger con-

tribution of the synergy to revenue, and the goodwill’s faster depreciation

also yield a larger likelihood. Besides, the inefficiency level is severer if the

manufacturer’s advertising is more effective and/or less costly.

So far we have only considered a single marketing tool, the advertising.

However, coordinating activities in different functional areas is indispens-

able to the success. Therefore, once reached a better understanding of how

advertising alone contributes to sales/goodwill in different environment un-

der different time discounting, we tend to investigate the interface among

marketing, operations research, and public relations under uncertainty.

In the third study (Chapter 4), we have analyzed a two-level supply

chain that faces a potential crisis, with one manufacturer deciding quality

improvement and global advertising levels, and one retailer determining local

advertising effort. The feedback Nash equilibria for both pre- and post-crisis
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regimes are characterized. Both marketing channel members’ strategies and

the impacts of the crisis are fully analyzed.

Our results reveal that the pre-crisis quality improvement accelerates the

goodwill build-up before the crisis, and also helps the recovery in post-crisis

regime. Its twofold function suggests that one of the pre- and post-crisis

regimes/instants ought to be matched with more intense investment in both

quality and global advertising, i.e., the manufacturer shall choose between

pro-efficiency and pro-recovery strategies. By analyzing the overall effect of

instantaneous crisis rate, short-term damage and long-term damage, we have

provided some instructions to make the choice.

This carryover effect also brings a non-monotonicity of quality improve-

ment effort and value functions with respect to the instantaneous crisis rate.

These properties leave the chance to mitigate the loss by anticipating crisis

for both members under certain circumstances. Particularly, such strategy

is applicable to the conditions where the initial goodwill level does not far

exceed the initial quality level, and the crisis long-term effect is not much

severer than the instantaneous one. However, they may not always agree on

the anticipation, since in some cases it is only beneficial to one of them.

This thesis has gone some way towards enhancing our understanding

of advertising from the perspectives of time and functional interaction. We

believe that the implications derived from our research could possibly support

decision makers.

We then propose some future tasks that might be of interest. Following

the horizontal competition line, one future task is to consider the general

time preferences in an oligopolistic market, and/or under uncertainty. We

could also combine heterogeneous discounting with market size properties.

For instance, an increasing valuation of final state together with an ex-

panding market, or vice versa. Whereas in the supply chain environment,

it would be worth introducing competition among manufacturers applying

the Lanchester dynamics, since this battle specification has been seldom ap-

plied in vertical channel (only Rubel & Zaccour, 2007, has done so), and the

prevalent competition introduced mainly happens among retailers (with the

exceptions of Kim & Staelin, 1999 and Karray & Zaccour, 2007). Besides, as

an extension of our third study, instead of a general crisis, we can focus on the

product-harm crisis, whose intensity rate depends on the quality of products.
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Moreover, the speedily expanding retail chains call for attention paid on an-

other kind of market power distribution, where retailer is the dominant. We

also expect future investigation would focus on the interaction among differ-

ent functional areas, for instance, by including more marketing/operations

management tools, or by introducing horizontal competition. It is our sincere

hope that this thesis could serve as inspiration for new research.





Bibliography

Abad, P. (1987). A Hierarchical Optimal Control Model for Coordination

of Functional Decisions in a Firm. European Journal of Operational
Research, 32(1), 62–75.

Ahluwalia, R. (2000). Examination of Psychological Processes Underlying

Resistance to Persuasion. Journal of Consumer Research, 27(2), 217–232.

Angeletos, G.-M., Laibson, D., Repetto, A., Tobacman, J., & Weinberg, S.

(2001). The Hyperbolic Consumption Model: Calibration, Simulation,

and Empirical Evaluation. Journal of Economic Perspectives, 15(3), 47–

68.

Aust, G. & Buscher, U. (2014). Cooperative Advertising Models in Sup-

ply Chain Management: A Review. European Journal of Operational
Research, 234(1), 1–14.

Azfar, O. (1999). Rationalizing Hyperbolic Discounting. Journal of Eco-
nomic Behavior & Organization, 38(2), 245–252.

Barro, R. J. (1999). Ramsey Meets Laibson in the Neoclassical Growth

Model. The Quarterly Journal of Economics, 114(4), 1125–1152.

Basar, T., Haurie, A., & Zaccour, G. (2018). Nonzero-Sum Differential

Games. In Handbook of Dynamic Game Theory (pp. 61–110). Springer.

Bass, F. M. (1969). A New Product Growth for Model Consumer Durables.

Management Science, 15(5), 215–227.

Bass, F. M., Krishnamoorthy, A., Prasad, A., & Sethi, S. P. (2005a). Ad-

vertising Competition with Market Expansion for Finite Horizon Firms.

Journal of Industrial and Management Optimization, 1(1), 1–19.



126

Bass, F. M., Krishnamoorthy, A., Prasad, A., & Sethi, S. P. (2005b). Generic

and Brand Advertising Strategies in a Dynamic Duopoly. Marketing
Science, 24(4), 556–568.

Bergen, M. & John, G. (1997). Understanding Cooperative Advertising

Participation Rates in Conventional Channels. Journal of Marketing Re-
search, 34(3), 357–369.

Berger, P. D. (1972). Vertical Cooperative Advertising Ventures. Journal of
Marketing Research, 9(3), 309–312.

Bernheim, B. D., Ray, D., & Yeltekin, Ş. (2015). Poverty and Self-Control.

Econometrica, 83(5), 1877–1911.

Bertuzzi, G. & Lambertini, L. (2010). Existence of Equilibrium in a Differ-

ential Game of Spatial Competition with Advertising. Regional Science
and Urban Economics, 40(2-3), 155–160.

Breton, M., Jarrar, R., & Zaccour, G. (2006). A Note on Feedback Se-

quential Equilibria in a Lanchester Model with Empirical Application.

Management Science, 52(5), 804–811.

Breton, M. & Keoula, M. Y. (2014). A Great Fish War Model with Asym-

metric Players. Ecological Economics, 97, 209–223.

Buratto, A., Grosset, L., & Viscolani, B. (2007). Advertising Coordination

Games of a Manufacturer and a Retailer While Introducing a New Product.

Top, 15(2), 307–321.

Buratto, A. & Zaccour, G. (2009). Coordination of Advertising Strategies

in a Fashion Licensing Contract. Journal of Optimization Theory and
Applications, 142(1), 31–53.

Cachon, G. P. & Netessine, S. (2006). Game Theory in Supply Chain

Analysis. In Models, Methods, and Applications for Innovative Decision
Making (pp. 200–233). INFORMS.

Carrillo, J. D. (1998). Self-Control, Moderate Consumption and Craving.

CEPR Discussion Papers 2017, C.E.P.R. Discussion Papers.



Bibliography 127

Case, J. H. (1979). Economics and the Competitive Process. New York

University Press.

Caulkins, J. P., Feichtinger, G., Grass, D., Hartl, R. F., Kort, P. M., & Seidl,

A. (2017). Interaction of Pricing, Advertising and Experience Quality: A

Dynamic Analysis. European Journal of Operational Research, 256(3),

877–885.

Chand, S., Moskowitz, H., Novak, A., Rekhi, I., & Sorger, G. (1996). Ca-

pacity Allocation for Dynamic Process Improvement with Quality and

Demand Considerations. Operations Research, 44(6), 964–975.

Chen, J. (2012). The Nature of Discounting. Structural Change and Eco-
nomic Dynamics, 23(3), 313 – 324.

Chen, Y., Ganesan, S., & Liu, Y. (2009). Does a Firm’s Product-Recall Strat-

egy Affect Its Financial Value? An Examination of Strategic Alternatives

During Product-Harm Crises. Journal of Marketing, 73(6), 214–226.

Chenavaz, R. Y. & Jasimuddin, S. M. (2017). An Analytical Model of

the Relationship Between Product Quality and Advertising. European
Journal of Operational Research, 263(1), 295–307.

Chintagunta, P. K. (1993). Investigating the Sensitivity of Equilibrium Profits

to Advertising Dynamics and Competitive Effects. Management Science,

39(9), 1146–1162.

Chintagunta, P. K. & Jain, D. C. (1995). Empirical Analysis of a Dynamic

Duopoly Model of Competition. Journal of Economics & Management
Strategy, 4(1), 109–131.

Chintagunta, P. K. & Vilcassim, N. J. (1992). An Empirical Investigation

of Advertising Strategies in a Dynamic Duopoly. Management Science,

38(9), 1230–1244.

Chintagunta, P. K. & Vilcassim, N. J. (1994). Marketing Investment Deci-

sions in a Dynamic Duopoly: A Model and Empirical Analysis. Interna-
tional Journal of Research in Marketing, 11(3), 287–306.



128

Clarke, H. R. & Reed, W. J. (1994). Consumption/pollution Tradeoffs in

an Environment Vulnerable to Pollution-Related Catastrophic Collapse.

Journal of Economic Dynamics and Control, 18(5), 991–1010.

Cleeren, K., Dekimpe, M. G., & Helsen, K. (2008). Weathering Product-

Harm Crises. Journal of the Academy of Marketing Science, 36(2), 262–

270.

Cleeren, K., Van Heerde, H. J., & Dekimpe, M. G. (2013). Rising from the

Ashes: How Brands and Categories Can Overcome Product-Harm Crises.

Journal of Marketing, 77(2), 58–77.

Colombo, L. & Lambertini, L. (2003). Dynamic Advertising Under Vertical

Product Differentiation. Journal of Optimization Theory and Applications,
119(2), 261–280.

Dasgupta, P. & Maskin, E. (2005). Uncertainty and Hyperbolic Discounting.

The American Economic Review, 95(4), 1290–1299.

Dawar, N. & Pillutla, M. M. (2000). Impact of Product-Harm Crises on

Brand Equity: The Moderating Role of Consumer Expectations. Journal
of Marketing Research, 37(2), 215–226.

De Giovanni, P. (2011). Quality Improvement vs. Advertising Support:

Which Strategy Works Better for a Manufacturer? European Journal of
Operational Research, 208(2), 119–130.

De Giovanni, P. (2014). Environmental Collaboration in a Closed-Loop Sup-

ply Chain with a Reverse Revenue Sharing Contract. Annals of Operations
Research, 220(1), 135–157.

De Giovanni, P. (2019). An Optimal Control Model with Defective

Products and Goodwill Damages. Annals of Operations Research.

https://doi.org/10.1007/s10479-019-03176-4.

De Giovanni, P., Karray, S., & Martín-Herrán, G. (2019). Vendor Manage-

ment Inventory with Consignment Contracts and the Benefits of Voop-

erative Advertising. European Journal of Operational Research, 272(2),

465–480.



Bibliography 129

De Giovanni, P. & Roselli, M. (2012). Overcoming the Drawbacks of a

Revenue-Sharing Contract Through a Support Program. Annals of Oper-
ations Research, 196(1), 201–222.

de-Paz, A., Marín-Solano, J., & Navas, J. (2013). A Consumption-Investment

Problem with Heterogeneous Discounting. Mathematical Social Sciences,
66(3), 221–232.

de-Paz, A., Marín-Solano, J., & Navas, J. (2013). Time-Consistent Equilibria

in Common Access Resource Games with Asymmetric Players Under

Partial Cooperation. Environmental Modeling & Assessment, 18(2), 171–

184.

de-Paz, A., Marín-Solano, J., Navas, J., & Roch, O. (2014). Consumption,

Investment and Life Insurance Strategies with Heterogeneous Discounting.

Insurance: Mathematics and Economics, 54(1), 66–75.

Deal, K. R. (1979). Optimizing Advertising Expenditures in a Dynamic

Duopoly. Operations Research, 27(4), 682–692.

Dockner, E. & Jørgensen, S. (1988). Optimal Advertising Policies for Dif-

fusion Models of New Product Innovation in Monopolistic Situations.

Management Science, 34(1), 119–130.

Dockner, E. J., Jørgensen, S., Van Long, N., & Sorger, G. (2000). Dif-

ferential Games in Marketing. In Differential Games in Economics and
Management Science (pp. 286–314). Cambridge University Press.

Dutta, S., Bergen, M., John, G., & Rao, A. (1995). Variations in the Con-

tractual Terms of Cooperative Advertising Contracts: An Empirical Inves-

tigation. Marketing Letters, 6(1), 15–22.

Ekeland, I. & Lazrak, A. (2010). The Golden Rule when Preferences Are

Time Inconsistent. Mathematics and Financial Economics, 4(1), 29–55.

Ekeland, I. & Pirvu, T. A. (2008). Investment and Consumption without

Commitment. Mathematics and Financial Economics, 2(1), 57–86.

El Ouardighi, F., Feichtinger, G., Grass, D., Hartl, R. F., & Kort, P. M. (2016).

Advertising and Quality-Dependent Word-of-Mouth in a Contagion Sales



130

Model. Journal of Optimization Theory and Applications, 170(1), 323–

342.

El Ouardighi, F., Jørgensen, S., & Pasin, F. (2008). A Dynamic Game of

Operations and Marketing Management in a Supply Chain. International
Game Theory Review, 10(04), 373–397.

El Ouardighi, F. & Kogan, K. (2013). Dynamic Conformance and Design

Quality in a Supply Chain: An Assessment of Contracts’ Coordinating

Power. Annals of Operations Research, 211(1), 137–166.

El Ouardighi, F. & Pasin, F. (2006). Quality Improvement and Goodwill

Accumulation in a Dynamic Duopoly. European Journal of Operational
Research, 175(2), 1021–1032.

Eliashberg, J. & Steinberg, R. (1993). Chapter 18 Marketing-Production

Joint Decision-Making. Handbooks in Operations Research and Manage-
ment Science, 5, 827–880.

Erickson, G. M. (1985). A Model of Advertising Competition. Journal of
Marketing Research, 22(3), 297–304.

Erickson, G. M. (1991). Dynamic Models of Advertising Competition.

Springer, Boston, MA.

Erickson, G. M. (1992). Empirical Analysis of Closed-Loop Duopoly Ad-

vertising Strategies. Management Science, 38(12), 1732–1749.

Erickson, G. M. (1993). Offensive and Defensive Marketing: Closed-Loop

Duopoly Strategies. Marketing Letters, 4(4), 285–295.

Erickson, G. M. (1995a). Advertising Strategies in a Dynamic Oligopoly.

Journal of Marketing Research, 32(2), 233–237.

Erickson, G. M. (1995b). Differential Game Models of Advertising Compe-

tition. European Journal of Operational Research, 83(3), 431–438.

Erickson, G. M. (2009). An Oligopoly Model of Dynamic Advertising

Competition. European Journal of Operational Research, 197(1), 374–

388.



Bibliography 131

Erickson, G. M. (2011). A Differential Game Model of the Marketing-

Operations Interface. European Journal of Operational Research, 211(2),

394–402.

Farmer, J. D. & Geanakoplos, J. (2009). Hyperbolic Discounting is Rational:

Valuing the Far Future with Uncertain Discount Rates. Cowles Foundation

Discussion Paper No. 1719.

Feichtinger, G., Hartl, R. F., & Sethi, S. P. (1994). Dynamic Optimal Con-

trol Models in Advertising: Recent Developments. Management Science,

40(2), 195–226.

Fershtman, C., Mahajan, V., & Muller, E. (1990). Market Share Pioneering

Advantage: A Theoretical Approach. Management Science, 36(8), 900–

918.

Fischer, C. (1999). Read This Paper Later: Procrastination with Time-

Consistent Preferences. Discussion papers, Resources For the Future.

Fisher, I. (1930). The Theory of Interest: As Determined by Impatience to
Spend Income and Opportunity to Invest It. Macmillan.

Fornell, C., Robinson, W. T., & Wernerfelt, B. (1985). Consumption Ex-

perience and Sales Promotion Expenditure. Management Science, 31(9),

1084–1105.

Frederick, S., Loewenstein, G., & O’Donoghue, T. (2002). Time Discounting

and Time Preference: A Critical Review. Journal of Economic Literature,

40(2), 351–401.

Fruchter, G. (2009). Signaling Quality: Dynamic Price-Advertising Model.

Journal of Optimization Theory and Applications, 143(3), 479–496.

Fruchter, G. E. (1999a). Oligopoly Advertising Strategies with Market Ex-

pansion. Optimal Control Applications & Methods, 20(4), 199–211.

Fruchter, G. E. (1999b). The Many-Player Advertising Game. Management
Science, 45(11), 1609–1611.



132

Fruchter, G. E. (2001). Advertising in a Competitive Product Line. Interna-
tional Game Theory Review, 3(4), 301–314.

Fruchter, G. E. & Kalish, S. (1997). Closed-Loop Advertising Strategies in

a Duopoly. Management Science, 43(1), 54–63.

Fruchter, G. E. & Kalish, S. (1998). Dynamic Promotional Budgeting and

Media Allocation. European Journal of Operational Research, 111(1),

15–27.

Gaimon, C. (1998). The Price-Production Problem: An Operations and

Marketing Interface. In Operations Research: Methods, Models, and Ap-
plications (pp. 247–266). Quorum Books, Westpoint.

Gao, H., Xie, J., Wang, Q., & Wilbur, K. C. (2015). Should Ad Spending

Increase or Decrease Before a Recall Announcement? The Marketing–

Finance Interface in Product-Harm Crisis Management. Journal of Mar-
keting, 79(5), 80–99.

Garvin, D. A. (1984). What Does “Product Quality” Really Mean? Sloan
Management Review, 25, 25–43.

Gruber, J. & Köszegi, B. (2001). Is Addiction “Rational”? Theory and

Evidence. The Quarterly Journal of Economics, 116(4), 1261–1303.

Harris, C. & Vickers, J. (1995). Innovation and Natural Resources: A Dy-

namic Game with Uncertainty. The RAND Journal of Economics, 26(3),

418–430.

Haurie, A., Krawczyk, J. B., & Zaccour, G. (2012). Games and Dynamic
Games. World Scientific.

Hausman, W. H. & Montgomery, D. B. (1990). Making Manufacturing

Market Driven. Research Paper 1103, Stanford University.

He, X., Krishnamoorthy, A., Prasad, A., & Sethi, S. P. (2011). Retail Com-

petition and Cooperative Advertising. Operations Research Letters, 39(1),

11–16.



Bibliography 133

He, X., Prasad, A., & Sethi, S. P. (2009). Cooperative Advertising and Pricing

in a Dynamic Stochastic Supply Chain: Feedback Stackelberg Strategies.

Production and Operations Management, 18(1), 78.

He, X., Prasad, A., Sethi, S. P., & Gutierrez, G. J. (2007). A Survey of

Stackelberg Differential Game Models in Supply and Marketing Channels.

Journal of Systems Science and Systems Engineering, 16(4), 385–413.

Holcomb, J. H. & Nelson, P. S. (1992). Another Experimental Look at

Individual Time Preference. Rationality and Society, 4(2), 199–220.

Horsky, D. & Simon, L. S. (1983). Advertising and the Diffusion of New

Products. Marketing Science, 2(1), 1–17.

Huang, J., Leng, M., & Liang, L. (2012). Recent Developments in Dynamic

Advertising Research. European Journal of Operational Research, 220(3),

591–609.

Investopedia (2015). A Look At Coca-Cola’s Advertising Expenses.

Jackson, M. O. & Yariv, L. (2015). Collective Dynamic Choice: The Ne-

cessity of Time Inconsistency. American Economic Journal: Microeco-
nomics, 7(4), 150–78.

Jarrar, R., Martín-Herrán, G., & Zaccour, G. (2004). Markov Perfect Equi-

librium Advertising Strategies of Lanchester Duopoly Model: A Technical

Note. Management Science, 50(7), 995–1000.

Jørgensen, S. (1982). A survey of Some Differential Games in Advertising.

Journal of Economic Dynamics and Control, 4, 341–369.

Jørgensen, S. (2018). Marketing. In T. Başar & G. Zaccour (Eds.), Hand-
book of Dynamic Game Theory (pp. 865–905). Springer International

Publishing.

Jørgensen, S., Martín-Herrán, G., & Zaccour, G. (2010). The Leitmann-

Schmitendorf Advertising Differential Game. Applied Mathematics and
Computation, 217(3), 1110 – 1116. Special Issue in Honor of George

Leitman on his 85th Birth year.



134

Jørgensen, S., Sigué, S., & Zaccour, G. (2000). Dynamic Cooperative Ad-

vertising in a Channel. Journal of Retailing, 76(1), 71–92.

Jørgensen, S., Sigué, S., & Zaccour, G. (2001). Stackelberg Leadership in a

Marketing Channel. International Game Theory Review, 3(01), 13–26.

Jørgensen, S., Taboubi, S., & Zaccour, G. (2001). Cooperative Advertising in

a Marketing Channel. Journal of Optimization Theory and Applications,
110(1), 145–158.

Jørgensen, S., Taboubi, S., & Zaccour, G. (2003). Retail Promotions with

Negative Brand Image Effects: Is Cooperation Possible? European Jour-
nal of Operational Research, 150(2), 395–405.

Jørgensen, S., Taboubi, S., & Zaccour, G. (2006). Incentives for Retailer

Promotion in a Marketing Channel. In Advances in Dynamic Games (pp.

365–378). Springer.

Jørgensen, S. & Zaccour, G. (2003a). A Differential Game of Retailer

Promotions. Automatica, 39(7), 1145–1155.

Jørgensen, S. & Zaccour, G. (2003b). Channel Coordination over Time:

Incentive Equilibria and Credibility. Journal of Economic Dynamics and
Control, 27(5), 801–822.

Jørgensen, S. & Zaccour, G. (2004). Differential Games in Marketing.

Springer US.

Jørgensen, S. & Zaccour, G. (2014). A Survey of Game-Theoretic Models

of Cooperative Advertising. European Journal of Operational Research,

237(1), 1 – 14.

Josa-Fombellida, R. & Rincón-Zapatero, J. P. (2012). Stochastic Pension

Funding when the Benefit and the Risky Asset Gollow Jump Diffusion

Processes. European Journal of Operational Research, 220(2), 404 – 413.

Juran, J. & Godfrey, A. B. (1951). Quality Handbook, chapter Total Quality

Management, (pp. 14.1–14.35). McGraw-Hill.



Bibliography 135

Kamrad, B., Lele, S. S., Siddique, A., & Thomas, R. J. (2005). Innova-

tion Diffusion Uncertainty, Advertising and Pricing Policies. European
Journal of Operational Research, 164(3), 829–850.

Karp, L. (2005). Global Warming and Hyperbolic Discounting. Journal of
Public Economics, 89(2-3), 261–282.

Karp, L. & Tsur, Y. (2011). Time Perspective and Climate Change Policy.

Journal of Environmental Economics and Management, 62(1), 1–14.

Karray, S. & Zaccour, G. (2005). A Differential Game of Advertising for

National and Store Brands. In Dynamic Games: Theory and Applications
(pp. 213–229). Springer.

Karray, S. & Zaccour, G. (2007). Effectiveness of Coop Advertising Pro-

grams in Competitive Distribution Channels. International Game Theory
Review, 09(02), 151–167.

Kim, S. Y. & Staelin, R. (1999). Manufacturer Allowances and Retailer

Pass-Through Rates in a Competitive Environment. Marketing Science,

18(1), 59–76.

Kimball, G. E. (1957). Some Industrial Applications of Military Operations

Research Methods. Operations Research, 5(2), 201–204.

Kirby, K. N., Petry, N. M., & Bickel, W. K. (1999). Heroin Addicts Have

Higher Discount Rates for Delayed Rewards than Non-Drug-Using Con-

trols. Journal of Experimental Psychology. General, 128(1), 78–87.

Kong, D., Shi, L., & Yang, Z. (2019). Product Recalls, Corporate Social

Responsibility, and Firm Value: Evidence from the Chinese Food Industry.

Food Policy, 83, 60–69.

Krishnamoorthy, A., Prasad, A., & Sethi, S. P. (2010). Optimal Pricing and

Advertising in a Durable-Good Duopoly. European Journal of Opera-
tional Research, 200(2), 486–497.

Krusell, P. & Smith, JR., A. A. (2003). Consumption-Savings Decisions

with Quasi-Geometric Discounting. Econometrica, 71(1), 365–375.



136

Laibson, D. (1994). Essays in Hyperbolic Discounting. PhD thesis, MIT.

Laibson, D. (1997). Golden Eggs and Hyperbolic Discounting. The Quar-
terly Journal of Economics, 112(2), 443–478.

Laibson, D. (1998). Life-Cycle Consumption and Hyperbolic Discount Func-

tions. European Economic Review, 42(3), 861 – 871.

Lambertini, L. & Palestini, A. (2009). Dynamic Advertising with Spillovers:

Cartel vs Competitive Fringe. Optimal Control Applications and Methods,
30(6), 562–572.

Leitmann, G. & Schmitendorf, W. (1978). Profit Maximization Through

Advertising: A Nonzero Sum Differential Game Approach. IEEE Trans-
actions on Automatic Control, 23(4), 645–650.

Leng, M. & Parlar, M. (2005). Game Theoretic Applications in Supply Chain

Management: A Review. INFOR: Information Systems and Operational
Research, 43(3), 187–220.

Little, J. D. C. (1979). Aggregate Advertising Models: The State of the Art.

Operations Research, 27(4), 629–667.

Liu, G., Zhang, J., & Tang, W. (2015). Strategic Transfer Pricing in a

Marketing–Operations Interface with Quality Level and Advertising De-

pendent Goodwill. Omega, 56, 1–15.

Loewenstein, G. (1987). Anticipation and the Valuation of Delayed Con-

sumption. The Economic Journal, 97(387), 666.

Long, N. V. (2010). A Survey of Dynamic Games in Economics. World

Scientific.

Lu, L., Marín-Solano, J., & Navas, J. (2019). An Analysis of Efficiency of

Time-Consistent Coordination Mechanisms in a Model of Supply Chain

Management. European Journal of Operational Research, 279(1), 211 –

224.

MacKeigan, L. D., Larson, L. N., Draugalis, J. R., Bootman, J. L., & Burns,

L. R. (1993). Time Preference for Health Gains Versus Health Losses.

PharmacoEconomics, 3(5), 374–386.



Bibliography 137

MacKenzie, S. B. & Lutz, R. J. (1989). An Empirical Examination of

the Structural Antecedents of Attitude Toward the Ad in an Advertising

Pretesting Context. Journal of Marketing, 53(2), 48–65.

Marín-Solano, J. (2015). Group Inefficiency in a Common Property Resource

Game with Asymmetric Players. Economics Letters, 136, 214–217.

Marín-Solano, J. & Navas, J. (2009). Non-Constant Discounting in Finite

Horizon: The Free Terminal Time Case. Journal of Economic Dynamics
and Control, 33(3), 666–675.

Marín-Solano, J. & Patxot, C. (2012). Heterogeneous Discounting in Eco-

nomic Problems. Optimal Control Applications and Methods, 33(1), 32–

50.

Marketing-Land (2018). Product Listing Ads, Digital Co-op and the $13

Billion Opportunity.

Montgomery, D. B. & Hausman, W. H. (1986). Managing the Marketing

Manufacturing Interface. Gestion 2000: Management and Perspective, 5,

69–85.

Moorthy, K. S. (1988). Product and Price Competition in a Duopoly. Mar-
keting Science, 7(2), 141–168.

Myerson, J. & Green, L. (1995). Discounting of Delayed Rewards: Models

of Individual Choice. Journal of the Experimental Analysis of Behavior,
64(3), 263–76.

Nagler, M. G. (2006). An Exploratory Analysis of the Determinants of

Cooperative Advertising Participation Rates. Marketing Letters, 17(2),

91–102.

Naik, P. a., Prasad, a., & Sethi, S. P. (2008). Building Brand Awareness

in Dynamic Oligopoly Markets. Management Science, 54(Akasie 2000),

129–138.

Nair, A. & Narasimhan, R. (2006). Dynamics of Competing with Quality- and

Advertising-Based Goodwill. European Journal of Operational Research,

175(1), 462 – 474.



138

Nelson, P. (1974). Advertising as Information. Journal of Political Economy,

82(4), 729–754.

Nerlove, M. & Arrow, K. J. (1962). Optimal Advertising Policy Under

Dynamic Conditions. Economica, 29(114), 129–142.

Ngwira, B. & Gerrard, R. (2007). Stochastic Pension Fund Control in the

Presence of Poisson Jumps. Insurance: Mathematics and Economics,
40(2), 283 – 292.

O’Donoghue, T. & Rabin, M. (1999a). Addiction and Self-Control. In

J. Elster (Ed.), Addiction : Entries and Exits chapter 6, (pp. 169–206).

Russell Sage.

O’Donoghue, T. & Rabin, M. (1999b). Incentives for Procrastinators. The
Quarterly Journal of Economics, 114(3), 769–816.

O’Donoghue, T. & Rabin, M. (2001). Choice and Procrastination. The
Quarterly Journal of Economics, 116(1), 121–160.

O’Donoghue, T. & Rabin, M. (2002). Addiction and Present-Biased Pref-

erences. UC Berkeley: Department of Economics, UCB. Retrieved from

https://escholarship.org/uc/item/3v86x53j.

Parkin, M. (1988). A Method for Determining Whether Parameters in Ag-

gregative Models Are Structural. In Carnegie-Rochester Conference Se-
ries on Public Policy, volume 29, (pp. 215–252). Elsevier Science Pub-

lishers B.V. (North-Holland).

Pirvu, T. A. & Zhang, H. (2014). Investment-Consumption with Regime-

Switching Discount Rates. Mathematical Social Sciences, 71, 142–150.

Polasky, S., De Zeeuw, A., & Wagener, F. (2011). Optimal Management

with Potential Regime Shifts. Journal of Environmental Economics and
Management, 62(2), 229–240.

Prasad, A. & Sethi, S. P. (2003). Dynamic Optimization of an Oligopoly

Model of Advertising. Available at SSRN 960117.



Bibliography 139

Prasad, A. & Sethi, S. P. (2004). Competitive Advertising Under Uncertainty:

A Stochastic Differential Game Approach. Journal of Optimization Theory
and Applications, 123(1), 163–185.

Prasad, A. & Sethi, S. P. (2009). Integrated Marketing Communications in

Markets with Uncertainty and Competition. Automatica, 45(3), 601–610.

Rae, J. (1834). The Sociological Theory of Capital: Being a Complete
Reprint of the New Principles of Political Economy. Macmillan.

Reddy, P. V., Wrzaczek, S., & Zaccour, G. (2016). Quality Effects in Different

Advertising Models - An Impulse Control Approach. European Journal
of Operational Research, 255(3), 984–995.

Reyniers, D. J. & Tapiero, C. S. (1995). The Delivery and Control of

Quality in Supplier-Producer Contracts. Management Science, 41(10),

1581–1589.

Ringbeck, J. (1985). Mixed Quality and Advertising Strategies Under Asym-

metric Information. Optimal Control Theory and Economic Analysis, 2,

197–214.

Roselli, M. & De Giovanni, P. (2012). Recent Developments in the Differen-

tial Equations of Design and Conformance Quality. International Journal
of Decision Sciences, Risk and Management, 4(1-2), 163–174.

Rubel, O., Naik, P. A., & Srinivasan, S. (2011). Optimal Advertising when

Envisioning a Product-Harm Crisis. Marketing Science, 30(6), 1048–

1065.

Rubel, O. & Zaccour, G. (2007). A Differential Game of a Dual Distribution

Channel. In S. Jørgensen, M. Quincampoix, & T. L. Vincent (Eds.),

Advances in Dynamic Game Theory: Numerical Methods, Algorithms,
and Applications to Ecology and Economics (pp. 547–568). Boston, MA:

Birkhäuser Boston.

Rubio, S. J. (2006). On Coincidence of Feedback Nash Equilibria and

Stackelberg Equilibria in Economic Applications of Differential Games.

Journal of Optimization Theory and Applications, 128(1), 203–220.



140

Samuelson, P. A. (1937). A Note on Measurement of Utility. The Review of
Economic Studies, 4(2), 155–161.

Seierstad, A. (2013). Optimal Oil-Owner Behavior in Piecewise Determin-

istic Models. Journal of Calculus of Variations, 2013. Article ID 368096.

Senior, N. W. (1836). An Outline of the Science of Political Economy. Clowes

& Sons.

Sethi, S. P. (1973). Optimal Control of the Vidale-Wolfe Advertising Model.

Operations Research, 21(4), 998–1013.

Sethi, S. P. (1977). Dynamic Optimal Control Models in Advertising: A

Survey. SIAM Review, 19(4), 685–725.

Sethi, S. P. (1983). Deterministic and Stochastic Optimization of a Dynamic

Advertising Model. Optimal Control Applications and Methods, 4(2),

179–184.

Sethi, S. P. & Thompson, G. L. (2000). Applications to Marketing, (pp.

185–215). Boston, MA: Springer US.

Shapiro, B. P. (1977). Can Marketing and Manufacturing Co-Exist. Harvard
Business Review, 55(5), 104.

Sorger, G. (1989). COMPETITIVE DYNAMIC ADVERTISING A Modi-

fication of the Case Game. Journal of Economic Dynamics and Control,
13(1), 55–80.

Souiden, N. & Pons, F. (2009). Product Recall Crisis Management: the Im-

pact on Manufacturer’s Image, Consumer Loyalty and Purchase Intention.

Journal of Product & Brand Management, 18(2), 106–114.

Strotz, R. H. (1955). Myopia and Inconsistency in Dynamic Utility Maxi-

mization. Review of Economic Studies, 23(3), 165–180.

Tapiero, C. S. (1979). A Generalization of the Nerlove-Arrow Model to

Multi-Firms Advertising Under Uncertainty. Management Science, 25(9),

907–915.



Bibliography 141

Thaler, R. (1981). Some Empirical Evidence on Dynamic Inconsistency.

Economics Letters, 8(3), 201–207.

Thompson, G. L. & Teng, J.-T. (1984). Optimal Pricing and Advertising

Policies for New Product Oligopoly Models. Marketing Science, 3(2),

148–168.

van der Ploeg, F. (2014). Abrupt Positive Feedback and the SOcial Cost of

Carbon. European Economic Review, 67, 28–41.

Van Heerde, H., Helsen, K., & Dekimpe, M. G. (2007). The Impact of

a Product-Harm Crisis on Marketing Effectiveness. Marketing Science,

26(2), 230–245.

Vidale, M. L. & Wolfe, H. B. (1957). An Operations-Research Study of

Sales Response to Advertising. Operations Research, 5(3), 370.

Vörös, J. (2006). The Dynamics of Price, Quality and Productivity Improve-

ment Decisions. European Journal of Operational Research, 170(3),

809–823.

Wang, Q. & Wu, Z. (2001). A Duopolistic Model of Dynamic Competitive

Advertising. European Journal of Operational Research, 128(1), 213–

226.

Wang, Q. & Wu, Z. (2007). An Empirical Study on the Lanchester Model

of Combat for Competitive Advertising Decisions. European Journal of
Operational Research, 183(2), 871–881.

Wang, S., Hu, Q., & Liu, W. (2017). Price and Quality-Based Competition

and Channel Structure with Consumer Loyalty. European Journal of
Operational Research, 262(2), 563–574.

Xue, M., Zhang, J., Tang, W., & Dai, R. (2017). Quality Improvement and

Pricing with Reference Quality Effect. Journal of Systems Science and
Systems Engineering, 26(5), 665–682.

Zhang, J., Gou, Q., Liang, L., & Huang, Z. (2013). Supply Chain Coor-

dination Through Cooperative Advertising with Reference Price Effect.

Omega, 41(2), 345–353.


	LIJUE LU_COVER
	PhD Thesis Lu

