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Abstract

In this master thesis, the possibility of a connection between spacetime dynamics (driven by the Einstein equations) and thermodynamics is discussed. Some known results, like the Raychaudhuri equation or the Unruh effect are reviewed in order to make the presentation self-contained.

The Einstein equations are derived in two different ways from thermodynamic arguments. The first one (Section 3) uses the thermodynamic relation $\delta Q = TdS$, together with the proportionality of entropy and horizon area. In the second derivation (Section 4), the Einstein equations are derived from an hypothesis about entanglement entropy in a maximally symmetric spacetime.

Some questions regarding the implications of this thermodynamic interpretation of spacetime are discussed as a conclusion of the thesis.
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1 Introduction

One of the most surprising results of Albert Einstein’s general theory of relativity was the existence of black holes, regions of spacetime where gravity is so strong, that nothing, even light, could escape. The interior of a black hole is separated from the rest of the universe by an event horizon. This means that any particle, massive or massless, that is located inside the black hole, will never be able to escape, and is doomed to reach a singularity in its future, where its proper time suddenly ends and the known theories of physics stop to work.

When Stephen Hawking studied black holes from a more mathematical point of view, he found an interesting result: the area of the event horizon never decreases with time and, in general, it will increase. This implies that, if two black holes collide and merge, the area of the final black hole will be larger than the sum of areas of the colliding black holes.

This behavior is analogous to the behavior of entropy in thermodynamic systems, where the Second Law of Thermodynamics says that the entropy of a system can never decrease, and that the total entropy of a system is larger than the entropy of its subsystems:

Second Law of Black Hole Mechanics:
\[ \delta A \geq 0 \]

Second Law of Thermodynamics:
\[ \delta S \geq 0 \]

This analogy is more evident with the First Law of Black Hole Mechanics, which relates the change in mass of a black hole with the change in area of the horizon and the change in angular momentum and electric charge. From here one can see that if the area of the event horizon is analogous to the entropy, then the surface gravity \( \kappa \) is analogous to the temperature:

First Law of Black Hole Mechanics:
\[ \delta E = \frac{\kappa}{8\pi} \delta A + \Omega \delta J + \Phi \delta Q \]

First Law of Thermodynamics:
\[ \delta E = T \delta S + P \delta V \]

There is even a Zeroth Law of Black Hole Mechanics:
Zeroth Law of Black Hole Mechanics:

\( \kappa \) is the same along the horizon in a time-independent black hole.

Zeroth Law of Thermodynamics:

Temperature is the same in all points in a system in thermal equilibrium.

Because of these similarities, Bekenstein proposed that the entropy of a black hole should be proportional to the area of the event horizon, and proposed the Generalized Second Law \[1\]: the sum of the entropy of the black hole and the entropy of the matter outside the black hole never decreases.

The fact that black holes have temperature and entropy implies that they should radiate, but this was completely against the classical picture of black holes. One of the most important results in theoretical physics during the last century was the one obtained by Stephen Hawking in 1974, when he found that, when quantum effects around a black hole are considered, it radiates thermally at the so-called Hawking temperature \[2\]:

\[
T_H = \frac{1}{8\pi M} \tag{1.1}
\]

Another important result is that this thermal behavior is not exclusive of black hole horizons. In 1976, W.G. Unruh demonstrated the following: the vacuum state, defined by inertial observers, has a thermal character for uniformly accelerated observers with proper acceleration \(a\) (Rindler observers) at the Unruh temperature \[3, 4\]:

\[
T = \frac{\hbar a}{2\pi} \tag{1.2}
\]

This means that, around any event, in any spacetime, there is a class of observers that will perceive the spacetime as hot. This thermal character of spacetime (not only for black hole horizons) will be of great importance for the following sections.

Moreover, this thermodynamic interpretation of spacetime invokes some questions about the structure of spacetime at smallest scales. From standard thermodynamics it is known that a macroscopic system like, for example, a gas, can be described with some thermodynamic variables, like the temperature or the entropy, but for a long time, the real meaning of these variables was unknown. It was Boltzmann who gave an explanation to these variables, essentially saying “if you can heat it, it has microscopic degrees of freedom”. Before that, it was considered that matter was continuous even at the smallest scales, and the concepts of heat and temperature were
added “by hand”. Boltzmann used the discrete interpretation of matter and found that the thermodynamic phenomena were related with the averages of the properties of these microscopic degrees of freedom.

This is profound. It tells that the existence of microscopic degrees of freedom leaves a signature at macroscopic scales, in the form of temperature and heat. Then, if spacetime is seen as hot by some observers, what are the microscopic degrees of freedom that give raise to the temperature and the entropy? There are many approaches that try to give an interpretation to these microscopic degrees of freedom [5, 6], but there is not a clear answer yet. What seems reasonable is that, if spacetime is, at its deepest level, a thermodynamic entity, we should be able to derive the equations that drive its evolution (the Einstein equations) from a purely thermodynamic point of view.

This is what we will do in Sections (3) and (4). In Section (3), the Einstein equations are derived from the thermodynamic relation $\delta Q = T dS$ and the proportionality of the entropy and horizon area, working from the point of view of a Rindler observer in the neighbourhood of the causal horizon of the Rindler space.

In Section (4), an alternative derivation of the Einstein equations will be given, based in the assumption that the entanglement entropy in a geodesic ball is maximal when the geometry and the quantum fields are varied from maximal symmetry.

Section (2) includes some of the conceptual ideas and equations that will be necessary for the two derivations.

In Section (5), some comments about the derivations and some questions about the implications of them are considered, while Section (6) contains the main conclusions of the thesis.
2 Basic previous topics

This section contains some topics that will be necessary to have in mind during the two derivations of the Einstein equations in the following sections. Here we will briefly talk about the Raychaudhuri equation, Rindler space, the Unruh effect, and entanglement entropy.

2.1 Raychaudhuri equation

The Raychaudhuri equation is an evolution equation for what is called the expansion of a congruence of geodesics. In order to understand the meaning of the expansion (and two more quantities that appear in the equation, the shear and rotation), it is useful to think first about the kinematics of a deformable medium.

Suppose, in a purely Newtonian context, a two-dimensional medium, with some internal motion whose dynamics are not of our interest. From a purely kinematic point of view, we can always write that, for an infinitesimal displacement $\xi^a$ from a reference point $O$,

$$\frac{d\xi^a}{dt} = B^a_{\ b}(t)\xi^b + O(\xi^2)$$  \hspace{1cm} (2.1)

for some tensor $B^a_{\ b}$, which depends on the internal dynamics of the medium. For short intervals of time,

$$\xi^a(t_1) = \xi^a(t_0) + \Delta\xi^a(t_0)$$  \hspace{1cm} (2.2)

where

$$\Delta\xi^a(t_0) = B^a_{\ b}(t_0)\xi^b(t_0)\Delta t + O(\Delta t^2)$$  \hspace{1cm} (2.3)

and $\Delta t = t_1 - t_0$. To describe the action of $B^a_{\ b}$ we will consider the situation that $\xi^a(t_0) = r_0(\cos \phi, \sin \phi)$; that is, a circle of radius $r_0$ in the two-dimensional medium.

Expansion

Suppose that $B^a_{\ b}$ is a pure-trace matrix, i.e., proportional to the identity, with the form

$$B^a_{\ b} = \begin{pmatrix} \frac{1}{2}\theta & 0 \\ 0 & \frac{1}{2}\theta \end{pmatrix}$$

In this case, $\Delta\xi^a = \frac{1}{2}\theta r_0\Delta t(\cos \phi, \sin \phi)$, which corresponds to a change in the circle’s radius by an amount $\frac{1}{2}\theta r_0\Delta t$. The corresponding change in area is given by
\[ \Delta A = A_1 - A_0 = \pi r_0^2 \theta \Delta t \quad (2.4) \]

This means that

\[ \theta = \frac{1}{A_0} \frac{\Delta A}{\Delta t} \quad (2.5) \]

\( \theta \) measures the fractional change of area per unit time, and is called the expansion parameter.

**Shear**

Suppose now that \( B^a_b \) is symmetric and trace-free:

\[ B^a_b = \begin{pmatrix} \sigma_+ & \sigma_x \\ \sigma_x & -\sigma_+ \end{pmatrix} \]

In this case, \( \Delta \xi^a = r_0 \Delta t (\sigma_+ \cos \phi + \sigma_x \sin \phi, -\sigma_+ \sin \phi + \sigma_x \cos \phi) \). If \( \sigma_x = 0 \), we have an ellipse with the major axis oriented in the \( \phi = 0 \) direction. If \( \sigma_+ = 0 \), what we have is an ellipse oriented in the \( \phi = \pi/4 \) direction. The general situation is an ellipse oriented along an arbitrary direction. The area of the figure is not affected by the action of \( B^a_b \). What we have is a shearing of the figure, and the parameters \( \sigma_+ \) and \( \sigma_\times \) are called the shear parameters.

**Rotation**

Finally, if \( B^a_b \) is antisymmetric,

\[ B^a_b = \begin{pmatrix} 0 & \omega \\ -\omega & 0 \end{pmatrix} \]

we have that \( \Delta \xi^a = r_0 \omega \Delta t (\sin \phi, -\cos \phi) \), and \( \xi^a(t_1) = r_0 (\cos \phi', \sin \phi') \), with \( \phi' = \phi - \omega \Delta t \). This corresponds to an overall rotation of the original figure, keeping the area fixed. \( \omega \) is called the rotation parameter.

The most general decomposition of this tensor into algebraically irreducible components under rotations is

\[ B^a_b = \frac{1}{2} \theta \delta^a_b + \sigma^a_b + \omega^a_b \]

which can also be expressed as

\[ B_{ab} = \frac{1}{2} \theta \delta_{ab} + \sigma_{ab} + \omega_{ab} \quad (2.6) \]
where \( \theta = B^a_a \) (the expansion scalar) is the trace part of \( B_{ab} \), \( \sigma_{ab} = B_{(a,b)} - \frac{1}{2} \delta_{ab} \) (the shear tensor) is the symmetric-tracefree part of \( B_{ab} \), and \( \omega_{ab} = B_{[a,b]} \) (the rotation tensor) is the antisymmetric part of \( B_{ab} \). For a three-dimensional medium, the decomposition is the same, but with a prefactor of \( 1/3 \) instead of \( 1/2 \) in the trace term, and the interpretation of the expansion, shear and rotation are the same, but changing the area by the volume.

Once the classical 2-dimensional medium has been introduced, we can move now to the study of congruences of (for now, timelike) geodesics.

Let \( \mathcal{O} \) be an open region of spacetime. A congruence of geodesics in \( \mathcal{O} \) is a family of geodesics such that through each point in \( \mathcal{O} \) passes one and only one geodesic from this family. We will assume that the geodesics are timelike. We are interested in the evolution of the deviation vector \( \xi^a \) between two neighbouring geodesics in the congruence as a function of the proper time \( \tau \) (see Figure 1).

\[ \text{Figure 1: Two neighboring geodesics, with a deviation vector } \xi^a \text{ as a function of } \tau. \]

Let \( u^a \) be the (timelike) tangent vector to the geodesics. Then, the spacetime metric \( g_{ab} \) can be decomposed in a longitudinal part \( -u_a u_b \) and a transverse part \( h_{ab} \),

\[ h_{ab} = g_{ab} + u_a u_b \quad (2.7) \]

The transverse metric \( h_{ab} \) is purely spatial, in the sense that it is orthogonal to \( u^a \). We introduce now the tensor field

\[ B_{ab} = \nabla_b u_a \quad (2.8) \]
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This tensor determines the evolution of the deviation vector $\xi^a$. To see this, note that from $u^b \nabla_b \xi^a = \xi^b \nabla_b u^a$ we obtain

$$u^b \nabla_b \xi^a = B^a_{\ b} \xi^b \tag{2.9}$$

That is, $B^a_{\ b}$ measures the failure of $\xi^a$ to be parallel transported along the congruence. Equation (2.9) is analogous to (2.1), and therefore we can decompose the tensor $B^a_{\ b}$ in the same way as before, with the same interpretation for the different terms that appear:

$$B^a_{\ b} = \frac{1}{3} \theta h_{a\ b} + \sigma_{a\ b} + \omega_{a\ b} \tag{2.10}$$

In order to find the evolution equation for the expansion $\theta$, we can start by finding an evolution equation for $B^a_{\ b}$:

$$u^c \nabla_c B^a_{\ b} = u^c (\nabla_b \nabla_c u_a - R_{adbe} u^d) = u^c \nabla_b \nabla_c u_a - R_{adbe} u^d \tag{2.11}$$

Taking the trace of this equation, we obtain

$$\frac{d\theta}{d\tau} = -B^a_{\ b} B^b_{\ a} - R_{ab} u^a u^b \tag{2.12}$$

Now, from the definition of $B^a_{\ b}$, we find that $B^a_{\ b} B^b_{\ a} = \frac{1}{3} \theta^2 + \sigma^a \sigma^a - \omega^a \omega^a$, so (2.12) becomes

$$\frac{d\theta}{d\tau} = -\frac{1}{3} \theta^2 - \sigma^a \sigma^a + \omega^a \omega^a - R_{ab} u^a u^b \tag{2.13}$$

which is known as the Raychaudhuri equation, and gives the evolution of the expansion parameter $\theta$ for a congruence of timelike geodesics. For the case of null geodesics, which is the one that will be of interest in the following sections, the line of argument is the same as for timelike geodesics, but the calculation is a bit more tedious because of the difficulty to precisely define the transverse spacetime. In the above case it was simply the spatial components, but in the case of null geodesics, if $k^a$ is the (null) tangent vector to the geodesics, the orthogonal space to $k^a$ includes $k^a$ because it is orthogonal to itself. Once this technical part is solved, the logic...
of the derivation and the result are very similar. The Raychaudhuri equation for a congruence of null geodesics reads:

\[
\frac{d\theta}{d\lambda} = -\frac{1}{2} \theta^2 - \sigma^{ab} \sigma_{ab} + \omega^{ab} \omega_{ab} - R_{ab} k^a k^b
\]  

(2.14)

2.2 Rindler space

The Rindler space is introduced when one is interested in the motion of an accelerated observer in flat spacetime. This will be necessary in Section 3, where the whole argumentation line will be centered from the perspective of an accelerated observer in an approximately flat region of spacetime.

For simplicity, let’s consider the 2-dimensional Minkowski space, whose metric, in the usual \((t, x)\) coordinates is

\[
ds^2 = -dt^2 + dx^2
\]  

(2.15)

An observer moving at a uniform acceleration \(\alpha\) will follow the trajectory \(x^\mu(\tau)\) given by

\[
t(\tau) = \frac{1}{\alpha} \sinh(\alpha \tau) \tag{2.16}
\]

\[
x(\tau) = \frac{1}{\alpha} \cosh(\alpha \tau) \tag{2.17}
\]

This can be checked taking into account that the components of the 4-acceleration

\[
a^\mu = \frac{D^2 x^\mu}{d\tau^2} = \frac{d^2 x^\mu}{d\tau^2}
\]  

(2.18)

where the covariant derivative is equal to the ordinary derivative because the Christoffel symbols vanish in these coordinates, are given by

\[
a^t = \alpha \sinh(\alpha \tau) \tag{2.19}
\]

\[
a^x = \alpha \cosh(\alpha \tau) \tag{2.20}
\]

In this way, the magnitude of the acceleration is

\[
\sqrt{a_\mu a^\mu} = \sqrt{-\alpha^2 \sinh^2(\alpha \tau) + \alpha^2 \cosh^2(\alpha \tau)} = \alpha
\]  

(2.21)

Thus, this trajectory corresponds to a uniformly accelerated observer. The trajectory of this observer obeys
\[ x^2(\tau) = t^2(\tau) + \frac{1}{\alpha^2} \]  

which is an hyperboloid asymptoting to null paths \( x = -t \) in the past and \( x = t \) in the future (see Figure (2)).

Figure 2: Minkowski spacetime in Rindler coordinates. An observer with constant acceleration in the +\( x \) direction follows the hyperbolic trajectories drawn in region I. The patches \( H^+ \) and \( H^- \) act as horizons for this class of observers.

Notice from (2.22) that the larger the acceleration \( \alpha \), the closer the trajectory is to the patches \( x = -t \) and \( x = t \). This fact will be important in Section (3).

We can define new coordinates \((\eta, \xi)\) in the following way:

\[
\begin{align*}
t &= \frac{1}{a} e^{a \xi} \sinh(\alpha \eta), \\
x &= \frac{1}{a} e^{a \xi} \cosh(\alpha \eta),
\end{align*}
\]

\((x > |t|)\)  

which cover the wedge \( x > |t| \) (region I in Figure (2)). Although these are not the usual Rindler coordinates, they are the most appropriate for the derivation of the Unruh effect, which is the purpose of the next section. Notice that an accelerated observer with acceleration \( \alpha = a \) follows a world line that is given by \( \xi = \text{const} \) and \( \eta = \tau \).

In these coordinates, the metric is given by
\[ ds^2 = e^{2a\xi} (-d\eta^2 + d\xi^2) \] (2.24)

Region I, with these coordinates, is known as Rindler space (although it is only a part of Minkowski space). A Rindler observer is an observer moving along a constant acceleration path (in the diagram, this corresponds to the hyperbolic trajectories).

Because the metric components are independent of \( \eta \), the vector \( \partial_\eta \) is a Killing vector. In the \((t, x)\) coordinates, this Killing vector is

\[
\partial_\eta = \frac{\partial t}{\partial \eta} \partial_t + \frac{\partial x}{\partial \eta} \partial_x = e^{a\xi} [\cosh(a\eta) \partial_t + \sinh(a\eta) \partial_x] = a \left( x \partial_t + t \partial_x \right)
\] (2.25)

Notice that the patches \( x = -t \) and \( x = t \) \((H^- \text{ and } H^+)\) act as Killing horizons for this vector field, because its norm vanishes (only) there:

\[
V = a \left( x \frac{\partial}{\partial t} + t \frac{\partial}{\partial x} \right) \Rightarrow V_\mu V^\mu = a^2 (t^2 - x^2) = a(t + x)(t - x)
\] (2.26)

The surface gravity of this Killing horizon is

\[
\kappa = \sqrt{-\frac{1}{2} \nabla_\mu \xi^\nu \nabla_\mu \xi^\nu} = a
\] (2.27)

Although there is no gravitational field (we are in flat spacetime), the surface gravity characterizes the acceleration of the Rindler observers.

It will be convenient for the Unruh effect to define coordinates \((\eta, \xi)\) for the region IV, by flipping the signs of those defined in region I:

\[
t = -\frac{1}{a} e^{a\xi} \sinh(a\eta), \quad x = -\frac{1}{a} e^{a\xi} \cosh(a\eta), \quad (x < |t|)
\] (2.28)

### 2.3 The Unruh effect

The basic statement of the Unruh effect is that an accelerating observer in flat space will observe the Minkowski vacuum as a thermal spectrum of particles. The basic idea of this result is the fact that observers with different notions of positive and negative frequency modes will disagree on the particle content of a given state.
In flat spacetime, this problem does not arise for non-accelerated (inertial) observers. For inertial observers, we introduce a set of positive and negative frequency modes, and the fields are expressed as a combination of these modes, interpreting the operator coefficients as creation and annihilation operators. In flat spacetime we can choose a natural set of modes by demanding that they are positive-frequency modes with respect to the time coordinate. Obviously, the time coordinate is not unique, because we can perform Lorentz transformations, but the vacuum state and the number operators are invariant under these transformations.

In curved spacetime (or accelerated observers) we can find a set of modes, but we can find many other sets that are equally good, and the notion of vacuum and number operators will be very sensitive to the set we choose.

We can always find a set of orthonormal modes $f_i$, and expand the fields in terms of these modes:

$$\phi = \sum_i \left( \hat{a}_i f_i + \hat{a}_i^\dagger f_i^* \right) \quad (2.29)$$

where the operators $\hat{a}_i$ and $\hat{a}_i^\dagger$ obey the usual commutation relations. We can define a vacuum state $|0_f\rangle$, which will be annihilated by all the annihilation operators,

$$\hat{a}_i |0_f\rangle = 0, \quad \forall i \quad (2.30)$$

From this vacuum we can define an entire Fock basis, defining the excitations as the states created by the action of $\hat{a}_i^\dagger$. The number operator can be defined too,

$$\hat{n}_f = \hat{a}_i^\dagger \hat{a}_i \quad (2.31)$$

where the subscript $f$ makes reference to the fact that this operator is defined with respect to the set of modes $f_i$. But we can find another complete basis with respect to which expand the fields,

$$\phi = \sum_i \left( \hat{b}_i g_i + \hat{b}_i^\dagger g_i^* \right) \quad (2.32)$$

where, again, $\hat{b}_i$ and $\hat{b}_i^\dagger$ obey the usual commutation relations. The vacuum state, the Fock basis, and the number operator for the $\hat{b}_i$ operators are defined in the same way as for the operators of the $f_i$ modes:

$$\hat{b}_i |0_g\rangle = 0, \quad \forall i; \quad \hat{n}_g = \hat{b}_i^\dagger \hat{b}_i \quad (2.33)$$

If one observer defines particles with respect to the set of modes $f_i$ and a different observer defines particles with respect to the set of modes $g_i$, in general they will
disagree on the number of particles they observe. To see this, we can expand each set of modes in terms of the other:

\[
g_i = \sum_j (\alpha_{ij} f_i + \beta_{ij} f_j^*)
\]  
\[
f_i = \sum_j (\alpha_{ji}^* g_j + \beta_{ji}^* g_j^*)
\]

The transformation that allows to write one set of modes in terms of the other is called Bogoliubov transformation, and the coefficients \(\alpha_{ij}, \beta_{ij}\) are called Bogoliubov coefficients, which satisfy the normalization conditions

\[
\sum_j (\alpha_{ij} \alpha_{jk}^* - \beta_{ik} \beta_{jk}^*) = \delta_{ij}
\]  
\[
\sum_j (\alpha_{ik} \beta_{jk} - \beta_{ik} \alpha_{jk}) = 0
\]

and can be used to relate not only the modes, but also the operators:

\[
\hat{a}_i = \sum_j \left( \alpha_{ij} \hat{b}_j + \beta_{ji}^* \hat{b}_j^\dagger \right)
\]  
\[
\hat{b}_i = \sum_j \left( \alpha_{ij}^* \hat{a}_j - \beta_{ij} \hat{a}_j^\dagger \right)
\]

The discrepancy on the number of particles can be seen from the following calculation: imagine that the system is in the \(f\)-vacuum (in which the observer using the \(f_i\) modes would not see any particle). We want to know the number of particles that an observer using the \(g\)-modes will observe. Then, we compute the expectation value of the \(g\) number operator in the \(f\)-vacuum:
\[ \langle 0_f | \hat{n}_g | 0_f \rangle = \langle 0_f | \hat{b}^*_k \hat{b}_k | 0_f \rangle = \langle 0_f | \sum_{jk} \left( \alpha_{ij} \hat{a}^*_j - \beta_{ij} \hat{a}_j \right) \left( \alpha_{ik} \hat{a}_k - \beta^*_{ik} \hat{a}^*_k \right) | 0_f \rangle = \sum_{jk} \beta_{ij} \beta^*_{ik} \langle 0_f | \hat{a}^*_k \hat{a}_j \delta_{jk} | 0_f \rangle = \sum_{jk} \beta_{ij} \beta^*_{ik} \delta_{jk} \langle 0_f | 0_f \rangle = \sum_{j} |\beta_{ij}|^2 \] 

(2.40) 

\[ \Rightarrow \langle 0_f | \hat{n}_g | 0_f \rangle = \sum_j |\beta_{ij}|^2 \] 

(2.41) 

In general, this coefficient does not vanish: an observer that defines particles with respect to the \( g \)-modes will detect particles where the observer that defines particles with respect to the \( f \)-modes will see the vacuum. 

This can be applied to the case of an accelerated observer in flat spacetime (Rindler observer). For simplicity, we will consider a massless Klein-Gordon field in 2 dimensions. The Klein-Gordon equation in Rindler coordinates takes the form 

\[ \Box \phi = e^{-2a\xi} \left( -\partial^2_\eta + \partial^2_\xi \right) \phi = 0 \] 

(2.42) 

which admits as solutions normalized plane waves of the form 

\[ g_k = \frac{1}{\sqrt{4\pi \omega}} e^{-i\omega \eta + ik \xi} \] 

(2.43) 

with \( \omega = |k| \). Because the choice of coordinates for regions I and IV needed a difference of sign between them, we need to define two sets of modes, one for each of the two regions [7]: 

\[ g_k^{(1)} = \begin{cases} \frac{1}{\sqrt{4\pi \omega}} e^{-i\omega \eta + ik \xi} & \text{I} \\ 0 & \text{IV} \end{cases} \]
\[ g^{(2)}_k = \begin{cases} 0 & \frac{1}{\sqrt{4\pi \omega}} e^{+i\omega \eta + ik\xi} \text{ I} \\ \text{IV} & \end{cases} \]

In this way, each set of modes is positive-frequency with respect to the corresponding future-directed timelike Killing vector,

\[
\partial_\eta g^{(1)}_k = -i\omega g^{(1)}_k \\
\partial_{(-\eta)} g^{(2)}_k = -i\omega g^{(2)}_k
\]

Introducing the corresponding creation and annihilation operators for each region, the field can be expressed as

\[
\phi = \int dk \left( \hat{b}^{(1)}_k g^{(1)}_k + \hat{b}^{(1)*}_k g^{(1)*}_k + \hat{b}^{(2)}_k g^{(2)}_k + \hat{b}^{(2)*}_k g^{(2)*}_k \right)
\]

The modes to which we will compare them will be the usual Minkowski modes, which expand the field as

\[
\phi = \int dk \left( \hat{a}_k f_k + \hat{a}^\dagger_k f^*_k \right)
\]

The proper normalized version of these modes is [7]

\[
\hat{a}_k |0_M\rangle = 0 \\
\hat{b}_k^{(1)} |0_R\rangle = \hat{b}_k^{(2)} |0_R\rangle = 0
\]

The next step now is to compute the Bogoliubov coefficients relating both sets of modes, and compute the expectation value of the Rindler number operator in the Minkowski vacuum. This is a bit tedious, and the usual procedure is the following: instead of using the previously defined Rindler modes, we will take a set of modes \(h^{(1)}_k\), \(h^{(2)}_k\) that share the same vacuum state as the Minkowski modes (but the excited states are different). The way to do this is to start with the Rindler modes, analytically extend them to the entire spacetime, and express them in terms of the original Rindler modes.

Then, the field will be expanded as

\[
\phi = \int dk \left( \hat{c}^{(1)}_k h^{(1)}_k + \hat{c}^{(1)*}_k h^{(1)*}_k + \hat{c}^{(2)}_k h^{(2)}_k + \hat{c}^{(2)*}_k h^{(2)*}_k \right)
\]

The properly normalized version of these modes is [7]
\[ h_k^{(1)} = \frac{1}{\sqrt{2 \sinh \left( \frac{\pi \omega}{a} \right)}} \left( e^{\pi \omega/2a} g_k^{(1)} + e^{-\pi \omega/2a} g_{-k}^{(2)*} \right) \]  

(2.51)

\[ h_k^{(2)} = \frac{1}{\sqrt{2 \sinh \left( \frac{\pi \omega}{a} \right)}} \left( e^{\pi \omega/2a} g_k^{(2)} + e^{-\pi \omega/2a} g_{-k}^{(1)*} \right) \]  

(2.52)

Just like before, the Bogoliubov coefficients allow to relate also the creation and annihilation operators:

\[ \hat{b}_k^{(1)} = \frac{1}{\sqrt{2 \sinh \left( \frac{\pi \omega}{a} \right)}} \left( e^{\pi \omega/2a} \hat{c}_k^{(1)} + e^{-\pi \omega/2a} \hat{c}_{-k}^{(2)*} \right) \]  

(2.53)

\[ \hat{b}_k^{(2)} = \frac{1}{\sqrt{2 \sinh \left( \frac{\pi \omega}{a} \right)}} \left( e^{\pi \omega/2a} \hat{c}_k^{(2)} + e^{-\pi \omega/2a} \hat{c}_{-k}^{(1)*} \right) \]  

(2.54)

In this way, the Rindler number operator in region I,

\[ \hat{n}_R^{(1)}(k) = \hat{b}_k^{(1)*} \hat{b}_k^{(1)} \]  

(2.55)

can be expressed in terms of the new operators \( \hat{c}_k^{(1,2)} \), and because they share the same vacuum state as the Minkowski modes, we have that

\[ \hat{c}_k^{(1)} |0_M\rangle = \hat{c}_k^{(2)} |0_M\rangle = 0 \]  

(2.56)

The fact that the excited states do not coincide is not a problem, because we are only interested in what the Rindler observer sees when the state is the Minkowski vacuum. For a Rindler observer in region I, the expectation value of the number operator will be

\[
\langle 0_M | \hat{n}_R^{(1)}(k) |0_M\rangle = \langle 0_M | \hat{b}_k^{(1)*} \hat{b}_k^{(1)} |0_M\rangle \\
= \frac{1}{2 \sinh \left( \frac{\pi \omega}{a} \right)} \langle 0_M | e^{-\pi \omega/2a} \hat{c}_{-k}^{(1)*} \hat{c}_{-k}^{(1)} |0_M\rangle \\
= \frac{e^{-\pi \omega/2a}}{2 \sinh \left( \frac{\pi \omega}{a} \right)} \langle 0_M | \hat{c}_{-k}^{(1)*} \hat{c}_{-k}^{(1)} |0_M\rangle \\
= \frac{1}{e^{2\pi \omega/2a} - 1} 
\]

(2.57)

This result corresponds to a Planck spectrum with temperature
\[ T = \frac{a}{2\pi} \]  

Thus, a uniformly accelerated observer through the Minkowski vacuum will detect a thermal flux of particles.

### 2.4 Entanglement entropy

In order to conceptually understand entanglement entropy, it is useful to first take a look to the following discrete problem [8]: imagine a lattice model, with discrete degrees of freedom located at the lattice sites, which are separated a distance \( \epsilon \) (see Figure (3)). At each site (labeled by \( \alpha \)) we have a finite-dimensional Hilbert space \( \mathcal{H}_\alpha \) (for instance, a qubit per site). A pure quantum state of the system can be written as

\[ |\Psi\rangle \in \bigotimes_\alpha \mathcal{H}_\alpha \]  

![Figure 3](image)

Figure 3: Discrete lattice system, with a Hilbert space at each place. The grey region is called \( \mathcal{A} \), while \( \mathcal{A}^c \) is its complementary, separated by the boundary \( \partial \mathcal{A} \). The distance between places is \( \epsilon \).

We can divide the lattice system into two complementary subsystems, namely \( \mathcal{A} \) and \( \mathcal{A}^c \), separated by the boundary \( \partial \mathcal{A} \), which we shall call the entangling surface,
as can be seen in Figure [3]. The Hilbert space of the total system has been split into the direct product of two Hilbert spaces,

\[ \otimes_{\alpha} \mathcal{H}_{\alpha} = \mathcal{H}_A \otimes \mathcal{H}_{A^c} \]  

(2.60)

Now, one can construct the reduced density matrix of the subsystem \( \mathcal{A} \), which is constructed by tracing out the degrees of freedom of \( \mathcal{A}^c \):

\[ \rho_A = \text{Tr}_{A^c}(|\Psi\rangle \langle \Psi|) \]  

(2.61)

If the state \( |\Psi\rangle \) is factorized when the system is split, then we will have a pure state in \( \mathcal{H}_A \). However, if the state can not be written as a direct product of states from the two subsystems, the state is entangled and the density matrix gives the probabilities for the occurrence of the states in \( \mathcal{H}_A \). The amount of entanglement that exists in \( |\Psi\rangle \) when the system is split is quantified by the Von-Neumann entropy of the reduced density matrix, or entanglement entropy, which is given by

\[ S_A = -\text{Tr}(\rho_A \log \rho_A) \]  

(2.62)

In a discrete system, this can be computed diagonalizing the density matrix and obtaining its eigenvalues \( \lambda_i \). Then, the entanglement entropy is simply

\[ S_A = -\sum_i \lambda_i \log \lambda_i \]  

(2.63)

Because \( |\Psi\rangle \) is a pure state, it can be decomposed via the Schmidt decomposition, \( |\Psi\rangle = \sum_i \lambda_i |\alpha_i\rangle_A |\beta_i\rangle_{A^c} \). This tells us that non-trivial eigenvalues of \( \rho_A \) are the same as those of \( \mathcal{A}^c \). Then, the traces are the same, and the entanglement entropies are also the same:

\[ S_A = S_{A^c} \]  

(2.64)

The fact that the entropy is the same for both regions means that it can not depend on the size of each region, but only on the degrees of freedom shared by the two regions. That is, it must be proportional to the area of the boundary \( \partial \mathcal{A} \) instead of being proportional to the volume of the regions, as it would be expected in classical thermodynamic systems.

The continuum limit of this system can be defined as taking the limit \( \epsilon \to 0 \). When this is done, the result for the entropy is sensitive to the ultra-violet (UV) physics, as we should expect.

For a d-dimensional free field theory, the entropy is a UV-divergent quantity, with the leading term being proportional to the area of the entangling surface [8]:
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\[ S_A = \gamma \frac{\text{Area}(\partial A)}{\epsilon^{d-2}} + \ldots \] (2.65)

where \( \gamma \) is a constant that depends on the model used. This quantity is divergent when \( \epsilon \to 0 \) unless there is some physical UV cutoff (presumably, of the order of the Planck scale), with which the entropy would be finite and proportional to \( A/L_p^2 \), matching with the Bekenstein-Hawking entropy for black holes [9–12]. Thus we shall assume in all cases that due to the UV physics, the entanglement entropy is finite in small regions, with a leading term given by \( S = \eta A \).

Another important quantity that will be useful is the relative entropy. Given two density matrices \( \rho \) and \( \sigma \), we can define the relative entropy,

\[
S(\rho||\sigma) = \text{Tr}(\rho \log \rho) - \text{Tr}(\rho \log \sigma)
\] (2.66)

which gives information about the distinguishability between the two density matrices. An important property of the relative entropy is that it is always positive or equal to zero, being equal to zero only when the two density matrices are the same. We can define the modular hamiltonian as

\[
K_\rho = -\log \rho
\] (2.67)

and rewrite the relative entropy as

\[
S(\rho||\sigma) = \text{Tr}(\rho \log \rho) - \text{Tr}(\rho \log \sigma) + \text{Tr}(\sigma \log \sigma) - \text{Tr}(\sigma \log \sigma)
= -S(\rho) + \text{Tr}(\rho K_\sigma) - \text{Tr}(\sigma K_\sigma) + S(\sigma)
= \Delta \langle K \rangle - \Delta S
\] (2.68)

where \( \Delta S = S(\rho) - S(\sigma) \) is the entropy difference between the states, and \( \Delta \langle K \rangle = \text{Tr}(\rho K_\sigma) - \text{Tr}(\sigma K_\sigma) \) is the difference in the expectation values of the modular hamiltonian \( K_\sigma \) for \( \rho \) and \( \sigma \).

If we consider \( \sigma \) to be a reference state \( \sigma = \rho_0 \), and \( \rho \) a state close to it, we can expand the latter in a power series in a parameter \( \lambda \), \( \rho(\lambda) = \rho_0 + \lambda \rho_1 + \lambda^2 \rho_2 + \ldots \) in such a way that \( \rho(0) = \rho_0 = \sigma \). The relative entropy can be expanded as

\[
S(\rho(\lambda)||\sigma) = S(\rho(0)||\sigma) + \frac{d}{d\lambda} S(\rho(\lambda)||\sigma) \bigg|_{\lambda=0} \lambda + O(\lambda^2)
\] (2.69)

The first term is zero because of the definition of the relative entropy. The term of order \( \lambda \) is also zero, because the relative entropy is a monotonically increasing
function around $\sigma$. Thus, the relative entropy is at least quadratic in the deviation parameter. This means that, for first-order variations, we have that

$$\delta S = \delta \langle H_\sigma \rangle \quad (2.70)$$

This is known as the first law of entanglement entropy.
3 First derivation. Equilibrium thermodynamics in Rindler space

In this approach, Einstein’s equations are derived from the proportionality of entropy and horizon area, together with the thermodynamic relation $\delta Q = T dS$, relating heat, temperature and entropy (and area, due to the relation entropy $\sim$ area).

In standard thermodynamics, heat is defined as energy that flows from, or to a thermodynamic system. Here, we shall define heat as energy that flows across a causal horizon (not necessarily a black hole horizon).

In the relation $\delta Q = T dS$, we associate $\delta Q$ with an energy flux across the horizon, and we shall use that the entropy is proportional to the area of this horizon. It remains to identify the temperature $T$. Using Unruh’s results, we can take $T$ to be the Unruh temperature if we consider that the observer is in accelerated motion. Then, for consistency, the heat flow must be defined as the energy flux that this observer measures. In order to apply local equilibrium thermodynamics, two conditions must be imposed in the construction of our system:

- We need the observer to be as near as possible to the horizon. In the limit that the accelerated worldline approaches the horizon, the acceleration diverges, and so do the temperature and the energy flux, but their ratio remains finite.

- In general, the horizon will be expanding, contracting or shearing. In order to impose equilibrium, we need the expansion, shear and rotation to be zero at first order in a neighbourhood of the horizon.

The introduction of an accelerated observer gives as a natural choice for the horizon the Rindler horizon associated to this accelerated observer.

The key idea to be shown can be expressed as [13]:

“In order to satisfy the thermodynamic equilibrium relation $\delta Q = T dS$, interpreted in terms of the energy flux and area of local Rindler horizons, the gravitational lensing by matter energy must distort the causal structure of spacetime in a way that the Einstein equation holds.”

The next step is to define precisely this local causal horizon. It can be done as follows:

By means of the equivalence principle, the neighbourhood of any point $p$ can be thought as a piece of flat spacetime. Around $p$ we consider a 2-dimensional surface $\mathcal{P}$. As usual, this 2-surface will be represented as a point in the conformal diagram. The boundary of the past of $\mathcal{P}$ has two components, each of which is a null surface generated by a congruence of null generators $k^\alpha$ orthogonal to $\mathcal{P}$. The local causal
horizon is defined as one of these two components. We take $\lambda$ as the affine parameter for $k^a$, in such a way that $\lambda$ vanishes at $\mathcal{P}$ and is negative to the past of $\mathcal{P}$ (see Figure 4).

Figure 4: Rindler horizon $\mathcal{H}$ of a 2-sphere $\mathcal{P}$. The accelerated observer follows the trajectory of the Killing vector $\chi^a$. $k^a$ is the generator of the horizon.

In order to define the temperature and the heat, note that in the approximately flat region around $p$ the usual Poincaré symmetries hold. In particular, there is an approximate Killing field $\chi^a$ generating boosts orthogonal to $\mathcal{P}$ and vanishing at $\mathcal{P}$. Because we are at very short distances, the Minkowski vacuum state (or any other state) is a thermal state with temperature $T = \hbar a/2\pi$ with respect to the boost hamiltonian, where $a$ is the acceleration of this orbit. The heat flow is then defined through the boost-energy current of matter, $T_{ab}\chi^a$, where $T_{ab}$ is the stress-energy tensor.

The Killing field defining the orbits of Rindler observers coincides at the null surface with the generators for sufficiently accelerated observers. Then, in the limit that the observer is sufficiently close to the horizon, the Killing field $\chi^a$ is parallel to the horizon generator $k^a$, and, at first order, we have that $\chi^a = -\kappa \lambda k^a$ and $d\Sigma^a = k^a d\lambda dA$, where $dA$ is the area element on a cross section of the horizon \cite{6,13,14}.

Then, the heat flux is given by
\[\delta Q = \int_{\mathcal{H}} T_{ab} \chi^{a} d\Sigma^{b} = -\kappa \int_{\mathcal{H}} \lambda T_{ab} k^{a} k^{b} d\lambda dA \quad \text{(3.1)}\]

Assuming that the entropy is proportional to the area, we have that \(dS = \eta \delta A\), where \(\delta A\) is the area variation of a cross section of a pencil of generators of \(\mathcal{H}\). For now, the constant \(\eta\) is left undetermined. The area variation is given by

\[\delta A = \int_{\mathcal{H}} \theta d\lambda dA \quad \text{(3.2)}\]

where \(\theta\) is the expansion of the horizon generators.

The expression \(\delta Q = T dS \propto \delta A\) is telling that the presence of the energy flux is associated with a focussing of the horizon generators. Then, the Raychaudhuri equation (2.14) enters in the game, because it tells precisely the rate of focussing of the generators. The stationarity conditions imposed above imply that, at \(p\), both the expansion and the shear vanish\(^1\) and the Raychaudhuri equation simplifies to

\[\frac{d\theta}{d\lambda} = -R_{ab} k^{a} k^{b} \quad \text{(3.3)}\]

where the \(\theta^2\) and \(\sigma^2\) are higher-order contributions that can be neglected when integrating to find \(\theta\) around \(\mathcal{P}\). For a small interval of \(\lambda\), this integration is simply \(\theta = -\lambda R_{ab} k^{a} k^{b}\). Then,

\[\delta A = -\int_{\mathcal{H}} \lambda R_{ab} k^{a} k^{b} d\lambda dA \quad \text{(3.4)}\]

Now, from (3.4) and (3.1), we see that \(\delta Q = T dS = \frac{\hbar \kappa}{2\pi} \eta \delta A\) is valid if

\[T_{ab} k^{a} k^{b} = \frac{\hbar \eta}{2\pi} R_{ab} k^{a} k^{b} \quad \text{(3.5)}\]

is valid for all null vectors \(k^{a}\). This is equivalent to the tensorial equation

\[\frac{2\pi}{\hbar \eta} T_{ab} = R_{ab} + f g_{ab} \quad \text{(3.6)}\]

for some undetermined function \(f\). The stress-energy momentum is divergence-free, which means that the rhs of (3.6) must also be divergence-free. This gives the constraint \(f = -\frac{R}{2} + \Lambda\) for some undetermined constant \(\Lambda\). Then, we find:

\(^1\)It is always possible to find a 2-surface \(\mathcal{P}\) so that both the expansion and shear vanish in a first order neighbourhood of \(p\).
\( R_{ab} - \frac{1}{2} R g_{ab} + \Lambda g_{ab} \equiv \frac{2 \pi}{h \eta} T_{ab} \) \hspace{1cm} (3.7)

If \( \eta = \frac{1}{4G \hbar} \), as the Bekenstein-Hawking entropy formula tells, we recover the Einstein equation:

\[
R_{ab} - \frac{1}{2} R g_{ab} + \Lambda g_{ab} = 8 \pi GT_{ab}
\] \hspace{1cm} (3.8)

Thus, the Einstein equation appears from the relation \( \delta Q = T dS \), from a purely thermodynamic point of view.
4 Second derivation. Entanglement entropy

In this derivation, the Einstein equation appears as a consequence of a maximal vacuum entanglement hypothesis in a small region of spacetime. The main hypothesis can be expressed as \[15\]:

“When the geometry and quantum fields are simultaneously varied from maximal symmetry, the entanglement entropy in a small geodesic ball is maximal at fixed volume.”

The system to consider now can be defined as follows:

Consider any point $o$ of a spacetime of dimension $d$. If we choose a timelike unit vector $u^a$, we can generate a $(d - 1)$–dimensional spacelike ball $\Sigma$ of radius $l$ if we consider all the geodesics of length $l$ that leave $p$ in all directions orthogonal to $u^a$. The point $p$ is located at the center of the ball, and we call the surface of the ball $\partial \Sigma$. The region causally connected to the sphere $\Sigma$ is called the causal diamond (see Figure (5)). We will consider that the radius $l$ of the ball is much smaller than the characteristic radius of curvature of the spacetime in that region: $l \ll L_{\text{curv}}$.

![Figure 5: Causal diamond associated to a geodesic ball centered at $o$ and geodesic radius $l$.](image)

It is known that, at sufficiently short distances, all the fields look like the vacuum state. Moreover, if the condition $l \ll L_{\text{curv}}$ is satisfied, the spacetime around $p$ can be treated as flat. Then, when we perform the variations with respect to the geometry
and the quantum states, we will perform them with respect to flat space, and to the vacuum state.

A way of interpreting geometrically the Einstein equation is the following: in classical vacuum (without any matter source), any small geodesic ball of given volume has the same area as in flat spacetime. However, when there is a source of matter or energy (given by some expectation value of the stress-energy tensor), curvature causes a spatial ball of given volume to have a smaller surface area than it would have in flat spacetime. This area deficit can be computed at fixed geodesic radius, or at fixed volume. The expressions are given by \[15\]

\[
\delta A\bigg|_l = -\frac{\Omega d-2 l^d}{6(d-1)} R
\]

\[
\delta A\bigg|_V = -\frac{\Omega d-2 l^d}{2(d^2-1)} R
\]

where \( R = R_{ik} R^{ik} \) is the spatial Ricci scalar at \( p \). Note that

\[
\delta A\bigg|_l = \frac{d + 1}{3} \delta A\bigg|_V
\]

For convenience, as will be seen at the end, we will take the variations to be at fixed volume. To connect this expression with the Einstein equation, note that the spatial Ricci scalar can be related to the 00-component of the Einstein tensor as follows:

\[
G_{00} = R_{00} - \frac{1}{2} R g_{00} = \frac{1}{2} \left( R - 2 R^0_0 \right) = \frac{1}{2} R_{ik}^{\;\;ik} = \frac{1}{2} R
\]

Then, we can write

\[
\delta A\bigg|_V = -\frac{\Omega d-2 l^d}{d^2-1} G_{00}
\]

and, by virtue of the Einstein equation,

\[
\delta A\bigg|_V = -\frac{8\pi G \Omega d-2 l^d}{d^2-1} T_{00}
\]

Under a simultaneous variation of the geometry and the quantum fields, the variation of the entanglement entropy will have two contributions: a UV-contribution \( \delta S_{UV} \) from the area change when the metric is varied with respect to flat spacetime \( (\delta g_{ab}) \), and an IR-contribution \( \delta S_{IR} \) due to the variation of the fields \( (\delta |\psi\rangle) \), so we can write
\[ \delta S = \delta S_{UV} + \delta S_{IR} \tag{4.7} \]

We shall assume that the UV-part of the entanglement entropy is finite at leading order, and is proportional to the area variation computed above. That is, \( \delta S_{UV} = \eta \delta A \). As in the previous derivation, the constant \( \eta \) is left undetermined until the end.

In order to compute \( \delta S_{IR} \), we take into account that the vacuum state of any QFT, when restricted to the diamond, can be written as a thermal density matrix,

\[ \rho = \frac{1}{Z} e^{-K/T} \tag{4.8} \]

where \( T = \hbar / 2\pi \), and \( K \) is the modular hamiltonian. From this thermal density matrix, the entropy variation can be computed and it is given by \( \delta S_{IR} = \delta \langle K \rangle \).

In general, \( K \) is not a local operator, and there is not a general expression for it. However, in the case of the vacuum of a conformal field theory (CFT), the situation is different. The diamond has a conformal boost Killing vector generating it (see Figure (5)), given by

\[ \zeta = \frac{1}{2l} [(l^2 - u^2) \partial_u + (l^2 - v^2) \partial_v] \tag{4.9} \]

in null coordinates \( u, v \), or

\[ \zeta = \frac{1}{2l} [(l^2 - r^2 - t^2) \partial_t - 2rt \partial_r] \tag{4.10} \]

in the usual \( t, r \) coordinates. For the vacuum of a CFT, there is a conformal transformation relating the diamond to Rindler space and, in this case, \( K \) is equal to \( H_{\zeta} \), the Hamiltonian generating the flow of the above Killing vector \[9, 10, 16\], which means that

\[ H_{\zeta} = \frac{2\pi}{\hbar} \int_{\Sigma} T^{ab} \zeta_b d\Sigma_a \tag{4.11} \]

With the previous Killing vector on the \( t = 0 \) surface, we obtain \[10\]

\[ \delta \langle K \rangle = \frac{2\pi}{\hbar} \int_{\Sigma} \delta \langle T_{ab} \rangle \zeta^a d\Sigma^b = \frac{2\pi}{\hbar} \int \, d^{d-1} x \frac{l^2 - r^2}{2l} \delta \langle T_{00} \rangle \tag{4.12} \]

If we consider that \( \delta \langle T_{00} \rangle \) is constant within the ball, it can be taken out of the integral, and we have
\[ \delta \langle K \rangle = \frac{2\pi}{\hbar} \delta \langle T_{00} \rangle \int d^{d-1}x \frac{l^2 - r^2}{2l} \]

\[ = \frac{2\pi}{\hbar} \delta \langle T_{00} \rangle \int d\Omega_{d-2} \int_{0}^{l} r^{d-2} l^2 - r^2 dr \]

\[ = \frac{2\pi}{\hbar} \frac{\Omega_{d-2} l^d}{d^2 - 1} \delta \langle T_{00} \rangle \]  

(4.13)

This result, together with the one providing the area variation at fixed volume, gives

\[ \delta S \bigg|_{V} = \eta \delta A + \delta \langle K \rangle \]

\[ = \frac{\Omega_{d-2} l^d}{d^2 - 1} \left[ -\eta G_{00} + \frac{2\pi}{\hbar} \delta \langle T_{00} \rangle \right] \]  

(4.14)

Now, imposing the assumption that the entanglement entropy is maximal at fixed volume (that is, \( \delta S \big|_{V} = 0 \)), we obtain the relation

\[ G_{00} = \frac{2\pi}{\hbar \eta} \delta \langle T_{00} \rangle \]  

(4.15)

If we require this variation to vanish at all points and with all timelike unit vectors, we obtain a tensor equation,

\[ G_{ab} = \frac{2\pi}{\hbar \eta} \delta \langle T_{ab} \rangle \]  

(4.16)

This is the Einstein equation, provided we define the constant \( \eta \) to be \( \eta = \frac{1}{4 \pi \hbar c} \), which is the precise value required by the Bekenstein-Hawking entropy formula.

For the non-CFT case, \( K \) is not given by (4.11), and some assumptions must be made in order to find an expression for \( \delta \langle K \rangle \). The main conjecture [15] is to consider that \( \delta \langle K \rangle \) is given by

\[ \delta \langle K \rangle = \frac{\Omega_{d-2} l^d}{d^2 - 1} (\delta \langle T_{00} \rangle + \delta X) \]  

(4.17)

where \( \delta X \) is a spacetime scalar, maybe related to the trace of \( T_{ab} \). Calculations [17, 18] support this assumption, although it is still being investigated.

When the maximization of entropy is considered, one obtains
This result has a problem, because from the Bianchi identity, the lhs of (4.18) is divergence-free, and so is the term $\delta \langle T_{ab} \rangle$ because of energy-momentum conservation. This implies that $\nabla_a \delta \langle X \rangle = 0$ and, if it is related to the trace of $T_{ab}$, it is a too strong constraint.

This problem can be solved if, instead of comparing it to the Minkowski vacuum, the variations are compared to some other maximally symmetric spacetime (MSS), because any MSS seems as good candidate for the vacuum as flat spacetime. The Einstein tensor in a MSS of curvature scale $\lambda$ is given by $G_{ab}^{MSS} = -\lambda g_{ab}$. When the area variation is compared to this MSS, the area variation at fixed volume is given by the same expression as before, but replacing $G_{00}$ by $G_{00} - G_{MSS}^{00}$. The variation of entropy reads now

$$\delta S \big|_V = \eta \delta A \big|_V + \frac{2\pi}{\hbar} \delta \langle K \rangle$$
$$= \frac{\Omega_{d-2} \ell^d}{d(d-1)} \left[ -\eta (G_{00} + \lambda g_{00}) + \frac{2\pi}{\hbar} (\delta \langle T_{00} \rangle + \delta X) \right] \quad (4.19)$$

Again, when we consider that the variation vanishes at all points and with all timelike unit vectors, the equation becomes a tensorial equation,

$$G_{ab} + \lambda g_{ab} = \frac{2\pi}{\hbar \eta} (\delta \langle T_{ab} \rangle - \delta X g_{ab}) \quad (4.20)$$

Taking the divergence of this equation, the term of the Einstein tensor and the term of the stress-energy tensor vanish, because of the Bianchi identity and the conservation of energy-momentum, respectively. Then, we obtain a constraint between $\lambda$ and $\delta X$:

$$\Lambda = \frac{2\pi}{\hbar \eta} \delta X + \lambda \quad (4.21)$$

where $\Lambda$ is a spacetime constant. When this relation is plugged into (4.20), we obtain

$$G_{ab} + \Lambda g_{ab} = \frac{2\pi}{\hbar \eta} \delta \langle T_{ab} \rangle \quad (4.22)$$

$$30$$
This is the Einstein equation with a cosmological constant $\Lambda$, provided that, again, $\eta = \frac{1}{4\hbar\mathcal{G}}$, in agreement with the Bekenstein-Hawking entropy. Thus, the Einstein equations have been derived from an entanglement entropy hypothesis.
5 Comments and discussion

This section contains a discussion about some issues related to the derivations, together with some of the main questions that arise from this new interpretation of spacetime, and the possible answers (more or less satisfactory) that can be given with the current knowledge of physics.

• Why are the variations taken at fixed volume instead of at fixed geodesic radius?

In the derivation based on entanglement entropy, we have taken the variations at fixed volume “for convenience”. We argue here why this has been done.

First of all, notice that we have obtained the desired result because the geometric term $\Omega_{d-2l^d/(d^2 - 1)}$ that appears as a prefactor in both variations is the same for $\delta S_{UV}$ and $\delta S_{IR}$, and it can be factorized. Had we taken the variations at fixed geodesic radius instead of fixed volume, the terms would have not been the same.

But there are other arguments to take the variations at fixed volume. The first law of causal diamonds is a variational identity, analogous to the first law of black hole mechanics, which relates variations, away from flat spacetime, of the area, volume, and cosmological constant inside the diamond. The first law reads [19]

$$-\frac{\kappa k}{8\pi G}\delta V + \frac{V\zeta}{8\pi G}\delta \Lambda = T\delta S_{\text{gen}} \tag{5.1}$$

where $\kappa$ is the surface gravity of the Killing horizon, $k$ is the trace of the outward extrinsic curvature of the boundary $\partial \Sigma$ when embedded in $\Sigma$, and $V\zeta \equiv \int_{\Sigma} |\zeta|dV$. $\Lambda$ is the cosmological constant, $T$ is minus the Hawking temperature, and $S_{\text{gen}}$ is defined as the sum of the horizon entropy and the entanglement entropy of matter. At fixed volume and fixed cosmological constant, the first law of causal diamonds implies that the entropy is stationary when varied away from the vacuum, as it has been considered in the derivation.

• What is the best way to proceed if we want to find a quantum theory of gravity?

The fact that spacetime dynamics can be derived from thermodynamic arguments suggests the possibility that gravity is not a fundamental force, but a macroscopic result of some microscopic degrees of freedom of spacetime [20][22]. These degrees of freedom have been called by some authors as “Atoms of Spacetime”, in analogy to the standard relation between thermodynamics and statistical mechanics.
If this is the case, it explains why the quantization of General Relativity has shown to be much more problematic than for other microscopic forces.

In [21, 22], some properties that these atoms of spacetime should have are discussed, and with a particular model of atoms of spacetime for the geometric part of the action, the Einstein’s equations are recovered from a purely thermodynamic argument. Other works [23, 24] have used particular models of microstructure to recover the Hawking temperature and entropy for black holes.

- Could we obtain higher-curvature corrections to the Einstein’s equations with the thermodynamic interpretation?

The classical Einstein’s equations,

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 8\pi G T_{\mu\nu}$$  \hfill (5.2)

are derived from the Einstein-Hilbert action,

$$S = \frac{1}{16\pi G} \int \sqrt{-g} R \, d^4x$$  \hfill (5.3)

However, the Einstein-Hilbert gravity can be treated as a low-energy effective theory, so we should expect to have corrections to this action, of the form

$$S = \frac{1}{16\pi G} \int \sqrt{-g} \left( R + \alpha_1 \Lambda + \alpha_2 R^2 + \alpha_3 R_{\mu\nu} R^{\mu\nu} + \alpha_4 R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} + \ldots \right) \, d^4x$$  \hfill (5.4)

and the field equations arising from this action would contain higher-curvature terms. These terms include higher derivatives of the metric, which correspond to terms with higher and higher curvature (and a lower and lower associated curvature radius). At some point, this curvature radius is of the order of the Planck length. Thus, in a theory of quantum gravity, we expect these terms to be important. The question that arises now is: we have obtained the classical Einstein’s equations from a thermodynamic point of view. If the spacetime is really a thermodynamic entity, should we be able to obtain these higher-curvature terms in the field equations with a similar argument?

There is not a clear answer to this question. In the derivation of Section (4), in the expression for the area deficit we have neglected terms of order $l/L_{\text{curv}}$, while the next-higher-curvature correction to the field equations might be of order $(l_1/L_{\text{curv}})^2$, with $l_1$ a length scale appearing in the corresponding term in the action. To obtain this next-order term in the field equations, we need $l/L_{\text{curv}} < (l_1/L_{\text{curv}})^2 \Rightarrow l/l_1 <
$l_1/L_{\text{curv}}$. The rhs must be smaller than 1 (otherwise, the higher-order terms would dominate), which means that we need $l < l_1$. That is, the diamond must be smaller than $l_1$. If $l_1$ is, for instance, the Planck length, the diamond should be smaller than the Planck length, and the classical geometry and quantum field theory used in the derivation would not work in that regime.

There have been some attempts to find the field equations when these corrections are considered [25–27], but because of the presence of these terms, some technical difficulties appear and it is required to use non-equilibrium thermodynamics.

However, an interesting result has been found in [28]. There, they show that, for spherically symmetric systems with a horizon, the Einstein equations arising from the Einstein-Hilbert action can be put in the form of the relation $TdS = dE + PdV$, matching the entropy $S$ and the energy $E$ with the already know expressions. They go one step beyond, and do the same for the first correction to the Einstein-Hilbert action, the so-called Gauss-Bonnet correction:

$$S = \frac{1}{16\pi G} \int \sqrt{-g} \left( R + \alpha L_{\text{GB}} \right) d^4x, \quad L_{\text{GB}} = R^2 - 4R_{\mu\nu}R^{\mu\nu} + R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma}$$

(5.5)

finding again that, once the field equations are written in the form $TdS = dE + PdV$, the entropy and the energy match with the expressions obtained by other authors. Finally, they generalize this result to the complete Lanczos-Lovelock action in D dimensions, matching again the results for $S$ and $E$ with independent calculations.

These results suggest that the thermodynamic route to obtain the field equations also works for higher-curvature theories of gravity, and the quantum corrections to the Einstein-Hilbert action appear as quantum corrections for the entropy and the energy [11]. However, the microscopic structure beyond this thermodynamics remains mysterious.

- **Is it appropriate to consider the entanglement entropy to be finite at UV scales?**

As we have seen, for a d-dimentional free field theory the entanglement entropy is a UV-divergent quantity, with the leading term being proportional to the area of the entangling surface, which we rewrite here for convenience:

$$S_A = \gamma \frac{\text{Area}(\partial A)}{\epsilon^{d-2}} + ...$$

(5.6)
where $\epsilon$ is the cutoff length that is sent to 0 in the continuum limit and originates the divergences. But, because of the fact that the fields that contribute more to the entanglement entropy are those of high energy, we expect to have modifications to the background geometry. This backreaction of spacetime may lead to a finite entropy. Susskind and Uglum show in [29] that when these are considered, the divergences that appear are the same ones that appear in the renormalization of the gravitational constant $G$. When this renormalization process is done, one obtains a finite result for the entanglement entropy, with the leading term coinciding with the Bekenstein-Hawking entropy [30, 31]:

$$S_A = \frac{1}{4} \frac{\text{Area}(\partial A)}{G_R \hbar} + ...$$

(5.7)

where $G_R$ is the renormalized gravitational constant. Again, in order to understand the microscopic origin of the entanglement entropy and its divergences, a microscopic understanding of the theory is needed.

The great similarity between the entanglement entropy and the Bekenstein-Hawking entropy suggests that, maybe, black hole entropy can be originated purely from entanglement [5, 11]. This identification, however, can only be done once the divergences of entanglement entropy are properly solved, because the Bekenstein-Hawking entropy has no divergences.
6 Conclusions

After the realization of the thesis, some conclusions can be extracted:

- The analogy between thermodynamics and black holes found by Bekenstein and Hawking 50 years ago can be extended to spacetime itself. That is, spacetime is a thermodynamic entity.

- Given this thermodynamic nature of spacetime, one should be able to derive the Einstein equations from thermodynamic arguments. This has been done in two different ways: in Section 3, the Einstein equations have been derived from the thermodynamic relation $\delta Q = T dS$ near a Rindler horizon, and in Section 4 they have been derived from an hypothesis about entanglement entropy.

- This thermodynamics suggests some kind of microstructure of spacetime at smallest scales. Although there is not fully satisfactory explanation of what this microstructure is, it seems reasonable that it will be important when trying to find a complete quantum theory of gravity.
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