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1. Introduction 

 Cancer: An overview 

Cancer is a vast group of diseases characterized by the emergence of abnormal cells that 

circumvent physiological control mechanisms and proliferate in an uncontrolled manner, 

disseminating through the organism and potentially resulting in death. According to the 

World Health Organization (WHO) latest statistical report, cancer is the leading cause of 

disease-related death worldwide, with 18.1 million new cases diagnosed and over 9.6 

million deaths registered in 2018. The most frequently diagnosed cancer types 

worldwide were, listed by incidence, lung (14.5%), prostate (13.5%) and colorectal 

(10.9%) in men, and breast (24.2%), colorectal (9.5%) and lung (8.4%) in women [1]. 

Carcinogenic transformation of cells occurs as a consequence of mutagenesis, either 

occasioned by exogenous factors, such as radiation, chemicals or viral infections; or 

endogenous factors, such as inherited mutations or defective hormonal or 

immunological responses [2]. Due to these, specific somatic mutations can enable genes 

that promote uncontrolled proliferation and malignant transformation (oncogenes) and 

disable genes that prevent the survival of dysfunctional cells and contribute to healthy 

cell physiology (tumor suppressor genes). 

Once this state is achieved, sustained high rates of uncontrolled mutagenesis and 

aberrant signaling can drive further development of proliferating cancer cells and tumor 

progression, in a process that formally resembles Darwinian evolution [3]. In this context, 

cancer cells are constantly challenged by different selective pressures: achieving higher 

proliferation rates and anabolic efficiencies [4]; being capable of surviving in hypoxic or 

nutrient-limited environments [5]; resisting chemotherapeutic treatments [6] or gaining 

the ability to spread through the organism and encounter more favorable niches, a 

process commonly referred to as metastasis [7].  

Cancer cells become adapted to these harsh environments and succeed in fulfilling their 

situational energetic and biosynthetic needs mainly by reprogramming their metabolism, 
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the set of chemical transformations that a cell can perform [8]. Characterizing the 

metabolic reprogramming that cancer cells display to survive and thrive in each situation 

(e.g., nutrient scarcity, drug resistance or invasion and metastasis) leads to rationally-

designed therapies that target essential metabolic adaptations for cancer cell survival 

and proliferation, in an approach that can be termed as “metabolic therapy” [8]. 

However, with such a significant amount of selective pressures, more than one 

dominant cell subpopulation may emerge, leading to heterogeneity within the tumor. 

Through the acquisition of different mutations or the activation of various epigenetic 

and cell signaling programs, cancer cells can differ in proliferation, metabolic profile, 

pluripotency, motility, adherence, and, ultimately, acquire different specialized 

functions that collectively contribute to the persistence of the tumor [9]. Indeed, tumor 

heterogeneity emerges from at least two different sources: (I) the parallel clonal 

evolution leading to subpopulations harboring different mutations [3], and (II) the 

hierarchical organization that emerges as pluripotent cancer cells, termed as cancer 

stem cells (CSCs), give rise to even more tumor subpopulations by multiple events of 

differentiation and transdifferentiation [10]. 

In turn, all these different tumor subpopulations, originated either from parallel clonal 

evolution or differentiation of CSCs, can eventually interact between them and with the 

tumor microenvironment (TME) in synergistic manners [11], collectively contributing to 

the persistence and development of the tumor, its metastatic dissemination or to the 

acquisition of resistance to chemotherapy [9]. In consequence, only the characterization 

of the different subpopulations in the tumor and the design of specific or combination 

therapies to target each of them can result in an effective solution for cancer treatment.  

The present work focuses on the metabolic characterization of the two main 

battlefronts in which cancer therapy fails and leads to tumor relapse: metastatic 

progression and drug resistance. Together, metastasis and resistance to chemotherapy 

are the leading causes of cancer death [7,12]. Our approach will include the study of 

isogenic models subjected to different selective pressures to acquire metastatic, 

invasive, or drug-resistant metabolic phenotypes. Metabolic reprogramming associated 

to each of them will be investigated, and the crossroads between the metabolic 
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adaptations tied to metastasis and drug-resistance will be interrogated in a quest to find 

common vulnerabilities and common potential targets. 

 Cancer features 

The most successful attempt to systematize all the available knowledge gathered by 

cancer research is undeniably the classification of cancer features proposed by Hanahan 

and Weinberg in 2000 [13], which was revisited and expanded by themselves in 2011 

[14] and further nuanced by many others thereafter [15–17].  

According to this, the most salient features, or hallmarks, of cancer are: sustaining 

proliferative signaling, evading growth suppressors, enabling replicative immortality, 

resisting cell death, avoiding immune destruction, deregulating cellular energetics, 

activating invasion and metastasis and inducing angiogenesis. Moreover, there are two 

additional hallmarks that, due to their importance in driving tumor progression and 

enhancing all the previous hallmarks, also receive the distinction of enabling 

characteristics of cancer: genome instability and mutation and tumor-promoting 

inflammation [14]. 

Many of these altered features are linked to the two major processes that fuel the 

uncontrolled proliferation that defines cancer: cell cycle progression to achieve mitotic 

division and evasion of programmed cell death (or apoptosis) to achieve cancer cell 

survival. Mechanistic aspects of these two processes and their cancer-specific 

alterations will be reviewed hereafter.  

1.2.1. Cancer and cell cycle 

The cell cycle is a series of sequential and tightly-regulated events that a cell must 

undergo before being segregated into two daughter cells. These events are classified 

into three distinct phases: First, G0/G1, in which a cell may be quiescent (G0) or 

preparing for its DNA replication (gap1 or G1); synthesis (S), in which the cell is 

duplicating its genome; and G2/M (gap2 and mitosis), in which a cell generates an exact 

copy of itself. Given the importance of this whole process, it is strictly regulated by 
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several checkpoints and signaling cascades that avoid uncontrolled cell proliferation or 

the proliferation of damaged cells [18]. 

The two main families of proteins involved in cell cycle regulation are cyclins and cyclin-

dependent kinases (CDKs), which act in coordination to phosphorylate and modulate the 

activity of all the molecular effectors responsible for each event that is required to 

achieve cell division [19]. Cyclins and CDKs are only one of the multiple layers of 

regulation to which the cell cycle is subjected. Other key effectors are p53 and the 

retinoblastoma (RB) protein, CDK inhibitors (e.g., p16INK4A, p21CIP1, or p27KIP1), Aurora 

kinases or checkpoint kinases (CHK1 and CHK2), among others [19]. Precisely, the 

dysfunction of a part of this cell cycle regulatory machinery and the associated cell cycle 

checkpoints represents a critical driving force of oncogenic transformation, and thus 

inhibiting cell proliferation through cell cycle arrest constitutes an attractive approach 

in cancer therapy research. Besides direct chemical inhibitors of CDKs and other cell 

cycle regulatory proteins [19,20], many other anticancer drugs can also trigger cell cycle 

arrest at different cell cycle phases and checkpoints (2.2.1).  

Figure 2.2.1. Cell cycle phases and the effect of different chemotherapeutic agents on cell cycle 

progression. Schematic representation of chemotherapeutic agents counteracting the successful 

completion of each cell cycle phase or checkpoint in cancer cells. CDK: cyclin-dependent kinase. 

The first checkpoint, referred to as the G0/G1 checkpoint or restriction point, mediates 

the entrance to the cell division process. An arrest of the cell cycle at this checkpoint has 

been described for several flavonoid compounds, through interacting with anti-growth 

and proapoptotic signaling [21,22]. Next, antineoplastic drugs that block nucleotide 
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synthesis or DNA replication cause an S phase arrest in the cell cycle of proliferating cells. 

Examples of these are nucleoside analogs, such as AraC or gemcitabine [23], that directly 

block DNA replication, or antifolates, such as methotrexate and related drugs that impair 

folate metabolism and subsequently nucleotide synthesis [24].  

Upon completion of the S phase, DNA is scanned for defects and repaired if needed 

through a plethora of enzymes and signaling pathways that are collectively referred to 

as the DNA damage response (DDR) [25,26]. If this step fails to meet the standards of 

the G2/M DNA damage checkpoint, the proliferation of defective cells is arrested, and 

apoptotic signaling is triggered [26]. Massive DNA damage produced by alkylating agents, 

such as temozolomide (TMZ) and related compounds, or DNA cross-linkers, such as 

platinum compounds, prevents tumor cell proliferation by arresting the cell cycle at the 

G2/M checkpoint [27]. Besides, oxidative stress produced by a wide variety of 

antineoplastic agents also contributes to the aggravation of DNA damage beyond the 

DNA repair machinery capacity of cancer cells [25]. 

Finally, the cell cycle can also be blocked by chemotherapy during mitosis by the 

activation of the mitosis checkpoint or spindle assembly checkpoint (SAC) [20]. Cell cycle 

arrest at this point is best exemplified by taxanes, such as docetaxel or paclitaxel, 

compounds that act by stabilizing microtubules and hampering the successful 

completion of mitosis in proliferating cells [28,29]. 

In summary, different families of antineoplastic compounds target different phases of 

the cell cycle of proliferating cancer cells. When cell cycle checkpoints are not completed 

due to the action of the drug, defective cells cannot progress through cell cycle phases. 

Instead, their growth can be arrested, or they can be redirected into undergoing 

programmed cell death or apoptosis. 

1.2.2. Cancer and apoptosis 

Apoptosis is a homeostatic mechanism that balances cell populations and preserves 

tissue and organ physiology by the controlled dismantlement of defective or 

unnecessary cells, minimizing inflammation and perturbation to surrounding cells and 

tissues [30–32]. As with cell cycle checkpoints, cancer cells also become able to silence 

the apoptotic stimuli by activating oncogenes that promote cell survival and 
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proliferation [31]. Thus, countering this anti-apoptotic oncogenic activation and 

selectively inducing apoptosis in cancer cells also constitutes an appealing therapeutic 

window. 

Cell death by apoptosis can occur via two alternative pathways, termed as extrinsic and 

intrinsic pathways. In each of them, different effectors are recruited in alternative 

manners, depending on the stimuli that initially triggers the apoptotic machinery. In the 

extrinsic pathway, extracellular death ligands bind to cell surface death receptors, 

inducing an apoptotic intracellular signaling cascade [33]; while, in the intrinsic pathway, 

intracellular insults or triggers (e.g., cell cycle checkpoint failure, irreparable DNA 

damage, or oxidative stress) result in the permeabilization of the mitochondria and the 

release of cytochrome C, irreversibly inducing apoptosis [34,35]. Both types of stimuli 

and the subsequent signaling cascades lead to the cell being completely dismantled 

from within through a set of controlled events: chromatin disintegration, nuclear 

fragmentation, breakdown of DNA and proteins, volume reduction, and externalization 

of surface markers that label the apoptotic cell for the action of phagocytic cells [31].  

 

Figure 2.2.2. Schematic representation of the intrinsic and extrinsic apoptotic signaling pathways. The extrinsic 

pathway is mediated by extracellular stimuli, by the binding of death ligands (DL) to death receptors (DR) on the cell 

membrane and formation of the death-inducing signaling complex (DISC). The intrinsic pathway is activated by 

intracellular stresses and initiated by the cytochrome C (Cyt C) release from the mitochondria, triggered by proteins 
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of the Bcl-2 family. Both pathways converge in the activation of executioner caspases, that will recruit different 

effectors to trigger a cascade of events that elicits apoptosis. 

Many of the events occurring during the apoptotic program are directly or indirectly 

prompted by a family of cysteine aspartyl proteases termed as caspases. Signal 

transduction in the apoptotic cascade is propagated through cleavage by hydrolysis of 

the inactive form of caspases (procaspases) to yield their active cleaved form that can 

further hydrolyze downstream caspases or other target proteins [33]. Another 

important family of proteins mediating apoptosis is the Bcl-2 family, containing both 

pro- and anti-apoptotic members that coordinately balance the integrity of the outer 

mitochondrial membrane and the release of cytochrome C [34].  

In the extrinsic pathway, death ligands from outside the cell bind to death receptors in 

the cell membrane to recruit the Fas-associated death domain (FADD) protein and 

caspases-8 and -10, thus promoting the formation of the death-inducing signaling 

complex (DISC), and the autocatalytic cleavage and activation of caspase-8 and -10, 

termed as initiator caspases. Cleaved initiator caspases can then cleave and activate 

caspases-3, -6 or -7, termed as executioner caspases, responsible for the cleavage of 

many downstream targets that mediate all the apoptotic events [31,36]. Additionally, 

caspase-8 can also cleave and activate the proapoptotic protein Bid, a member of the 

Bcl-2 family, which will contribute to the activation of the intrinsic pathway [33]. 

The intrinsic pathway is triggered by intracellular stimuli, leading to the activation of two 

proteins from the Bcl-2 family: Bax and Bak. Bax and Bak undergo dimerization and 

enable the formation of pores on the mitochondrial outer membrane surface, which 

leads to cytochrome C release to the cytosol. Cytochrome C then recruits Apaf-1 protein 

and procaspase-9 to assembly the apoptosome complex, which enables the cleavage 

and activation of caspase-9, which will, in turn, activate the executioner caspases (-3,-6 

or -7) [36], converging with the extrinsic pathway. Due to the importance and 

irreversibility of cytochrome C release, mitochondrial outer membrane permeabilization 

(MOMP) and Bax/Bak activity are also regulated by many members of the Bcl-2 and 

other related families of proteins, both promoting (e.g., Bid, Bim, Bad, Puma or Noxa) 

and preventing (e.g., Bcl-2, Mcl-1 or Bcl-xL) cytochrome C release [37]. Finally, several 
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proteins collectively termed as inhibitor of apoptosis proteins (IAP) also regulate 

apoptosis by directly or indirectly inhibiting the function of executioner caspases [33,37].  

As mentioned previously in this section, the capacity to evade apoptosis is one of the 

hallmarks of cancer cells [13], which is often achieved by mutation, functional 

inactivation, or aberrant expression of apoptosis-governing proteins. Precisely, these 

dysfunctions encourage the development of novel and existing therapeutic strategies 

based on modulating death receptor signaling [38] or targeting the anti-apoptotic 

capacity of Bcl-2 family members [39–41].  

 Cancer metabolism 

Cancer cells achieve survival through evasion of apoptosis and proliferation through 

uncontrolled cell cycle progression. For this, they also need to obtain sufficient energy 

and nutrients to renew and survive and, more importantly, to obtain building blocks to 

produce a new cell upon each cell cycle completion. Transformation of the uptaken 

biomass and energy by chemical reactions is required to produce new cells and 

represents one of the core processes of life.  

1.3.1. Overview of cancer metabolism 

Every cancer cell will require to uptake the sufficient biomass and micronutrients and 

use them to produce all the essential components of life: nucleic acids, sugars, proteins, 

lipids, and a myriad of small organic and inorganic molecules of all sort. Sustenance of 

life and most of its molecular events also requires free energy, carried and transferred 

by nucleotides containing energy-rich phosphate bonds (e.g., adenosine triphosphate 

(ATP)); and reducing power, carried by several reduced dinucleotides (e.g., nicotinamide 

adenine dinucleotide (NADH), nicotinamide adenine dinucleotide phosphate (NADPH), 

or flavin adenine dinucleotide (FADH2)). Many of the chemical transformations occurring 

inside a cell would also be kinetically unfeasible without the presence of proteins 

functioning as catalyzers (enzymes).  

Every cell can host an enormous set of chemical reactions, termed as metabolism, which 

transforms molecules into other molecules, using enzymes, for a plethora of different 
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purposes. These reactions are grouped into metabolic pathways, smaller sets of 

sequential reactions that lead to specific chemical transformations. Metabolic pathways, 

in turn, are broadly classified into two main sets: ATP-consuming synthesis of small 

molecules, macromolecules or cellular components (anabolic pathways), and ATP-

producing break-down of free energy-containing molecules (catabolic pathways). 

In particular, cancer cells need to rewire their metabolism to fulfill the energetic and 

biosynthetic demands that arise from rapid uncontrolled proliferation and, thus, cancer 

metabolism is essentially anabolic [8,16]. The diversity of strategies adopted by cancer 

cells to achieve this highly-proliferative state is so overwhelming that almost every 

tumor can be considered as unique [11]. Nevertheless, certain strategies are also 

encountered so frequently that they can be considered as the metabolic hallmarks of 

cancer. As proposed by Pavlova and Thompson in 2016 [16], the hallmarks of cancer 

metabolism are: deregulated uptake of glucose and amino acids, use of opportunistic 

modes of nutrient acquisition, use of glycolysis/tricarboxylic acid (TCA) cycle 

intermediates for biosynthesis and NADPH production, increased demand for nitrogen, 

alterations in metabolite-driven gene regulation, and metabolic interactions with the 

microenvironment.  

All these alterations, frequently found in the majority of cancers, are primarily directed 

towards the achievement of a highly-proliferative state that is sustainable in terms of 

cell bioenergetics, enhanced biosynthesis and redox balance [8], all supported by a 

particular set of metabolic pathways that are generally essential for cancer cells, as 

summarized in Figure 2.3.1 (pages 12-13).  
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Figure 2.3.1. Schematic representation of the main pathways of cancer cell metabolism. The illustration depicts an 

overview of the major metabolic pathways involved in cancer metabolism: glycolysis, tricarboxylic acid cycle, electron 

transport chain, fatty acid synthesis, pentose phosphate pathway, glutaminolysis, methionine cycle, folate cycle, 
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transulfuration pathway, the aspartate-malate shuttle, polyamine synthesis and the urea cycle. α-KG: alpha-

ketoglutarate; ASA: argininosuccinic acid; CP: carbamoyl phosphate; CytC: cytochrome C; dcSAM: decarboxylated S-

adenosyl-methionine; DHF: dihydrofolate; ETC: electron transport chain; F6P: fructose-6-phosphate; GA3P: 

glyceraldehyde 3-phosphate; G6P: glucose-6-phosphate; MTA: methylthioadenosine; 5-mTHF: 5-methyl-

tetrahydrofolate; 5,10-mTHF: 5,10-methylene-tetrahydrofolate; OAA: oxaloacetate; 3PG: 3-phosphoglycerate; Put: 

putrescine; SAH: S-adenosyl-homocysteine; SAM: S-adenosyl-methionine; Spd: spermidine; Spm: spermine; THF: 

tetrahydrofolate. 

Glucose is the main energetic fuel of the cell. Its break-down and partial oxidation in 

glycolysis yields 2 ATP and two pyruvate moieties per glucose molecule. Pyruvate can 

then enter the mitochondria and be further oxidized to carbon dioxide in the TCA cycle, 

a cyclic pathway in which pyruvate is sequentially transformed into acetyl-CoA, citrate, 

isocitrate, α-ketoglutarate, succinyl-CoA, succinate, fumarate, malate, and oxaloacetate. 

Also, each turn of the cycle yields several moieties of NADH and FADH2, two highly-

reducing dinucleotides, which can be transformed into ATP in the electron transport 

chain (ETC). This pathway, alternatively referred to as oxidative phosphorylation 

(OXPHOS), also occurs in the mitochondria and transfers electrons from molecular 

oxygen to ATP, reaching a final yield of 36 ATP per glucose molecule [42]. The full 

oxidation of glucose, through TCA and OXPHOS, is commonly termed as mitochondrial 

respiration. Altogether, glycolysis, TCA, and OXPHOS constitute the core of cell 

metabolism and are also commonly referred to as central carbon metabolism, yet this 

definition can sometimes be relaxed to include additional pathways.  

Hundreds of other different metabolic pathways are also part of this intricate network 

of interconnected reactions occurring inside the cell. Examples of these are the 

biosynthesis of non-essential amino acids and polyamines; the cycle of urea to detoxify 

nitrogen from the cell; the synthesis of different families of lipids with structural or 

signaling functions; the oxidation of some of these lipids to yield ATP; the synthesis of 

nucleotides and their building blocks through purine and pyrimidine base synthesis and 

synthesis of pentose moieties in an alternative transformation of glucose through 

pentose phosphate pathway (PPP), among many others. The metabolic pathways found 

to be relevant for the present work, along with their regulatory networks, will be 

reviewed in more detail in the following sections. 
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1.3.2. Regulation of cancer metabolism 

Cancer causes a profound rewiring of cell metabolism in which the altered activity of 

metabolic enzymes is tightly regulated by transcription factors and post-translational 

modifications (PTMs) effected by different signaling cascades that orchestrate survival, 

growth, and proliferation of cancer cells [43]. Most signaling cascades act as sensors of 

nutrient, oxygen, or energy availability in the cell, and their situational activation results 

in the reorganization of metabolic fluxes to ensure optimal performance of the cell in 

each environment.  

The endless possibilities that arise from the combined activation of the multiple 

oncogenic signaling networks that govern metabolism endow cancer cells with the 

metabolic flexibility to obtain nutrients and prosper in almost any niche of the organism 

[11]. Indeed, when nutrients are abundant, pro-anabolic signaling networks will 

promote the transfer of uptaken carbons to lipids, proteins, and nucleic acids to achieve 

proliferation. On the contrary, when the available nutrients cannot provide the 

necessary biomass to generate new cells, pro-catabolic signaling will balance energy 

production to ensure cell maintenance and survival. At the same time, other signaling 

networks will readjust cancer cell metabolism in other terms, such as redox status, 

acidity, or oxygen availability. The main signaling networks that can be aberrantly 

activated or silenced in cancer cells, and cooperate to regulate cancer cell metabolism, 

being responsible for the emerging metabolic phenotype will be reviewed hereafter. 

1.3.2.1. Pro-anabolic signaling networks 

Normal cells require exogenous growth stimuli to enter a proliferative and anabolic state. 

Upon receiving such stimuli by growth factor receptors (GFR), phosphoinositide 3-kinase 

(PI3K) activates its downstream kinase cascade, centrally represented by protein kinase 

B (PKB or Akt) and mammalian target of rapamycin (mTOR) [44]. The PI3K/Akt/mTOR 

signaling network plays a pivotal role in promoting proliferation through modulating cell 

cycle and apoptosis; and biosynthesis by regulating protein, lipid, and nucleotide 

synthesis, as well as the central pathways that provide carbon sources: glycolysis and 

glutaminolysis [8]. Many tumors display aberrantly-activated members of the 
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PI3K/AKT/mTOR axis, which stimulates all the downstream signaling to elicit growth 

signal-independent proliferation and anabolic metabolism [44].  

Acting in a similar direction than AKT signaling, the transcription factor Myc is another 

main driving force of oncogenesis, identified as the third most amplified gene in human 

cancers [45]. Indeed, upregulated Myc is found in many tumors, often amplificated and 

translocated to decrease the dependency of cancer cells on exogenous growth signaling. 

Its oncogenic activation provides cancer cells with the capacity to fulfill the anabolic 

demand required for proliferation and growth [46]. It is considered a master regulator 

of metabolism since it plays a vital role in regulating glycolysis, glutaminolysis [47], 

mitochondrial metabolism [8,48], or polyamine synthesis [49]. Myc also plays crucial 

regulatory roles in many other cellular processes besides metabolism, such as cell cycle, 

cell growth, apoptosis [50] or mitochondrial biogenesis [48].  

It is important to distinguish that Myc regulation acts at a transcriptional level, while 

PI3K/AKT/mTOR axis constitutes the main effector of post-translational metabolic 

regulation. Thus, Myc modulates the maximal capacity of metabolic pathways by 

promoting the transcription of its targets, while AKT signaling contributes to a closer 

adjustment of metabolic fluxes according to the status of the cell by modulating enzyme 

activity through phosphorylation.  

Many other growth-promoting pathways also contain essential oncogenes that drive 

tumor progression in certain cancers, such as KRAS in colorectal, pancreatic, and lung 

cancer [51–53], or HER2 in breast cancer [54]. Crosstalk between different oncogenic 

signaling networks is also common, and it contributes to the overwhelming complexity 

of cancer regulation and progression. For instance, many oncogenic signaling pathways 

converge on Myc activation, such as KRAS, ERK, Notch pathway, and the epidermal 

growth factor receptor (EGFR) downstream signaling [45]. 

1.3.2.2. Pro-catabolic signaling networks 

Another important mediator of cell metabolism that balances the energetic production 

of the cell is AMP-activated protein kinase (AMPK) signaling [55]. AMPK is activated by 

upstream kinases upon energy shortage detected by high levels of AMP, low levels of 

glucose, or changes in NADPH balance. In all these situations, AMPK stimulates ATP 
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production and energy metabolism and acutely inhibits ATP-consuming pathways. In 

essence, AMPK activation promotes a catabolic state of the cell, rather than promoting 

anabolism and proliferation; thus, it can be considered as a metabolic tumor suppressor 

[55]. In this regard, treatment with AMPK activators such as metformin or several 

natural anti-inflammatory compounds has recently been postulated as an attractive 

therapeutic approach for cancer treatment [55]. In this regard, therapeutic promotion 

of AMPK signaling can, in turn, counteract oncogenic Myc signaling. Myc enhances 

anabolic metabolism, often to the extent of compromising cellular ATP levels and 

activating AMPK, which in turn can phosphorylate p53, leading to mitochondria-

mediated apoptosis [46]. 

Tumor suppressor p53, one of the most frequently mutated and silenced genes in 

human cancers, is also one of the central mediators governing energy balance and cell 

catabolism, among many other processes such as blocking cell cycle progression and 

promoting activation of apoptosis. In terms of metabolism, p53 has a crucial role in fine-

tuning the balance between glycolysis and mitochondrial respiration, preventing 

excessive oxidative stress and promoting cell survival [56].  

1.3.2.3. Regulation of redox balance 

The primary sensor of the redox status of the cell is the Keap1-Nrf2 [Kelch-like ECH-

associated protein 1–nuclear factor (erythroid-derived 2)-like 2] system. Nrf2 is a 

transcription factor that promotes transcription of antioxidant, anti-inflammatory, and 

detoxification enzymes, leading to a decrease in ROS levels, stress mitigation, and 

survival, whereas Keap1 acts as its dedicated repressive regulatory protein. In basal 

conditions, the Keap1-Nrf2 complex is bound, constantly promoting Nrf2 ubiquitination 

and degradation. Under high ROS levels and oxidative stress, cysteine residues in Keap1 

are oxidized, and Keap1 releases Nrf2, which can enter the nucleus and allow the 

transcription of its target genes [57].  

The Keap1-Nrf2 system regulates the expression of phase II enzymes of drug 

detoxification metabolism [57] (see Section 1.5.1). Activation of phase II genes 

counteracts the action of xenobiotics and oxidative stress, reducing ROS levels and DNA 

damage, enabling the normalization of the redox balance and promoting survival. Nrf2 
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implication in cancer has been described as a “double-edged sword”: Nrf2 prevents 

oxidative stress and DNA damage that drive malignant transformation, but at the same 

time elevated Nrf2 levels allow cancer cells to maintain redox homeostasis despite the 

oxidative stress caused by rapid proliferation. In this manner, they can further evade 

apoptotic stimuli, survive in the presence of chemotherapeutics, and develop drug 

resistance [57].  

In this regard, recurrent somatic mutations of Nrf2 gain-of-function and Keap1 loss-of-

function [58–60] have been reported in several types of tumors, including prostate [58], 

lung [59], and breast [60], describing a role for Keap1-Nrf2 system in oncogenesis[57] 

and emergence of chemotherapeutic resistance [58]. Besides, Nrf2 can also be 

differentially-activated through a poorly understood alternative splicing phenomenon. 

Loss of exon 2 has been reported as related to Nrf2 stabilization and activation of target 

genes in lung, head, and neck cancers [61]. More recently, Nrf2 has also been linked to 

mitochondrial metabolism regulation [62], which has yet to be explored in depth. 

1.3.2.4. Fine-tuning other aspects of cell metabolism 

Besides coping with the metabolic and oxidative stresses arising from rapid proliferation, 

cancer cell metabolism has often to deal with additional pressures from the TME. During 

tumor formation and growth, cell proliferation often outpaces blood vessel formation 

rates, resulting in poorly vascularized areas within the tumor, and deficient oxygen 

supply. Tumor cells in these hypoxic niches are able to survive by reprogramming their 

metabolism and using anaerobic glycolysis to cover their energetic needs. The hypoxia 

response in tumors is mainly activated by the hypoxia-inducible transcription factor 

(HIF), which globally activates glycolysis, rewires mitochondrial metabolism, and 

promotes the stimulation of transcription programs associated to angiogenesis and 

metastatic dissemination [63].  

The abnormal activation of glycolysis in cancer cells, either occasioned by hypoxia or by 

oncogenic signaling pathways, encompasses the secretion of large amounts of lactate 

to the extracellular milieu. This increasingly acidic TME induces several signaling 

cascades within the cell, including HIF, nuclear factor-κB (NF-κB), or vascular endothelial 
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growth factor (VEGF), also resulting in a rewiring of cell metabolism, promotion of 

vascularization and increased invasion [64]. 

In conclusion, cancer cells reprogram their metabolism in accordance to their particular 

needs and the cues they receive from their microenvironment, through a wide range of 

transcription factors and signaling cascades that alter the activity of metabolic enzymes 

and metabolite transporters, leading to global reprogramming of cell metabolism. 

Following this, we will raise our focus on how the central metabolic pathways can be 

rewired in tumors to serve the particular purposes of cancer cell survival and 

proliferation. 

1.3.3. Glycolysis and the Warburg effect 

Mammal cells primarily rely on glucose oxidation to obtain ATP. Glucose enters the cell 

through glucose transporters (GLUT), and it is partially oxidized through glycolysis to 

yield two pyruvate molecules and two ATP molecules per glucose. Pyruvate, in turn, can 

then be transformed into lactate by lactate dehydrogenase (LDH), or it can be further 

oxidized in the mitochondria by the TCA cycle and OXPHOS, achieving complete glucose 

oxidation to CO2 and yielding 36 ATP molecules per glucose molecule [42]. Oxygen-

requiring complete glucose oxidation is the major source of ATP production in most 

healthy cells, and it is crucial for the optimal sustenance of life.  

Conversely, most cancer cells mainly cover their energy needs through partial glucose 

oxidation and lactate production, even in the presence of oxygen and fully functional 

mitochondria [42]. This phenomenon, commonly termed as aerobic glycolysis or 

Warburg effect, may seem profoundly disadvantageous in terms of energetic yield and, 

thus, it has encouraged countless research efforts to provide rational explanations 

behind it. Despite that, the Warburg effect and its causes are still nowadays a matter of 

debate [65,66]. 

Due to this utterly common preference for glycolysis, cancer cells generally have a higher 

demand for glucose and higher glycolytic activity compared to cells with lower rates of 

proliferation. Moreover, enhanced glycolytic fluxes are generally correlated with higher 

proliferative states and poor prognosis in many cancer types [11]. In line with this, 

aberrant activation of glycolytic enzymes, such as hexokinase (HK) [67–69] or 
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phosphofructokinase (PFK) [70], is also of paramount importance for the maintenance 

of this glycolytic phenotype.  

Predominant aerobic glycolysis is supported in some tumors by preventing the entry of 

pyruvate, the end-product of glycolysis, into the mitochondria. For instance, this may 

occur through downregulation or loss of the mitochondrial pyruvate carriers (MPC) [71] 

or by the inactivating phosphorylation of pyruvate dehydrogenase (PDH), the main entry 

of pyruvate into the TCA cycle, mediated by a family of dedicated pyruvate 

dehydrogenase kinases (PDKs) [72,73]. Alternatively, other tumors display high 

expression of the pyruvate kinase isoform M2 (PKM2), a low activity variant of pyruvate 

kinase (PK) that allows the accumulation of glycolytic intermediates to be diverted into 

biosynthetic purposes [74].  

Indeed, one of the possible purposes of this glycolytic phenotype is to serve the overall 

anabolic state of cancer cells. A significant fraction of the glycolytic flux can be funneled 

into subsidiary pathways that support biosynthesis and proliferation. For instance, it can 

be diverted to PPP to obtain NADPH and ribose; transamination reactions able to 

support amino acid and protein synthesis; de novo serine and glycine synthesis through 

phosphoglycerate dehydrogenase (PHGDH) and one-carbon metabolism to obtain 

reducing equivalents and purine bases [65,66,75,76]; or synthesis of the hydrophilic 

headgroups of lipids via serine and glycerol-3-phosphate [77]. 

However, supporting anabolism is not the only postulated rationale behind the Warburg 

effect. Another feasible explanation is that the use of glycolysis for energy production 

instead of respiration reduces ROS levels, which contributes to the evasion of 

proapoptotic signaling [78]. The decrease in ROS levels occurs not only by obtaining ATP 

while avoiding mitochondrial respiration but also by increasing the capacity to redirect 

the glycolytic flux into PPP, thereby reducing oxidative stress through increased NAPDH 

production. This redirection can be situationally modulated in response to ROS levels. 

For instance, the inhibition of PKM2 through cysteine residue oxidation caused by high 

ROS levels results in the accumulation of glycolytic intermediates and the redirection of 

glycolytic flux to PPP [79].  
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Moreover, recent studies emphasize that aerobic glycolysis may not be so 

disadvantageous under a kinetic point of view: glycolysis is 10 to 100 times faster than 

mitochondrial metabolism and, in any given time frame, ATP obtained by both aerobic 

glycolysis and complete glucose oxidation could be comparable [80]. In this regard, also 

macromolecular crowding, an entropic phenomenon that arises from high fractions of 

occupied volume and tight-packing of macromolecules inside cells, has been postulated 

as a kinetic origin for Warburg effect [81]. In this regard, theoretical models point out 

that aerobic glycolysis would outperform mitochondrial metabolism in terms of 

energetic yield, not only per unit time but also per unit space, as the glycolytic molecular 

machinery would be twice more compact and require much less biosynthetic 

expenditure than OXPHOS [82]. The relation between macromolecular crowding and 

metabolism, especially glycolysis, will be further addressed in Section 1.6 of this 

introductory chapter. 

1.3.4. Tricarboxylic acid cycle and oxidative phosphorylation 

Differential utilization of mitochondrial metabolism is another distinctive feature of 

cancer cells. Besides the primary function attributed to mitochondria of being the 

“powerhouses of the cell”, they also play essential roles in mediating the intrinsic 

apoptotic cascade, redox homeostasis, and the production of metabolic intermediates 

for anabolism [48]. Since oncogenic transformation drives cells from a quiescent and 

catabolic state to a hyperproliferative and anabolic one, mitochondrial metabolism and 

the TCA cycle are also rewired from their catabolic purpose of energy production 

through complete glucose oxidation to become a biosynthetic hub to obtain many 

different precursors for macromolecule synthesis [48,77,83].  

Diversion or interconversion of intermediates from the TCA cycle to support 

biosynthesis can occur at different steps of the cycle. For instance, citrate can be 

exported to the cytosol to be reconverted to acetyl-CoA by ATP-citrate lyase (ACLY), 

which can be used for protein acetylation and fatty acid synthesis [77,84]. Apart from 

that, oxaloacetate (OAA) and α-ketoglutarate (α-KG) can also be interconverted through 

transamination reactions to balance, directly or indirectly, the intracellular pools of 

different amino acids: aspartate, asparagine, arginine, glutamate, glutamine or proline 
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[85,86]. Moreover, two recurrent TCA cycle alterations in cancer, fumarate hydratase 

(FH) and succinate dehydrogenase (SDH) deficiencies, cause the accumulation of the 

oncometabolites fumarate and succinate, which can be diverted from the cycle to play 

different crucial signaling functions for tumor progression and metastasis, through 

regulating DNA and histone methylation [87–89]. Additionally, accumulated fumarate 

can be fueled into the urea cycle, reversing its canonic direction, with still unclear 

implications [90]. Another common mutation of a TCA cycle enzyme is isocitrate 

dehydrogenase (IDH). Gain-of-function mutations in IDH1/2 isoforms are found in many 

cancers and are responsible for the generation of the oncometabolite 2-

hydroxyglutarate (2-HG), involved in DNA methylation and various oncogenic signaling 

cascades [87]. The role of certain TCA cycle intermediates in the regulation of epigenetic 

modifications that alter the metastatic and invasive capacities of cancer cells will be 

reviewed in the following sections. 

From a metabolic perspective, such alterations in TCA cycle enzymes can originate a 

significant variability on the TCA cycle function in cancer: from truncated TCA cycle 

caused by severe FH and SDH deficiencies in some tumors, to a net reverse flux from α-

ketoglutarate to citrate, termed as reductive carboxylation, mainly fueled by the 

entrance of glutamine-derived carbons to the TCA cycle [91]. 

The utilization of TCA cycle intermediates in biosynthesis requires a constant refill of 

them into the cycle, or anaplerosis, from various carbon sources at different steps. These 

anaplerotic pathways include glutaminolysis, which fuels α-KG into the TCA cycle from 

glutamine; pyruvate carboxylation, which fuels OAA from glucose/pyruvate; the urea 

cycle and the aspartate-malate shuttle that can fuel malate or fumarate from various 

uptaken amino acids [92]; and the oxidation of branched-chain amino acids (BCAA) such 

as isoleucine or valine which fuel succinate into the TCA cycle [8], among other 

anaplerotic sources. 

Even if the reliance on aerobic glycolysis and the utilization of the TCA cycle as a 

biosynthetic hub in cancer cells are frequently found adaptations, many tumors also rely 

on mitochondrial metabolism and the ETC for energy obtention [93–95]. Briefly, the 

electron transport process that elicits ATP synthesis occurs in an array of 

transmembrane protein complexes (Complex I to IV) embedded in the inner 
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mitochondrial membrane, and two mobile electron carriers, ubiquinone and 

cytochrome C (2.3.1). Electrons derived from oxidizable substrates obtained from 

catabolic metabolism, namely NADH and FADH2, are transported through complexes I 

to IV in an exergonic manner, allowing the counter-gradient pumping of protons from 

the mitochondrial matrix to the mitochondrial intermembrane space. In this process, 

molecular oxygen acts as the final electron acceptor and is reduced to water while NADH 

or FADH2 are oxidized. In turn, the energy accumulated through the proton gradient is 

utilized by ATP synthase (also termed as complex V) to generate ATP [96]. 

1.3.5. Amino acid metabolism 

Amino acids have a dual function as the monomeric subunits of proteins and as central 

metabolic intermediates that provide carbon and nitrogen for biosynthesis. Indeed, it 

has been recently shown that the major contribution to the biomass in proliferating and 

cancer cells is derived from all the non-glutamine amino acids together, rather than from 

glucose or glutamine [97]. Thus, amino acid metabolism emerges as an important 

subject of study in cancer metabolism.  

The continuous availability of the twenty amino acids within the cell is essential for both 

proliferating and non-proliferating cells, as in both cases proteins are constantly 

degraded and synthesized to ensure cell maintenance. Nine of the twenty amino acids 

are necessarily obtained through diet, as human metabolism does not contain pathways 

to obtain them de novo, and thus considered essential amino acids (EAA). These are 

phenylalanine, valine, threonine, tryptophan, methionine, leucine, isoleucine, lysine, 

and histidine [98]. On the contrary, all other amino acids are considered non-essential 

amino acids (NEAA) as they can be obtained in sufficient amounts through de novo 

biosynthetic pathways in healthy cells. However, the rate of de novo synthesis is limited, 

and it may not be enough to cover the demand of proliferating cancer cells or the 

reprogramming of metabolic pathways associated with oncogenic transformation 

[98,99]. In this context, some NEAAs may become essential for cancer cells, and NEAA 

starvation can become an attractive approach to tackle cancer cell proliferation, as 

healthy cells can remain invulnerable to it, through satisfying their much lower NEAA 

demand through endogenous biosynthetic pathways [100]. 
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This emergent essentiality of NEAAs as a result of cancer metabolic reprogramming is 

often termed as amino acid auxotrophy [101]. This has been reported as important in 

cancer for several amino acids such as glutamine [102], serine [103] or arginine [104]. 

The therapeutic approaches to achieve deprivation of a certain NEAA in the clinics are 

diverse and not limited to dietary restriction or enzyme activity inhibition [101]. For 

instance, arginine starvation can be achieved through administrating pegylated i 

arginase (Arg-PEG) or pegylated arginine deiminase (ADI-PEG), both enzymes causing 

the degradation of circulating and dietary arginine, approaches currently under multiple 

clinical trials for various types of cancer, with encouraging results [104,105]. The 

particular case of arginine auxotrophy displayed by certain tumors is often tied to a deep 

rewiring of either the TCA cycle or the urea cycle and its related metabolic pathways 

[92,106,107]. Cancer-tied particularities of arginine metabolism will be further 

addressed in Section 1.3.10. 

1.3.6. Glutamine metabolism 

Among all amino acids, glutamine has a prominent role in cancer, as it emerges as a 

crucial carbon and energy source for cancer cells through TCA cycle anaplerosis. 

Glutamine addiction is probably the second most common and salient feature of cancer 

metabolism after the Warburg effect [108]. In normal physiological conditions, 

glutamine is produced by some tissues to scavenge ammonia from amino acid 

metabolism and is recycled by others as carbon or energy source and, overall, it is the 

most abundant amino acid both in intracellular pools and in circulation (~500 µM) [109]. 

However, glutamine is often considered as conditionally essential, since it becomes 

essential under stress conditions, such as after an injury or surgical intervention; or in 

highly-proliferative states, such as pregnancy, lactation and neonatal growth [99]. 

Indeed, its essentiality in these situations provides evidence on the reason why its 

                                                      

 

i Pegylation is the covalent attachment of polyethylene glycol (PEG) to small molecules or macromolecules 
for therapeutic purposes. Pegylation increases solubility, decreases renal clearance by increasing 
hydrodynamic size, and also masks the therapeutic agent from the host’s immune system [105]. 
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importance is so vast in cancer, understood as a similar situation to the abovementioned, 

yet pathological, in terms of a highly-anabolic and nutrient-demanding situation. 

The main role of glutamine in cancer is its anaplerosis of the TCA cycle, functioning as 

an energetic fuel and as a donor of carbon atoms. Upon cellular uptake, most glutamine 

is converted to glutamate by glutaminase (GLS), which hydrolyzes the amide group in 

glutamine to yield glutamate and ammonia. Glutamate can then be converted into α-KG 

by two divergent pathways: oxidative deamination by glutamate dehydrogenase (GLDH) 

or transamination, performed by various enzymes that can transfer the amino group to 

generate other amino acids. These include, for instance, glutamate oxaloacetate 

transaminase/aspartate transaminase (GOT/AST), which generates aspartate, or 

glutamate-pyruvate transaminase/alanine transaminase (GPT/ALT), which generates 

alanine. The metabolic pathway that fuels glutamine into the TCA cycle is generally 

termed as glutaminolysis [110]. 

Glutamine, and subsequently its metabolic product glutamate, have diverse and central 

roles in cell metabolism, which can be divided into different axes: (A) Carbon and energy 

source through TCA cycle anaplerosis, as abovementioned, (B) Nitrogen donors for 

amino acid, protein and nucleotide synthesis, (C) Control over acidic homeostasis by 

balancing ammonia production, and (D) Control over redox homeostasis as precursor of 

glutathione, a nucleophilic tripeptide (glutamate-cysteine-glycine) that constitutes one 

of the main systems of ROS detoxification. In addition, glutamine oxidation can also 

contribute to redox balance by supplying carbons to malic enzyme (ME), which produces 

NADPH reducing equivalents [111]. 

Human GLS is encoded by two genes, differentially-expressed across tissues: kidney-

type glutaminase (GLS1) and liver-type glutaminase (GLS2). Moreover, alternative 

splicing of the GLS1 gene can lead to two different isoforms: kidney-type glutaminase 

(KGA) and glutaminase C (GAC). So far, three allosteric inhibitors of GLS1 have been 

reported and are commercially available Bis-2-(5-phenylacetamido-1,3,4-thiadiazol-2-

yl)ethyl sulfide (BPTES), compound 968 and CB-839 [112], while no commercial 

inhibitors of GLS2 are available, even if some have been reported in the literature [113]. 
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Glutaminase expression and glutamine metabolism are directly promoted by Myc [47], 

and glutamine availability and its metabolism are crucial for Myc-driven oncogenesis 

[47,102,114]. Supporting this notion, Myc can promote apoptosis upon glutamine 

starvation conditions, but not upon glucose starvation [50].  

Glutaminase has been postulated as an appealing therapeutic target in many types of 

cancer, as its inhibition dramatically compromises the survival of many types of cancer 

cells [112,115–117]. In triple-negative breast cancer, inhibition of GLS activity leads to 

suppression of tumor growth in vitro and in vivo, synergizing with mTOR inhibition [112]. 

Blocking glutamine-derived TCA anaplerosis has been shown to activate lipid 

catabolism-derived anaplerosis and autophagy [115], or glucose-derived anaplerosis 

specifically through pyruvate carboxylase (PC) [116]. Also, relying on glutamine as a 

carbon and energy source confers cancer cells additional flexibility to adapt and survive 

in nutrient scarcity, such as glucose shortage [118].  

1.3.7. Redox balance and ROS metabolism 

Reactive oxygen species (ROS) are oxidant by-products of cell metabolism, including 

superoxide (O2
-), hydrogen peroxide (H2O2), hydroxyl radical (·OH) and singlet oxygen 

(1O2). The main source of ROS is mitochondrial metabolism, as ROS are produced by the 

activity of complex I and complex III of the ETC [57]. Several other metabolic enzymes 

also contribute to intracellular ROS production: NAD(P)H oxidases (NOX), cytochrome 

P450-dependent oxygenases, or xanthine oxidase. In normal physiological conditions, 

ROS levels are low, and they contribute to cell survival, proliferation, homeostasis, and 

cell signaling [119–121]. On the contrary, high ROS levels are linked to stress and 

pathological conditions and produce damage to DNA, proteins, and lipids, thus 

activating cell damage-responsive barriers that can lead to cell senescence or apoptosis 

triggered by cytochrome c release from the mitochondria [122].  

However, prior to the activation of the apoptotic cascade, cells can make use of a vast 

arsenal of mechanisms to counter and detoxify ROS and preserve redox homeostasis: 

the nucleophilic tripeptide glutathione (glutamate-cysteine-glycine), the superoxide-

inactivating enzyme superoxide dismutase (SOD), thioredoxins, or peroxiredoxins, 

among others [48], most of them located downstream to the Keap1/Nrf2 axis [57]. 
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In particular, cancer cells can maintain higher ROS levels while evading apoptotic 

programs. This feature permits sustained DNA damage and genomic instability and 

allows the constant evolution of tumor cell populations [123], or the modulation of 

various signaling pathways through the oxidation of cysteine residues. For instance, 

cysteine oxidation of the PI3K negative regulator phosphatase and tensin homolog 

(PTEN) impairs its inactivation of the oncogenic PI3K/AKT/mTOR pathway [124]. 

Elevated ROS levels can also play essential roles in promoting metastasis, exemplified by 

the oxidation of cysteine residues of tyrosine-protein kinase Src [125]. 

1.3.8. Pentose phosphate pathway 

Cancer cell proliferation also involves a high demand of precursors for nucleic acid 

synthesis, both DNA and RNA. Nucleotides are the monomeric subunits of nucleic acids, 

consisting of three essential building blocks: one or more phosphate groups, a purine 

(adenine and guanine) or pyrimidine base (cytosine, thymine, and uracil), and a pentose 

sugar (ribose or deoxyribose). Pentose precursors are necessarily provided by the 

pentose phosphate pathway (PPP), which also generates nicotinamide adenine 

dinucleotide phosphate (NADPH). NADPH is essential for maintaining redox homeostasis 

and enabling fatty acid synthesis [126].  

PPP is a bi-branched pathway comprised of an oxidative and a non-oxidative branch. The 

oxidative branch yields NADPH and ribonucleotides through three irreversible reactions 

that transform glucose-6-phosphate into ribulose-5-phosphate, which will then be 

further converted into ribose-5-phosphate. On the other hand, the non-oxidative branch 

is a reversible pathway mainly mediated by the enzymes transketolase (TKT) and 

transaldolase (TALDO). TKT interconverts glyceraldehyde-3-phosphate and fructose-6-

phosphate into xylulose-5-phosphate and erythrose-4-phosphate. In turn, erythrose-4-

phosphate and fructose-6-phosphate, via TALDO, can reversibly yield glyceraldehyde-3-

phosphate and sedoheptulose-7-phosphate. In the next step, also catalyzed by TKT, 

glyceraldehyde-3-phosphate and sedoheptulose-7-phosphate are reversibly 

transformed into xylulose-5-phosphate and ribose-5-phosphate.  

Both pathways of PPP can be overexpressed in tumor cells, as pentose requirements for 

proliferation are significantly increased. However, approximately 80% of required 
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pentoses are obtained through the non-oxidative pathway in cancer [126]. In this regard, 

TKT is frequently overexpressed in many tumors, constituting an important biomarker 

of tumor metabolism, and a druggable target through analogs of its cofactor, thiamine, 

such as oxythiamine [127]. A non-canonical isoform of TKT, TKT-like-1 (TKTL1), is also 

frequently overexpressed in tumors, often correlated with poor prognosis [128], and it 

is postulated to have essential roles in tumorigenesis besides its transketolase activity 

[129].  

1.3.9. One-carbon metabolism 

Serine, glycine and one-carbon (SGOC) metabolism is a set of metabolic pathways that 

mediates the transfer of one-carbon (1C) units required for essential cellular processes 

such as DNA synthesis and repair (via synthesis of purines and thymidine), amino acid 

balance (particularly serine, glycine, cysteine and methionine), methylation or redox 

homeostasis [130,131]. 1C transfers are centrally mediated by two coupled cycles: the 

folate cycle and the methionine cycle, which require respectively the uptake of folate 

and methionine, two essential molecules that cannot be synthesized de novo.  

Inhibiting SGOC is a common therapeutic approach to block proliferation of cancer cells, 

due to their urge for nucleic acid building blocks to proliferate. Among therapeutic 

strategies involving SGOC metabolism, the use of folate analogs (or antifolates), such as 

methotrexate or pemetrexed, to block folate cycle is especially remarkable and used as 

frontline therapy for different types of cancer, such as breast [100], pleural [132] or lung 

[133]. 

Folate is uptaken through reduced folate carrier (RFC). Uptaken folate is first reduced 

into dihydrofolate (DHF) and then into tetrahydrofolate (THF), as the active form in the 

folate cycle, consuming reducing power from NADPH in both steps. THF (1C carrier) can 

then enter the folate cycle and can be loaded with 1C units, mainly coming from serine, 

glycine, dimethylglycine, or sarcosine (1C donors). 1C-loaded THF, 5,10-methylene-THF, 

can be used for thymidylate synthesis, or it can transfer its 1C units to the methionine 

cycle, responsible for the transfer of necessary 1C units for the methylation of DNA, RNA, 

proteins, and lipids. The methionine cycle is also connected to the transsulfuration 
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pathway (TSP), a linear pathway that synthesizes cysteine, involved in redox 

homeostasis as part of the ROS scavenger glutathione [98]. 

1.3.10. Urea cycle 

The urea cycle, occurring canonically in liver cells, is the primary metabolic pathway that 

permits the non-toxic disposal of excess nitrogen resulting primarily from amino acid 

and protein catabolism throughout the organism. First, inside the mitochondrial matrix, 

accumulated ammonia from nitrogen metabolism is converted to carbamoyl phosphate 

(CP) by carbamoyl phosphate synthase 1 (CPS1). Then, CP is condensed with ornithine 

to yield citrulline by ornithine transcarbamylase (OTC). Citrulline is exported to the 

cytosol, condensed with aspartate to yield argininosuccinate by argininosuccinate 

synthase 1 (ASS1), and argininosuccinate is cleaved into arginine and fumarate by 

argininosuccinate lyase (ASL). Arginine is then metabolized by arginase (ARG), yielding 

ornithine, which is imported into the mitochondria to close the cycle, and urea, which is 

excreted as a waste product. 

In tissues other than the liver, not the complete cycle but particular urea cycle enzymes 

are expressed to endow the cell with the capacity to synthesize the required amounts 

of arginine, ornithine, and citrulline [92]. The relevance of ornithine relies on its role as 

a precursor for the synthesis of polyamines, polycations that have a wide arrange of life-

sustaining functions within the cell [134]. On the other hand, control over citrulline pools 

is crucial for nitric oxide synthases (NOS) function [135], which contributes to signaling 

cascades modulating hypoxia, angiogenesis, and redox homeostasis. Importantly, 

citrulline levels may also be necessary for a recently-unveiled post-translational 

modification of proteins through citrullination, potentially relevant for cancer 

metastasis, as it targets many proteins related to the motile capacity of cells [136].  

In cancer cells, metabolism is switched from a catabolic to an anabolic state, and as 

much nitrogen as possible is scavenged to support biomass production and proliferation 

[16]. In line with this, nitrogen metabolism is completely rewired, and the urea cycle 

acquires greater importance in cancerous tissues other than the liver [92]. For instance, 

ASS1 is frequently encountered to be silenced in many cancers, resulting in arginine 

auxotrophy and providing a rationale for the efficacy of arginine starvation therapies 
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[137–139], depicted in Section 1.3.5. In some other cancer models, FH deficiency 

described in Section 1.3.4 triggers fumarate accumulation to the point that the ASL 

reaction is reversed, also resulting in arginine auxotrophy and sensitization to arginine 

starvation therapies [90,140]. Due to the existing links between the urea cycle and the 

TCA cycle, glutamate transaminases, proline metabolism, and polyamine metabolism, 

urea cycle alterations reported in cancer have a significant impact on the overall 

metabolic phenotype displayed by the cell [90,139,141]. 

GLS and GLDH represent the main contribution to ammonia production in cancer cells, 

resulting in high concentrations of ammonia in the tumor microenvironment [108]. This 

situation can remotely resemble the accumulation of ammonia found in liver tissue, 

responsible for nitrogenous waste disposal through the urea cycle. Such uniquely high 

concentrations of ammonia in the liver favor the GLDH reaction to function prevalently 

in the reductive amination direction, incorporating ammonia into α-ketoglutarate [142].  

In cancer, a large body of research provides evidence that the GLDH reaction functions 

in the oxidative deamination direction, contributing to TCA cycle anaplerosis 

[108,110,143]. However, Spinelli et al. [142] have triggered a novel and interesting 

hypothesis: ammonia accumulation in the tumor microenvironment can reverse the 

GLDH reaction, conferring the tumor with a mechanism for coping with ammonia 

toxicity as well as scavenging the ammonia-derived nitrogen to be incorporated to the 

biomass. Accordingly, they have recently provided evidence for the reductive amination 

of glutamate by GLDH in breast cancer cells, by tracking the incorporation of [15N]-

amide-glutamine-derived isotopic label into glutamate, proline or aspartate, among 

other amino acids [142]. Interestingly, the studied models also displayed an absence of 

label incorporation in urea cycle intermediates, denoting a lack of ammonia 

incorporation through the CPS1 reaction. Nevertheless, the generality of this behavior 

for different cancer models and how can this observation be extrapolated to cancer 

patients needs to be further investigated.  

1.3.11. Polyamine metabolism 

Polyamines, polycations containing more than one amino group, are involved in various 

cellular functions: cell fate and differentiation, proliferation, motility, protein and DNA 
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synthesis and stability, regulation of transcription, oxidative stress response, apoptosis, 

ion channel regulation, and protein phosphorylation [134,144,145]. Three polyamine 

compounds are ubiquitous in mammals, and they are responsible for such functions: 

putrescine, spermidine, and spermine. The role of polyamine metabolism in cancer is 

poorly understood, yet they are downstream from many key oncogenes, such as Myc, 

and their metabolism is enhanced in a broad spectra of tumors [49], enhanced in body 

fluids and downregulated intracellularly in many cancer patients [146], conferring 

polyamines a potential diagnostic value [144,146–149]. Consequently, many novel 

therapeutic strategies are based on inhibiting polyamine synthesis and uptake, some of 

them currently in preclinical and clinical trials [49]. 

Polyamines are synthesized in a linear pathway that is highly-conserved and tightly 

controlled. First, ornithine from the urea cycle is converted to putrescine by ornithine 

decarboxylase (ODC). ODC is the rate-limiting enzyme in polyamine synthesis, and it has 

found to be overexpressed in many tumors, and inherent or induced overexpression of 

ODC has been proved to be sufficient to induce tumorigenesis in a wide variety of cell 

models [150–153]. ODC has one of the shortest lifespans in all the proteome (less than 

1 h), it is degraded by the proteasome in a unique ubiquitin-independent manner and 

tightly regulated by c-Myc [154], polyamine levels, growth factors, hormones and a 

dedicated system consisting of two regulatory proteins: ODC antizyme (AZ) and ODC 

antizyme inhibitor (AZI) [145]. Altogether, this suggests that ODC has a pivotal role in 

polyamine metabolism of cancer cells and that it may also represent an Achilles heel to 

this pathway. Moreover, ODC overexpression has also been reported to promote 

angiogenesis by directly regulating the expression of the antiangiogenic factor tumstatin 

[153].  

Following ODC, putrescine is converted to spermidine, and then spermidine to spermine 

in a linear biosynthetic pathway executed by spermidine synthase (SPDSY) and spermine 

synthase (SPMSY), respectively. Both SPDSY and SPMSY use a decarboxylated S-adenosyl 

methionine (dcSAM) moiety, derived from the methionine cycle, which is transformed 

into methylthioadenosine (MTA). In these reactions, dcSAM acts only as an aminopropyl 

donor and thus the carbon backbone required for methionine cycle can be recovered 

through S-methyl-5'-thioadenosine phosphorylase (MTAP), which elicits a way to 
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salvage the nucleotide adenine (and subsequently ATP) and the essential amino acid 

methionine [49]. 

Polyamines themselves can also be converted back into their precursors by several 

polyamine oxidase enzymes, consuming molecular oxygen and producing H2O2. 

However, even if polyamine oxidation generates ROS, polyamines are polycationic at 

physiological conditions, and thus they can scavenge alkyl, hydroxyl, peroxyl, and 

superoxide radicals [145]. In consequence, the role of polyamines in keeping redox 

homeostasis relies on their ability to both generate and scavenge ROS.  

Polyamine transport in multicellular eukaryotes is poorly understood. Endocytosis is the 

main postulated mechanism, even though other transport systems have also been 

proposed, such as SLC7 (Lys/Arg/Orn permeases), CCC9, and OCT6 [145]. 

 

Figure 2.3.3. The urea cycle and related metabolic pathways. Ammonia in the mitochondria is converted into 

carbamoyl phosphate (CP) by carbamoyl phosphate synthase 1 (CPS1). CP is then condensed with ornithine to yield 

citrulline by ornithine transcarbamylase (OTC). Citrulline and aspartate are converted into argininosuccinic acid (ASA) 
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by argininosuccinate synthase 1 (ASS1). ASA is metabolized by argininosuccinate lyase (ASL), yielding arginine and 

fumarate. Arginine can be transformed back to ornithine, via arginase (ARG), also yielding urea, excreted as a waste 

product. Alternatively, arginine can be converted into citrulline and nitric oxide (NO) by nitric oxide synthase (NOS). 

Ornithine is also the starting point of polyamine synthesis pathway: ornithine, via ornithine decarboxylase (ODC) 

yields putrescine (Put). In turn, putrescine will be sequentially converted into spermidine (Spd) and spermine (Spm). 

Each step of polyamine synthesis also requires decarboxylated S-adenosylmethionine (dcSAM) and produces 

methylthioadenosine (MTA), in a circular pathway that scavenges methionine and that is coupled to the methionine 

cycle. In addition, ornithine can be synthesized by other amino acids, such as glutamine, glutamate or proline, via the 

intermediary metabolite glutamate 5-semialdehyde. Abbreviations: adenosylhomocysteinase (AHCY), 

adenosylmethionine decarboxylase 1 (AMD1), glutaminase (GLS), S-methyl-5'-thioadenosine phosphorylase (MTAP), 

5-methyltetrahydrofolate-homocysteine methyltransferase (MTR), ornithine aminotransferase (OAT), proline 

dehydrogenase (PRODH), pyrroline-5-carboxylate (P5C), pyrroline-5-carboxylate reductase (PYCR), S-

adenosylmethionine (SAM), S-adenosyl homocysteine (SAH). 

1.3.12. Lipid metabolism 

Cancer cells will also display enhanced demand of lipids for biosynthesis and 

proliferation, as they constitute essential signaling molecules and the main structural 

components of cell membranes. However, many tumors also use lipids as fuel for 

mitochondrial metabolism, serving as both carbon donors for other biosynthetic 

purposes and as an additional energy source that contributes to the metabolic flexibility 

of tumor cells [115]. 

Proliferating cancer cells display a marked avidity for different lipids, displaying 

enhanced lipid uptake and endogenous biosynthesis [155]. Indeed, the accumulation of 

excess lipids and cholesterol in lipid droplets within cancer cells is considered indicative 

of cancer aggressiveness [156]. 

Reprogramming of fatty acid metabolism is another common hallmark shared by many 

tumors [157–161]. In this regard, one of the most recurrent metabolic adaptations 

encountered in cancer cells regarding fatty acid metabolism is the simultaneous 

activation of both fatty acid synthesis and fatty acid oxidation (FAO), which essentially 

results in a futile cycle [84]. Still, maintaining both pathways constitutively active can 

confer metabolic flexibility to tumor cells: fatty acid synthesis is essential for cancer cell 

proliferation, whereas situational modulation towards FAO to produce NADH and ATP 

and concomitant activation of metabolic stress pathways such as AMPK can result in a 

remarkable ability to cope with metabolic stress [162].  
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Fatty acid synthesis relies on acetyl-CoA availability as a substrate and, subsequently, on 

the capacity of the TCA cycle to produce citrate through citrate synthase, its export 

through the citrate shuttle, and its transformation to acetyl-CoA by ACLY [77]. Its 

catabolic counterpart, fatty acid oxidation, permits the use of fatty acids as fuel for ATP 

production. It requires the internalization of long-chain fatty acids into the mitochondria, 

which is mediated by the carnitine system. In brief, cytosolic CoA-bound long-chain acyl 

groups are bound to carnitine by carnitine palmitoyltransferase 1 (CPT1), yielding acyl-

carnitine molecules. Then, carnitine-acylcarnitine translocase (CACT) imports acyl-

carnitines into the mitochondrial matrix, where they are transformed back into long-

chain acyl-CoA molecules by carnitine palmitoyltransferase 2 (CPT2) [84,163] (Figure 

2.3.1). 

 

 

  

  

 

 

 

 

  

Figure 2.3.4. Transport of fatty acids into the mitochondria through the carnitine system.  

CPT1, the rate-limiting enzyme of lipid transport for FAO, has been extensively 

investigated in terms of its role in carcinogenesis. More recently, three isoforms of CPT1 

have been reported: CPT1A, CPT1B, and CPT1C. CPT1A and CPT1B are located on the 

mitochondrial membrane, whereas CPT1C is located on the endoplasmic reticulum (ER), 

and it has been reported to have much lower carnitine acyltransferase activity than 

CPT1A and B [164]. Conversely, it has been recently reported to have signaling functions, 

such as modulation of autophagy [165]. 
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Sphingolipids constitute another family of lipids that perform structural functions in cell 

membranes, contributing to the maintenance of membrane fluidity and the capacity of 

the lipid bilayer to act as a physical barrier [166]. Moreover, they also develop signaling 

functions in both health and disease by interacting with cell signaling networks. In cancer, 

they have been implicated in the regulation of cell growth, proliferation, invasion, and 

metastasis [167]. For instance, oxidative stress and chemotherapy induce the synthesis 

of sphingosine and ceramide, which act as signaling molecules, triggering apoptosis, 

senescence, and cell cycle arrest [167].  

 Metastasis, invasion and stemness 

Tumor progression and the acquisition of new functions by cancer cells are often 

enabled by the activation of genetic and epigenetic programs that are characteristic of 

embryonic development [168]. The resemblance between cancer cells and embryonic 

cells is especially remarkable in the use of transitions between epithelial and 

mesenchymal states, termed as epithelial-mesenchymal transition (EMT) [169], and in 

their ability to dedifferentiate and acquire the tumor-initiation and pluripotency 

capacities that characterize cancer stem cells (CSCs) [170].  

These two programs, EMT and stemness, are often intimately linked and coupled since 

they share common upstream regulators at multiple points of their signaling networks 

[171,172]. However, rising evidence also opens the possibility for the partially or 

completely uncoupled activation of both programs [173–177]. Both phenotype-driving 

programs, stemness and EMT, will be reviewed in this section, together with the 

crosstalk between both and their implications in cancer cell metabolism.  

1.4.1. Metastasis and epithelial to mesenchymal transitions 

As tumor cells evolve, they may acquire the capacity to undergo a sequential chain of 

events that lead to metastasis: invasion of nearby tissues, intravasation into blood or 

lymph vessels, dissemination through the organism, extravasation to other tissues and 

establishment of colonies at distant sites. This multi-step process is known as the 

invasion-metastasis cascade, and it is responsible for about 90% of cancer-associated 
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deaths [7]. Even if our understanding of the molecular aspects of metastatic lesions is 

still incomplete, it is well-established that tumor cells require transitions between 

epithelial and mesenchymal phenotypes to originate metastases.  

Epithelial phenotypes are characterized by relatively ordered layers of adjacent cells, 

tightly attached between them through junctional complexes, displaying an apicobasal 

polarization [178] and limited migratory capacity [168]. On the opposite, mesenchymal 

cells loosen their organization, and they present modified adhesion factors that disable 

cell-cell adhesion, promote the acquisition of front-rear polarity [178] and favor 

migratory and invasive behaviors [168], including the ability to breach the basement 

membrane and degrade components of the extracellular matrix (ECM) [169]. 

EMT can be defined as a series of reversible transitions between epithelial and 

mesenchymal phenotypes that cells undergo to commit to a certain fate during 

embryogenesis or to be able to invade and disseminate through the organism during 

tumorigenesis. In this last scenario, a highly-motile mesenchymal phenotype is required 

for invasion and intravasation. Conversely, returning to an epithelial one through 

reverse EMT or mesenchymal-epithelial transition (MET) can be beneficial for the 

attachment and proliferation that enables colonization and formation of 

macrometastases.  

In molecular terms, epithelial and mesenchymal features of cells are defined by their 

expression programs of cell adhesion molecules (CAMs). CAMs that drive the epithelial 

phenotype are E-cadherin, α-catenin, claudins, occludins, or cytokeratins, whereas 

mesenchymal markers include N-cadherin, vimentin, or fibronectin [169]. Among these, 

the replacement of E-cadherin for N-cadherin expression is an event of outstanding 

importance during EMT, commonly termed as the “cadherin switch” [179]. Other 

alterations in the expression patterns of EMT markers are still a subject of intensive 

research and debate nowadays, due to the wide range of phenotypes and expression 

patterns displayed by different tumors and the complexity of the regulatory networks 

governing this process. 

EMT activation in the cell is coordinated by specific EMT-inducing transcription factors 

(EMT-TFs), such as Snail (Snai1), Slug (Snai2), Twist, or Zeb1, which have been thoroughly 
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investigated during the last decades [7,172,179–183]. Apart from these, other TFs 

capable of fine-tuning some aspects of EMT have also been reported, notably Zeb2, 

Foxc2 or Prrx1, among other TFs [7], and different families of regulatory microRNA and 

post-translational modifications [169]. The different EMT-TFs can directly promote or 

repress the transcription of different CAMs and other EMT effector molecules, as well 

as interacting between them at the transcriptional level. Snail can directly promote 

transcription of Zeb1 and Twist, which will maintain the loop reinforcing Snail to sustain 

the mesenchymal phenotype [179]. Zeb2 also represses the epithelial gene program and 

induces EMT in many cancer types, including CRC [182] and sarcoma [183]. 

From the distillation of the body of research on this topic, it can be interpreted that 

metastasizing carcinomas display a wide variety of phenotypes regarding EMT-TFs, 

CAMs and other molecular effectors of the EMT that can be found active in tumor cells 

[175,184]. The acquisition of intermediate phenotypes or “partial EMT” has been 

extensively reported as a highly favorable state driving tumor progression and 

metastasis [174,185]. Thus, it is now a generally accepted idea that the EMT is a dynamic 

and multi-stage phenomenon that gives rise to a myriad of different intermediate 

phenotypes, rather than being a single binary switch between epithelial and 

mesenchymal opposed states [7,169,179]. 

Similarly, the invasion-metastasis cascade in general terms is not a fixed and well-

defined chain of events that can only occur in one single manner. For instance, 

circulating tumor cells (CTCs) can migrate through blood or lymph vessels either as 

individual cells or small clusters of attached cells. These CTC clusters in collective 

migration display a high grade of heterogeneity in EMT signature that can be beneficial 

for tumor dissemination: they can include leader mesenchymal cells that will drive the 

migratory and invasive capacities of the cluster, attached to a bulk of more epithelial 

ones, better prepared to colonize and proliferate at secondary sites [186]. In 

consequence, a cell may not necessarily require undergoing EMT to reach its metastatic 

niche.  

Another critical aspect of the invasion-metastasis cascade is the crosstalk between 

tumor cells and their surrounding stroma. One of the clearest examples is the release by 

tumor cells of angiogenic factors to their surroundings, promoting the formation of 
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closer blood vessels by stimulating endothelial cells from the stroma, which will facilitate 

local invasion [187]. At the same time, stromal cells can also deliver signaling stimuli that 

will influence the molecular events occurring in tumor cells. Indeed, EMT of cancer cells 

is triggered by heterotypic signaling received from the surrounding stroma, including 

transforming growth factor β (TGF-β), Wnt, or different interleukins [7]. 

1.4.2. Tumor initiation, stemness, and plasticity  

CSCs are a relatively rare subset of tumor cells that are endowed with plasticity and self-

renewal capacity [171]. These cells are also thought to be the only ones capable of 

originating a new tumor, and thus, they are sometimes termed as tumor-initiating cells 

(TICs) [172]. A considerable fraction of tumor heterogeneity and its hierarchical 

structure is given by these CSC pools, as they can give rise to different lineages of 

committed daughter subpopulations, potentially in response to the selective pressures 

to which the tumor is subjected [10,172]. In this manner, CSCs significantly contribute 

to the adaptation of the tumor to its microenvironment (e.g., nutrients or oxygen 

availability) and the emergence of resistant phenotypes and tumor relapse after chemo- 

[188] or radiotherapy [189]. 

The currently accepted CSC model, or hierarchical model, states that every tumor 

contains a small fraction of CSCs, that are both able to self-renew and to originate 

differentiated daughter tumor cells with decreased tumorigenic capacity that constitute 

the bulk of the tumor [171,190]. However, emerging evidence also supports an 

alternative model, referred to as the stochastic model, in which every tumor 

subpopulation contributes to tumor plasticity and that committed tumor cells can also 

dedifferentiate and undergo phenotypic transitions, increasing their tumorigenic 

capacity [10]. In this regard, Gupta and coworkers proved that each isolated 

subpopulation of a breast cancer cell line (luminal, basal, and stem) was able to generate 

the other two and that all three were equally able to originate tumors given the 

appropriate stimuli [191]. Indeed, deeper insight is still required to fully understand the 

contribution of cancer cell plasticity and stemness to tumor progression and structure, 

and the right answer probably lies in between both the hierarchical and the stochastic 

models, as some studies have already proposed [192,193]. 



Introduction 

 

 
39 

Traditionally, CSCs have been identified and isolated using cell surface markers and 

receptors, such as CD44 [194,195], CD117 [195] or CD133 [196]. However, a better 

understanding of the cellular role of these markers, and the detection of false-positives 

(e.g., CD44+ and CD117+ ovarian cells without TIC capacity [196]) and false-negatives 

(e.g., both CD133+ and CD133- can initiate tumors in gliomas [197,198]), have led to the 

use of other means, along with cell surface markers, to accurately identify and 

characterize CSC populations. Other self-renewal markers that allow identifying CSCs 

can also be enzymes, such as the aldehyde dehydrogenase 1 A1 (ALDH1A1), involved in 

retinoic acid synthesis [199,200]; or pluripotency-related transcription factors, such as 

OCT4 [201], SOX2 [202], Nanog [201,203], Myc [204], KLF4 [205] or Bmi1 [195,206].  

1.4.3. Interplay between the EMT and CSC programs 

Plasticity, tumorigenic capacity, and EMT activation have been described as 

phenotypically encompassed in many tumors [207–210]. Notably, the induction of the 

EMT by ectopic expression of EMT-driving oncogenes and transcription factors 

concurrently induces the acquisition of a CSC phenotype [211–215]. This phenotypic 

correlation between both programs is expectable, as the central EMT-TFs (Snail, Twist, 

and Zeb1/2) can concomitantly elicit the transcription of both EMT-related and CSC-

related targets [216].  

For instance, Zeb1 represses stemness-inhibiting micro-RNAs [217]. Twist1 upregulates 

the CSC marker Bmi1, and both Twist1 and Bmi1 act coordinately to repress E-cadherin 

expression [181]. Combined activation of Slug and Sox9 is sufficient to induce the 

transformation of differentiated luminal mammary cells into CSCs [210]. Similarly, the 

ectopic induction of different EMT-TFs has been reported to promote stemness and TIC 

in mammary cells by activating Hedgehog signaling [218]. Finally, the paramount EMT-

TF Snail has been reported to drive both invasiveness and pluripotency in many 

functional studies of ectopic expression in cancer models [213–215]. 

Despite this high degree of overlap and redundancy between EMT and CSC signaling, 

growing evidence suggests that both programs can also be partially or completely 

uncoupled. Stem-like features have been identified in cells displaying a hybrid EMT 

phenotype [173,174] or even an entirely epithelial phenotype [175–177]. These 
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observed differences in the degree of coupling between the EMT and CSC phenotypes 

rely on the countless possible combinations of EMT-TFs activation. Indeed, even if they 

are all associated with driving the transcription of the mesenchymal gene program, 

there is also an significant degree of non-redundancy in their transcriptional targets 

[219], and it has been shown that their differential activation can determine the CSC 

state [210,220]. 

Interestingly, the mechanistic connection between EMT and CSC programs has also been 

reported as sequential, rather than simultaneous: induction of EMT as a prelude to the 

acquisition of tumor-initiation capability has been observed in many different types of 

carcinoma [7]. Consistent with this observation, during the invasion-metastasis cascade, 

EMT activation is required for achieving dissemination throughout the body, whereas 

tumor-initiation capability is required at a later phase: the establishment of 

macrometastases. The cells responsible for tumor initiation at secondary niches are 

often termed as metastatic stem cells (MetSC) [221]. In order to thrive in their secondary 

niche, these MetSC need to have a completely or at least partially epithelial phenotype, 

in order to exit dormancy and proliferate. This can be achieved either by undergoing 

MET to some degree or by being transported by leader mesenchymal cells throughout 

the body. The mutually exclusive balance between motility and proliferative capacity 

has been thoroughly described [222], and thus MetSCs capable of establishing 

macrometastases will display a phenotype that simultaneously displays stem and 

epithelial features, often termed as epithelial cancer stem cells (e-CSCS). 

Indeed, both TIC capacity and undergoing MET for proliferation at the metastatic site 

are essential features for success in this later colonization stage, assigning a prominent 

role to the abovementioned e-CSC phenotype. Consequently, epithelial metastatic stem 

cells play a decisive role in metastatic colonization, and they could be the most critical 

tumor subpopulation to target in therapy to eradicate metastases. 

1.4.4. Metabolic reprogramming associated to metastasis and 

invasion 

Across the different steps of the invasion-metastasis cascade, tumor cells will be 

surrounded by a wide variety of different microenvironments that challenge their ability 
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to survive and preserve their malignancy. Thus, they will need to become adapted to 

each new scenario by rewiring their metabolic networks to fulfill their energetic and 

biosynthetic needs with the resources at hand in each particular microenvironment.  

This situational rewiring of metabolic pathways to match the evolving requirements of 

the metastatic cascade is partly triggered by the regulation of metabolic genes by EMT-

TFs. The crosstalk between metabolism and EMT-TFs is bidirectional: not only EMT-TFs 

regulate cell metabolism, but oncogenic signaling functions of metabolites and 

metabolic enzymes can have a decisive impact on the EMT phenotype through 

modulating the expression of EMT effectors at transcriptomic and epigenetic levels 

[87,89,223,224] (2.4.1). 

 

Figure 2.4.1. Relevant examples of crosstalk between metabolism, epithelial-mesenchymal plasticity, and 

epigenetics. EMT-transcription factors (EMT-TFs) are regulated by histone and DNA methylation and by histone 

acetylation. These processes are, in turn, modulated by the intracellular levels of metabolic products of the 

tricarboxylic acid (TCA) cycle. EMT-TFs also cooperate with histone deacetylases to repress the expression of cell 

adhesion molecules that modulate the EMT phenotype. Metabolic cues such as hypoxia, oxidative stress, or nutrient 

availability can activate EMT-TFs through various signaling axes such as HIF-1α, AKT, GSK-3β, or NF-κB. Alternatively, 
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the expression of EMT-TFs can be directly modulated by metabolic enzymes, such as phosphoglucoisomerase (PGI) 

or pyruvate kinase isoform M2 (PKM2). In turn, EMT-TFs regulate central metabolic pathways, by activating or 

repressing the transcription of metabolic enzymes and metabolite transporters, such as phosphofructokinase platelet 

(PFKP), cytochrome c oxidase (COX), fructose-1,6-bisphophatase 1 (FBP1), or glucose transporter 3 (GLUT3). Adapted 

from Thomson et al. [222] with the permission of coauthors. 

The first challenge that cancer cells must face when undergoing the invasion-metastasis 

cascade resides in the capacity to be motile enough to degrade the ECM and reach the 

bloodstream. The motile phenotype is driven in part by lipid rafts, cholesterol, and 

sphingolipid-rich membranous structures that modulate cell adhesion by partnering 

with CD44 and are required for ECM degradation and invadopodia formation [225]. 

Sphingolipids themselves are also part of other oncogenic signaling cascades that lead 

to motile phenotypes [167]. Finally, different enzymes in fatty acid metabolism are also 

recruited for the metastatic process [226]. ACLY is required for low molecular weight 

cyclin E (LMW-E)-mediated transformation, migration, and invasion [227]. Similarly, 

FASN is also involved in invasion by being able to induce EMT [228,229], and by 

interacting with Wnt signaling [230]. 

Upon detachment from an adherent layer, healthy non-hematopoietic cells are unable 

to uptake sufficient glucose. This cellular state results in anoikis, a particular kind of 

apoptosis triggered by the lack of ATP that results from loss of anchorage [231,232]. 

Circulating tumor cells will display metabolic adaptations specifically devoted to permit 

the evasion of anoikis and to favor anchorage-independent growth, a prerequisite state 

for metastatic dissemination [233]. Elevated ROS levels can further contribute to the 

activation of anoikis since ROS accumulation inhibits ATP production [234]. Therefore, 

many of the alterations exhibited by cancer cells to evade anoikis may also be dedicated 

to scavenging ROS or diminishing their generation. One of these alterations may be the 

reinforcement of a highly-glycolytic phenotype, relying on glucose for obtaining ATP, 

which can decrease cellular ROS levels both by diminished mitochondrial metabolism 

and increased NADPH production capacity through PPP.  

On the contrary, invasive ovarian cancer cells under detachment conditions increase 

pyruvate uptake for TCA cycle anaplerosis. This engagement on pyruvate favors 

migration and the adoption of a more oxidative metabolic phenotype [235]. Similarly, 

the CRC cell line SW620, obtained from lymph node metastasis, exhibits an increase in 
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EMT markers and invasiveness, and enhanced mitochondrial metabolism in detriment 

of aerobic glycolysis, when compared to its primary tumor counterpart, SW480 [236].  

Indeed, multiple links are emerging between the TCA cycle and metastatic potential of 

cancer cells, particularly tied to epigenetic signaling (2.4.2). An essential part of these 

relies on the action of a particular family of α-KG-dependent DNA demethylases termed 

as ten-eleven translocation (TET) demethylases. Importantly, their demethylating-

activity, elicited by α-KG, enables the expression of miRNA-200, an important repressor 

of EMT-TFs [222]. On the contrary, over the last years, it has been found that succinate 

[87], the product of TET activity, and fumarate [89], a structural analog of α-KG, inhibit 

the action of TET enzymes, suppressing miRNA-200 and promoting EMT.  

 

Figure 2.4.2. Metabolic requirements of methylation and acetylation. S-adenosyl-methionine (SAM) acts as a methyl 

donor for histone and DNA methylation. SAM is produced through one-carbon metabolism. Demethylation can be 

dependent on the tricarboxylic acid (TCA) cycle intermediate α-ketoglutarate (α-KG) and can be inhibited by other 

TCA cycle products: succinate, fumarate, or 2-hydroxyglutarate (2-HG). Histone demethylation by lysine-specific 
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histone deacetylase 1 (LSD1) can also be dependent on FADH2. FADH2 pools are dependent on fatty acid oxidation 

and the TCA cycle. Histone acetylation requires acetyl-CoA, obtained from citrate or fatty acid oxidation in the TCA 

cycle. Histone deacetylation by sirtuin (SIRT) histone deacetylases is NAD+-dependent. NADH pools are dependent on 

multiple metabolic pathways, including glycolysis, pyruvate dehydrogenase, the TCA cycle, fatty acid oxidation, amino 

acid oxidation, and oxidative phosphorylation (OXPHOS). Adapted from Thomson et al. [222] with the permission of 

coauthors. 

Not only methylation but also histone acetylation has been reported to have crucial 

roles in the induction of the EMT program through epigenetic activation of EMT-TFs 

expression. For instance, an increase in acetyl-CoA pools activates EMT in hepatocellular 

carcinoma through Twist2 expression by histone acetylation [237]. Similarly, in 

pancreatic cancer, inhibition of class I histone deacetylase (HDAC) induced the 

expression of an epithelial gene set [238]. Consequently, mitochondrial metabolism and, 

more specifically, the preservation of TCA intermediate pools, as well as the balance of 

NADH and FADH2, also crucial for methylation and acetylation events, have a prominent 

impact on the modulation of the EMT program.   

Metabolic and EMT signaling cascades display a remarkable level of overlapping that 

derives in a certain coupling between both in cancer cell phenotype. One of the most 

evident is through glycogen synthase kinase-3 (GSK3). GSK3 subunits GSK3α and GSK3β 

are one of the busiest signaling kinases in the cell, with over 100 targets [239]. GSK3β is 

directly phosphorylated and inactivated by AKT, and one of its target genes is the EMT-

TF Snail, hence establishing a link between the metabolic and the EMT phenotypes. 

GSK3β inhibits Snail through phosphorylation, targeting it for proteasomal degradation. 

Importantly, inhibition of GSK3 activates glycogen synthesis and glucose transport [240]. 

Thus, in mesenchymal phenotypes that encompass inactive GSK3 and subsequently 

active Snail, enhanced glucose transport and glycogen accumulation may represent a 

strategy to accumulate carbon and energy reservoirs to sustain potential shortages 

during the dissemination of motile cells throughout the body. Supporting this idea, Snail 

also has downstream targets that promote glycolytic flux while inhibiting OXPHOS: Snail 

represses fructose-1,6-bisphophatase 1 (FBP1), promoting glucose uptake and the 

diversion of glycolytic carbons towards biosynthetic pathways, including the pentose 

phosphate shunt, and impairing respiration and activity of respiratory chain complex I 
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[241]. Similarly, Snail also represses phosphofructokinase platelet (PFKP) [242] and 

several subunits of cytochrome C oxidase (COX) [243]. 

In addition, polyamine metabolism could also play a role in the invasion-metastasis 

cascade. First, the ROS-balancing capacity of polyamine metabolism can contribute to 

anoikis evasion, and, second, polyamines may be directly involved in mediating invasion 

since inhibition of polyamine metabolism directly decreases the expression of different 

MMPs [244–246]. Finally, other studies have also emphasized the role of glutamate and 

GABAergic metabolism and metastasis. In particular, glutamic acid decarboxylase (GAD) 

decarboxylates glutamate to yield γ-aminobutyric acid (GABA), a neurotransmitter 

molecule that promotes metastasis in oral cancer by causing β-catenin translocation and 

MMP production in established cell lines and correlates with the occurrence of 

metastasis in an oral cancer patient cohort [247].  

1.4.5. Metabolic reprogramming associated with stemness 

The unparalleled ability of CSCs to survive under chemotherapeutic regimes and then 

instigate tumor relapse has stimulated intensive research on different functional aspects 

of CSCs, including the metabolic adaptations they display. In this regard, both 

prominently glycolytic and OXPHOS metabolic phenotypes have been reported in CSC 

subpopulations, with no identified distinctive feature or particularly tied to specific 

cancer types [95,248–250]. 

In glycolytic CSCs, oncogenic activation of Myc has been described as a recurrent link 

between stemness and the glycolytic phenotype [251,252], mainly contributing to 

enhanced redox protection due to decreased oxidative mitochondrial metabolism and 

enhanced flux through PPP [248]. For some models, the isolated CSC fraction displays a 

greater glycolytic activity than the bulk of the tumor and decreased reliance on 

mitochondrial respiration [249,250]. However, the role of Myc in the intersection 

between stemness and glycolytic phenotypes is still unclear. In pancreatic cancer, an 

OXPHOS-relying CSC pool has been identified, while Myc drives the Warburg phenotype 

of the more differentiated bulk of the tumor [95]. Besides, Myc, another Yamanaka 

pluripotency factor, KLF4 [205], has also been reported to have a direct impact on the 
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glycolysis/OXPHOS balance via targeting TCL1 which drives a Warburg phenotype via 

AKT activation in induced pluripotent stem cells (iPSCs) [253]. 

OXPHOS-relying CSCs display greater metabolic flexibility and decrease their 

dependence on nutrient availability in the TME, as mitochondrial metabolism can be 

fueled by many substrates other than glucose. In this regard, FAO has shown to be an 

essential fuel for oxidative mitochondrial metabolism of CSCs [161,254], driven by the 

pluripotency transcription factor Nanog [161]. Besides, unsaturated fatty acids have 

been recently described as important markers and mediators of the CSC phenotype 

through the NF-κB signaling axis [158,255]. 

The CSC phenotype is intrinsically encompassed with a high degree of adaptability to the 

tumor microenvironment and, consequently, the metabolic adaptations they display are 

also expected to be remarkably plastic and influenced by their particular niche [95]. 

Some hints on the metabolic particularities tied to CSCs and their regulatory networks 

have been unveiled, but a much deeper understanding is needed to achieve 

generalization and systematization on this matter. 

 Drug resistance 

1.5.1. Mechanisms of drug resistance 

Drug resistance in cancer is the process by which cancer cells develop strategies to 

survive under chemotherapeutic intervention. Resistance can be intrinsic, if a tumor is 

per se irresponsive to a particular chemotherapeutic agent; or acquired, if 

irresponsiveness emerges after treatment, due to mutagenesis and clonal evolution 

exerted by the selective pressure of the drug. Moreover, resistance can also be acquired, 

alone or in combination with clonal evolution, by the plastic phenotypic adaptation of 

tumor cells through signaling and epigenetics, elicited mainly by their CSC traits [256].  

Cancer drug resistance can be limited to a single family of chemical compounds or a wide 

variety of compounds with distinct cytotoxic mechanisms, termed as multidrug 

resistance. The mechanisms that contribute to cancer drug resistance are diverse and 

complex, involving multiple cell signaling pathways, transporters, and molecular 
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effectors that overlap and can be simultaneously activated in countless manners. In 

consequence, resistance to single-agent treatments is devastatingly common in cancer. 

The cancer research community is currently aiming to reverse this situation by 

developing combination therapies. Multidrug approaches have been proved as highly 

effective, reducing the risk of clonal selection that leads to resistance [257] and are 

increasingly used in the clinics [258]. 

Hereafter, different mechanisms of drug resistance will be reviewed. Aiming to achieve 

conciseness and clarity in this section, such mechanisms will be discretized and broadly 

classified into different categories, based on the cellular feature that is altered to 

contribute to drug resistance: drug transport, drug metabolism, drug target, DNA 

damage repair, apoptosis evasion, EMT, and stemness.  

Drug transport alteration 

Drug transport includes all the systems by which a drug can enter or be excreted from a 

cell. Alteration of either the influx or the efflux of drugs in cancer is an essential mediator 

in the emergence of resistance. Both reducing the influx or enhancing the efflux result 

in the reduction of the intracellular accumulation of the drug.  

Both processes are mainly mediated by members of the ATP-binding cassette (ABC) 

transporter family. ABC transporters are transmembrane proteins that consist of a 

highly conserved nucleotide-binding domain and a transmembrane domain that varies 

among the 49 members of the family. They mediate the efflux of various substrates out 

of the cell by consuming an ATP at their nucleotide-binding domain [259]. Three of the 

members of the ABC transporter family acquire a particular importance in 

chemotherapy resistance: multidrug resistance protein 1/P-glycoprotein (MDR1/P-gp), 

multidrug resistance-associated protein 1 (MRP1) and breast cancer resistance protein 

(BCRP). Due to their low substrate specificity, alteration of these transporters in cancer 

cells leads to the acquisition of resistance to a broad array of chemotherapeutic agents 

[6,259]. 

Alternatively, anticancer drugs can also be excreted from the cell by members of the 

SLCO and SLC22A transporter superfamilies, including organic cation transporters 

(OCTs), organic anion transporters (OATs) and organic anion transporting polypeptides 



Introduction 

 

 
48 

(OATPs). Members of these families are frequently overexpressed in many types of 

cancer and contribute to the resistance of a wide variety of anticancer drugs, including 

taxanes, nucleoside analogs, or antifolates [260]. 

Drug metabolism alteration 

Many chemotherapeutic drugs require partial modification to be activated and act on 

their molecular targets. Upon administration, they are treated as xenobiotics by both 

tumor and healthy cells, and they undergo biotransformation by drug-metabolizing 

enzymes (DMEs). These enzymes will transform the prodrug to yield, at a certain step, 

the bioactive form of the drug, but further progress on these pathways will also lead to 

drug deactivation and excretion. Drug metabolism can be divided into three distinct 

phases [261,262]: 

Phase I: Modification – Oxidation, reduction, or hydrolysis reactions that 

decrease toxicity, mainly performed by cytochrome P450 enzymes [263]. 

Phase II: Conjugation – Conjugation reactions of the drug to glutathione, sulfate, 

 glucuronic acid, mercapturic acid, methyl, and acetyl, performed by specific 

enzymes with transferase catalytic activity, such as the glutathione-S-transferase 

 (GST) superfamily [261,264]. 

Phase III: Transport – Shuttling of the drug across the cellular membrane, 

performed by ABC transporters, OATs, and OCTs of the SLC22A superfamily [261], 

as described in the previous section. 

Two different situations can originate cancer drug resistance by alterations in drug 

metabolism pathways: downregulation of early drug metabolism that involves less or 

slower drug activation; or upregulation of late drug metabolism, which leads to faster 

inactivation and excretion of the active form. Both result in lower intracellular 

concentration of the active form, and, therefore, decrease in its antineoplastic effect.  

Drug target alteration 

During long chemotherapeutic regimes, tumors are exposed to the selective pressure 

resulting from the pharmacological agent. Thus, genomic instability can favor the 

appearance of subpopulations that deregulate the target pathway or contain an altered 
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or mutated version of the drug target that can impair the effect of the drug [265]. A clear 

example of this is the response of breast cancer cells to estrogen receptor (ER)-directed 

therapies, to which breast cancer cells respond by downregulating or completely losing 

ER expression, or by mutating or translocating the ER gene, which results in hormone-

refractory growth [266]. Acquisition of resistance by alteration of the drug target can 

also occur due to PTMs resulting from the rewiring of oncogenic signaling cascades. 

Focal adhesion kinase (FAK)-targeting chemotherapy is counteracted by FAK 

phosphorylation by receptor tyrosine kinases (RTK), maintaining FAK activation [267]. 

Moreover, when the drug target is a metabolic enzyme or a metabolic pathway, the 

emergent metabolic reprogramming counteracting the presence of the drug is an 

example of a drug target alteration mechanism. This issue will be addressed in more 

detail in Section 1.5.2. 

DNA damage response 

The mechanism of action of multiple families of antineoplastic agents, such as alkylating 

agents and DNA crosslinkers, is directed to produce severe amounts of genotoxic 

damage so that cancer cells become unable to fulfill the conditions of the DNA damage 

checkpoint, and, therefore, their growth becomes arrested. However, cancer cells can 

also acquire resistance to genotoxic therapies by upregulating their DNA damage 

response (DDR) machinery to the extent that sufficient DNA repair is ensured, or that 

DNA damage checkpoints are ignored [25]. 

DNA repair occurs through different specific reactions, such as nucleotide excision repair 

or mismatch repair, depending on the type of lesions produced by the genotoxic agent. 

When DNA damage is reparable, the cell cycle is arrested as a cytoprotective mechanism, 

until DNA integrity is recovered. Otherwise, DDR proteins will trigger proapoptotic 

stimuli[268]. DDR is initially mediated by ataxia telangiectasia mutated (ATM) and ataxia 

telangiectasia and Rad3-related (ATR), two kinases that recognize DNA damage, recruit 

effectors for DNA repair, and rewire metabolic pathways to ensure nucleotide 

availability [25]. Both ATM and ATR contribute to genotoxicity resistance, and, for 

instance, knockdown of either of them can sensitize glioblastoma and melanoma cells 

to the alkylating agent TMZ [269]. Downstream to ATM and ATR, checkpoint kinases 

(Chk1 and Chk2) can block cell cycle progression upon DNA defects, recruiting p53 to 
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activate the apoptotic cascade. Inhibition of Chk1/Chk2 is able to overcome cisplatin 

resistance in head and neck cancer [270]. Notably, utterly frequent p53 mutations in 

many cancers also obstruct the proapoptotic signal transduction that arises from 

irreparable DNA defects [56]. 

Apoptosis evasion 

One of the hallmarks of cancer cells is their capacity to evade apoptosis, which can be 

reinforced in cancer cells as a mechanism of resistance to chemotherapeutic agents that 

are designed to selectively trigger a proapoptotic response in cancer cells. For instance, 

imatinib-resistant leukemic cells display inhibited apoptosome formation by modulating 

the function of the apoptosome inhibitor protein Hsp90β [271]. Indeed, deregulation of 

the apoptotic signaling cascade is a tremendously common strategy to acquire 

resistance to a broad spectrum of anticancer drugs, but it can also be counteracted by 

directly targeting the apoptotic pathway. One clear example is the use of Bcl-2 

antagonists, such as AT-101 or navitoclax, in combination with other chemotherapeutic 

agents to overcome drug resistance. For instance, HDAC inhibition combined with 

navitoclax has proven to be effective for small cell lung cancer treatment [272]. Similarly, 

simultaneously targeting Bcl-2 and the PI3K/mTOR axis was effective in triggering 

apoptosis and enhanced response to tamoxifen in ER+ breast cancer [273]. 

EMT and stemness 

Cancer cell subpopulations can acquire the capability to invade nearby tissues or to 

intravasate and disseminate through the organism. Different studies with large patient 

cohorts have unveiled a strong correlation between the EMT phenotype and resistance 

to chemotherapy [274,275]. Acquiring an invasive phenotype under pharmacological 

pressure may encompass a combination of different selective advantages. First, gaining 

the capacity to be motile can enable the possibility to encounter more favorable niches, 

which can be considered as an adaptation that contributes to escape from the drug 

pressure. Besides, certain EMT-TFs also mediate the transcription of DDR proteins. For 

instance, ZEB1 can be activated by the DNA damage-sensitive ATM kinase to promote 

the stabilization of Chk1 [276,277], a crucial piece of the DDR machinery. 
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On the other hand, CSCs have also been extensively associated with resistance. They 

have the potential to become plastically adapted to the drug pressures to which they 

are subjected, by adopting phenotypes that confer them a selective advantage and 

improved survival. CSC markers CD117, CD166, and ALDH1, are correlated with 

resistance in prostate cancer patients [278]. Indeed, certain chemotherapeutic drugs are 

reported to induce an enrichment in CSC pools [188], and these can lead to tumor 

relapse many years after chemotherapy has apparently eradicated the tumor [171]. 

Most frequently, this relapse occurs through metastatic spread, in which latent 

chemoresistant MetSCs are responsible for cancer regression through distant 

metastases [221].  

Such types of response inevitably arise a question: is the activation of the EMT 

phenotype a driving force of cancer drug resistance, or a consequence of the activation 

of EMT-TFs that are simultaneously responsible for multiple functions besides EMT, 

including DNA damage response and CSC induction? 

1.5.2. Metabolic reprogramming associated with resistance 

Resistance to chemotherapy can result from the alteration of different parts of the 

cellular machinery. For instance, amplification or silencing of genes, alteration of 

signaling cascades, increase in the rate of DNA repair, or upregulation of drug 

biotransformation and transport. The alteration of any of these mechanisms will 

necessarily impact the metabolic status of the resistant cancer cells: increased DNA 

repair rates will raise the demand for nucleotides; increased traffic through ABC 

transporters will imply additional ATP demand to support active transport; usage of ROS 

scavenging machinery for drug detoxification will trigger new biosynthetic demands 

(e.g., glutathione synthesis); alteration of signaling that can infer on the apoptotic 

cascade, such as p53, Myc or Akt, will also have a profound impact on metabolism.  

Even if the source of chemoresistance appears to be, in principle, untied to metabolism, 

the high degree of interconnection between the different layers of cell physiology can 

often trigger a noteworthy butterfly effect and have a global impact on cancer cell 

metabolism. Of course, this global impact will even be more significant when the 

chemotherapeutic agent directly targets a metabolic enzyme or pathway.  
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Some authors have found that chemotherapy-resistant cells display increased glycolysis 

and an exacerbated Warburg phenotype [279]. For instance, long-term exposure to the 

alkylating agent TMZ derives in GLUT3-overexpressing resistant glioma cells [279]. The 

rationale behind the resistance-driven glycolytic shift could be tied to the recently-

identified signaling functions of lactate [280]. It has been found that lactate can promote 

DNA repair and resistance in cervical carcinoma, via inhibiting histone deacetylation and 

activating the hydrocarboxylic acid receptor 1. In line with this, increased aerobic 

glycolysis also confers radioresistance to glioma and oral carcinoma cells, also tied to an 

increase in DNA repair rates [281]. This observation suggests that increased lactate 

production could be a more generalized mechanism to counteract chemo- or 

radiotherapy-induced DNA damage.  

The need for preserving or intensifying a glycolytic phenotype to achieve metabolic 

resistance to DNA damage can open significant therapeutic windows. In bladder cancer, 

forced PDH activation by the PDK inhibitor dichloroacetate (DCA) synergized with the 

DNA crosslinker cisplatin in decreasing the volume of xenografted tumors [282]. 

Similarly, MCF-7 breast cancer cells resistant to both the antifolate methotrexate and 

the AMPK activator AICAR, display reversion of their Warburg phenotype, cell cycle 

arrest, and decreased proliferation upon the combined administration of both drugs 

[283]. 

1.5.3. Platinum-based chemotherapy 

Platinum (II) compounds have been extensively used in cancer therapy since their 

accidental discovery in 1965 [284], to the extent that the flagship compound of the 

family, cisplatin, cis-[PtCl2(NH3)2] or CDDP, is often referred as “the penicillin of cancer 

drugs”. Nowadays, these compounds represent one of the main front lines in solid 

tumor treatment, despite the ability of many tumors to ultimately become resistant to 

them. Indeed, cisplatin, carboplatin, and oxaliplatin are extensively used for multiple 

cancer types, and they are included in the WHO’s Model List of Essential Medicines. 

Furthermore, some others, such as picoplatin, and more recently, the platinum (IV) 

compound satraplatin have entered clinical trials [285,286]. 
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The primary mechanism of action of platinum-based chemotherapy is binding to N7 of 

guanine residues in DNA, inducing massive intra- and inter-strand cross-linking that will 

ultimately trigger cell death by apoptosis [287]. Apart from that, a plethora of other 

related and unrelated effects have been reported, such as cell cycle arrest, senescence 

induction, mitochondrial damage, or ROS induction [288–290].  

However, the clinical applicability of these compounds for cancer therapy is often 

hampered by the emergence of resistant phenotypes. These are driven by a severe 

reprogramming of cancer cell metabolism that confers to it the ability to surpass 

mitochondrial impairment caused by platinum drugs, increase DNA repair rates, 

maintain redox homeostasis, and ultimately evade apoptosis and achieve proliferation 

and cell growth [286]. 

1.5.4. Platinum (IV) compounds 

In an attempt to overcome the limitations of platinum (II), remarkable research efforts 

have been set towards the development of platinum (IV) compounds, which act as 

prodrugs of their platinum (II) precursors. The axial ligands in platinum (IV) compounds 

enable the modulation of physicochemical properties such as lipophilicity, stability, or 

reduction potential [287,291]. 

Platinum (IV) compounds are kinetically inert in comparison to their Pt (II) analogs, 

which allows their oral administration [292]. Moreover, a large body of evidence 

suggests that Pt (IV) compounds act as prodrugs since they need to be reduced to Pt (II) 

and release their two axial ligands in order to be active [287,293]. Thus, in stochiometric 

terms, Pt (IV) compounds can potentially consume twice as ROS scavenging molecules 

as their Pt (II) counterparts, thus generating additional oxidative stress that can 

contribute to disabling cancer cell survival capacity. These two additional coordination 

sites can also be rationally designed to act synergistically with the platinum cytotoxic 

effect; improve their activity, pharmacodynamics, tissue targeting, molecular targeting, 

and selectivity to decrease systemic toxicity and improve their safety profile [287,292]. 
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1.5.5. Mechanisms of platinum resistance 

The molecular mechanisms of resistance encountered in platinum-resistant tumors are 

partially coincident with the general mechanisms of drug resistance portrayed in Section 

1.5.1. Particularly, resistance to platinum compounds occurs through increased DNA 

repair rates, alteration of drug transport, and increased drug inactivation [256]. 

Hereafter, the different categories depicted in that section will be nuanced for the 

particular case of platinum compounds. 

First, platinum drugs are electrophilic compounds that can be deactivated by different 

reducing agents that constitute the antioxidant defense mechanisms of the cell [294]. 

These are mainly reduced glutathione (GSH), cysteine-rich motifs in proteins, and the 

metallothionein family of proteins. Much of the platinum drug entering the cell is 

captured and reduced by these means, to the extent that only 1% of the platinum drug 

entering the cell can enter the nucleus and form cytotoxic platinum-DNA adducts [295]. 

The interaction between GSH and platinum-based drugs has been extensively 

characterized, and it can be classified into three types of interaction. First, GSH acts as 

cytoprotective by reduction or coordination to active platinum (II) or platinum (IV) 

species, diminishing the amount of free active drug that can enter the nucleus and 

produce DNA damage. Second, GSH can contribute to platinum drug efflux by ABC 

transporter-mediated transport or multidrug resistance proteins (MRPs), in which a 

GSSG-Pt complex is excreted from the cell. Third, it regulates the intracellular copper 

pool and thus influences platinum efflux through copper-mediated transport [294]. 

The study of resistance mechanisms to platinum compounds has been approached by 

the characterization of both short-term exposure, as indicative of innate resistance, and 

long-term exposure, as indicative of a clonal selection process or acquired resistance 

[296–298].  

 Macromolecular crowding 

The interior of living cells is a tightly-packed environment in which a myriad of solutes, 

macromolecules, and supramolecular structures take about 40% of the total cellular 
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volume. This occupied fraction can vary among different in vivo environments, being on 

average 200-400 g/l. The most crowded space, the interior of mitochondria, can reach 

up to 500 g/l, whereas the least crowded one, the bloodstream, contains about 80 g/l 

of macromolecules [299]. However, even in this least crowded environment, the 

concentration of macromolecules is much higher than the concentrations reached on in 

vitro biochemical characterization. For instance, in vitro enzyme kinetics and enzyme 

activity studies are typically performed using purified enzymes or protein extracts in the 

range of 1-10 g/l.  

In highly-concentrated environments, all the molecular actors inside the cell will display 

significant deviations from ideality that will define their in vivo behavior, significantly 

impacting on the function of all the cellular machinery and all the metabolic reactions 

and pathways. Thus, biochemical measurements performed in dilute solution may lack 

resemblance to the phenomena occurring in the interior of the cell. 

1.6.1. Excluded volume effects 

The main difference between diluted and concentrated solutions containing 

macromolecules relies on excluded volume. Excluded volume theory, developed by 

Werner Kuhn in 1934 and applied to polymer science by Paul Flory, states that the 

volume occupied by a given macromolecule in solution excludes an amount of volume 

to other macromolecules in the solution that is larger than the volume that it actually 

occupies. 

For example, in Figure 1.6.1, the small molecule T in panel A (1.6.1.A) will be able to 

occupy all the space (colored in blue) without superposing to other molecules in solution. 

On the opposite, macromolecule T in panel B (1.6.1.B) will not be able to occupy the 

space between two other macromolecules if the distance between them is smaller than 

macromolecule T’s diameter (pink shade and empty circles in panel B). Therefore, the 

available volume for macromolecule T (colored in blue) will be much less than the real 

amount of volume that is empty (or occupied by a non-macromolecular solvent). When 

applying this theory to the biophysics of living cells, it is commonly referred to as 

macromolecular crowding. 
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Figure 1.6.1. Graphical representation of the excluded volume effect. Representation of the fraction of available 

volume (blue) and excluded volume (pink) for a given small molecule (green, panel A) or a macromolecule (orange, 

panel B) in a macromolecule solution. The amount of excluded volume in a macromolecule solution will be defined 

by the macromolecule T radius (empty circles in panel B). Extracted and adapted from Rivas G., Minton A. Trends 

Biochem. Sci. 2016, 41, 11, 970-981. 

The term macromolecular crowding was coined by Minton and coworkers in 1981 [300], 

after they had already insinuated its effects in their previous works with concentrated 

hemoglobin solutions and in previous works by Laurent on enzyme reactions in polymer 

media in 1971 [301]. Since then, macromolecular crowding has become generally 

accepted for many different phenomena inside cells: diffusion, where altered or 

anomalous diffusion phenomena are reported [302,303]; protein folding and stability, 

where crowding favors protein stabilization and alters folding and conformational 

equilibria [304]; DNA replication and transcription, where a regulatory role has been 

found both in experimental and computational studies [305,306]; cell volume sensing, 

where crowding is proposed as a way for the cell to respond to changes in its volume 

[307]; and also enzyme activities [308–310]. In addition, computational approaches 

using Brownian or molecular dynamics tools and metabolic models [81] have also greatly 

contributed to the understanding of this phenomenon. 

In the field of enzyme kinetics, macromolecular crowding addressees the phenomenon 

of excluded volume in cellular environments, by mimicking the volume exclusion found 

in the cell with the addition of neutral and relatively inert macromolecules that exclude 

A B 
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volume without introducing significant unspecific interactions with the system of 

interest. These agents are typically inert neutral polymers, such as Dextran or Ficoll [309]. 

In particular, the use of Dextran polymers is widely spread due to their lack of reactivity 

and high solubility in water. Moreover, their flexibility, random coil shape in solution 

and availability in different sizes comparable to globular proteins typically found inside 

the cell, make Dextrans a suitable option for modelling the effect of excluded volume in 

vitro. 

The effects of macromolecular crowding in enzyme kinetics in in vivo environments are 

still unclear but are predicted to have a great impact on cell metabolism regulation, both 

by directly impacting enzyme conformation and activity and by generating diffusion 

gradients and non-homogeneous substrate concentrations inside the cell, having an 

impact not only on metabolic networks, but also on drug metabolism and the action of 

pharmacological agents inside the cell. The work presented in Chapter 4 represents a 

contribution to the understanding of the consequences of macromolecular crowding in 

enzyme-catalyzed reactions.  

1.6.2. Macromolecular crowding, metabolism, and cancer 

It has recently been postulated that OXPHOS occupies between 5 to 50 times more 

volume than aerobic glycolysis to yield the same amount of ATP [311], eliciting the 

hypothesis that excluded volume could impose a kinetic limitation to rapidly 

proliferating cells that constraints mitochondrial energy production and promotes 

aerobic glycolysis. This was cleverly investigated by Vazquez and Oltvai [81]. In their 

work, they built a central carbon metabolism model that considers volume exclusion 

effects by introducing solvent capacity constraints for both metabolic enzymes and 

mitochondria. Their results revealed that aerobic glycolysis is the optimal solution above 

a threshold metabolic rate, typically displayed by cells under rapid proliferation, or cells 

with a high ATP demand. Indeed, this suggests a common entropic origin for both the 

Warburg effect displayed by cancer cells and lactic fermentation exhibited by heavily 

contracting muscles.  

Moreover, macromolecular crowding can also be determinant for the subcellular 

localization of proteins. Sun et al. described that in cancer cells, SIRT1 is maintained in 
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the nucleus only due to cytoplasmic crowding, due to cancer-specific nuclear envelope 

defects [312]. This can be of particular interest for cancer drug development, and the in 

vitro screening of novel compounds or inhibitors targeting cancer metabolism or other 

molecular aspects of cancer cells. Notably, macromolecular crowding also alters the 

function of DNA polymerases and nucleases [305,313].  

Besides cancer, macromolecular crowding has also been reported to play a role in other 

diseases. For instance, increasing excluded volume enhances the fibrillation of the Tau 

protein, the main cause of neurodegenerative diseases [314]. 

Understanding the actual impact of crowding inside cells or how it is regulated is still a 

far horizon. However, a recent study has unveiled that the rheology of the cytoplasm is 

governed by the concentration of ribosomes, being able to occasion 2-fold variations in 

the diffusion coefficients of cytoplasmic macromolecules [315]. Importantly, the same 

study also showed that mTORC1, the mediator of ribosome synthesis and degradation, 

can act as a master regulator of intracellular crowding, along with all the biophysical 

implications it carries; and the potential role of crowding, regulated by the oncogenic 

Akt/mTOR pathway, in cancer cells.  

 Prostate cancer 

Prostate cancer (PCa) is the second most frequently diagnosed cancer in men, with 1.1 

million new cases, two-thirds of them in economically developed countries, and 0.37 

million deaths worldwide in 2012 [316]. Its increased prevalence in developed countries, 

where prostate cancer is the most common cancer type and the third cause of cancer 

death in men, relies on differences in the use of prostate-specific antigen (PSA) 

screening, the most relevant biomarker for prostate cancer detection [317]. However, 

an increase in PSA levels can be caused by both prostatic malignancies and benign 

enlargement of the prostate. The latter, benign prostate hyperplasia (BPH) affects a 

significant fraction of the population (40% of men in their 40s, 50-60% of men in their 

60s, and 80-90% of men in their 70s-80s [318]). Therefore, even if PSA screening persists 

to be the main PCa biomarker, it is nowadays subject to controversy as it can lead to 
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deceptive PCa diagnosis and overtreatment [319]. Lately, this situation has encouraged 

considerable research efforts to the identification of novel PCa biomarkers [147–149]. 

In this regard, the main problem affecting PCa detection is that malignancies of prostatic 

origin are usually asymptomatic until an advanced and metastatic stage of the disease. 

For this reason, regular urologic observation in adult and elderly men and control of PSA 

levels are crucial for its outcome. Upon early prostate cancer detection, clinical 

surveillance for the least aggressive tumors or prostatectomy followed by 

chemotherapy is usually sufficient to permit the disease-free survival of patients [320]. 

On the opposite, when prostate cancer reaches its metastatic niches, mainly the bones 

and the brain, the mortality rates are between 70 [278] and 100% [321]. In line with this, 

available therapeutic options for the metastatic stage of the disease are only palliative, 

and encountering effective treatments to target prostate cancer metastasis is urgent 

[321].  

Encompassed with the formation of metastasis, another crucial event in prostate cancer 

progression is the acquisition of insensitivity to androgens, the hormones governing the 

prostatic function. The androgen receptor (AR) signaling network is a crucial regulatory 

axis of prostatic cells, which orchestrates in a prominent manner their growth and their 

metabolism [322]. Thus, first-line chemotherapy for prostate cancer is based on 

neutralizing AR signaling axis to impair cancer cell proliferation [323]. However, a 

significant fraction of prostate tumors ultimately relapse and become resistant to 

androgen ablation therapies, a stage that is commonly referred to as castration-resistant 

prostate cancer (CRPC) [324,325]. Even if androgen insensitivity worsens prognosis, 

second-line therapeutic options such as taxanes or radium-223 can also be beneficial for 

specific subsets of CRPC patients [325]. 

1.7.1. Histological classification and subsets of prostate 

cancer 

Prostatic glands are composed mainly of basal and secretory epithelial cells, but they 

also contain a small fraction of neuroendocrine cells (~1%). In contrast to prostatic 

epithelial cells, prostatic neuroendocrine cells are quiescent, possess neuron-like 

morphology and secrete biogenic amines, neuropeptides, and endocrine-signaling 
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molecules, such as chromogranins, serotonin or histamine, which all contribute to the 

maintenance of homeostasis in epithelial subpopulations of the prostate [326–328].  

Most prostate tumors are adenocarcinomas, that is, tumors originated at epithelial 

tissue with a glandular origin or glandular characteristics. Prostatic adenocarcinomas are 

histologically classified according to the Gleason score (2.7.1), an index that reflects PCa 

aggressiveness and deviation from healthy prostate epithelia. Its value ranges from 2, 

tissue close to healthy prostate epithelia, to 10, aggressive and anaplastic prostatic 

malignancy. The Gleason score is used to predict the behavior of the malignancy and to 

determine the best options for its treatment [320].  

Besides prostatic carcinogenesis occurring in basal and secretory epithelia, prostate 

cancer can also originate from the scarce subpopulation of neuroendocrine cells. 

Neuroendocrine prostate cancer (NEPC) is a relatively rare subset of prostate cancer 

which is highly-aggressive and associated with poor prognosis [328]. NEPC cells are 

negative for PSA, tumor progression marker Ki-67, and the AR [329]. Thus, NEPC growth 

is in origin independent of androgen signaling.  

Figure 2.7.1. Histological classification of prostate cancer by the Gleason score. Gleason score is calculated as the 

sum of scores (N1+N2) for the two most prominent areas of the tumor, scored 1 to 5 according to its resemblance to 

healthy prostate epithelia. The image is an adaptation from Creative Commons content and 

http://www.prostates.com.au, reproduced with the permission of the author.  

In this regard, yet another molecular event that also drives prostate cancer progression 

is the neuroendocrine transdifferentiation of basal and secretory epithelial PCa cells into 
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NE-like cells. The emergence of NE markers correlates with tumor progression, poor 

prognosis, and the acquisition of androgen independence [328,330]. Indeed, Wright et 

al. showed that acquisition of NE-like characteristics is repressed by the activity of AR 

signaling and that AR knockdown caused NE transdifferentiation in LnCaP androgen-

sensitive prostate cancer cells [331], establishing a causal link between NE 

transdifferentiation and acquisition of castration resistance.  

In summary, prostate tumors can be of epithelial or neuroendocrine origin. PCa 

progression is associated with three different cellular processes: the invasion-metastasis 

cascade, the acquisition of androgen independence, and the acquisition of 

neuroendocrine features.  

In Chapter 1 of this work, we have characterized a panel of CRPC cell lines (described in 

more detail in Section 1.7.6 from both primary tumor (P4E6) and metastatic origin (PC-

3, DU-145, and NCI-H660). Among the metastatic ones, PC-3 and DU-145 are 

adenocarcinomas displaying opposite EMT signatures, while NCI-H660 displays a NE 

phenotype. Moreover, to better understand the interplay between the EMT signature 

and metabolism, we also deepen in the characterization of two different PC-3 

subpopulations that display opposite EMT phenotypes: mesenchymal (PC-3S) and 

epithelial (PC-3M). 

Our approach is devoted to identifying therapeutic targets able to impair the 

proliferation of prostatic neoplasms at their most aggressive state: metastatic and 

castration-resistant, through a metabolic therapy approach. Moreover, the addition of 

a metastatic NEPC cell line provides a broader vision of the different cell subpopulations 

in prostate cancer that need to be targeted to block the metastatic stage of the disease 

and prevent tumor relapse.  

1.7.2. Oncogenic signaling and treatment of prostate cancer 

The main signaling axis that drives prostatic function and growth is the androgen 

receptor. AR signaling is essentially pro-anabolic, as it promotes cell cycle progression 

and biosynthesis of lipids, nucleotides, and proteins by orchestrating a high number of 

enzymes in anabolic pathways [322]. For instance, crucial aerobic glycolysis enzymes, 

GLUT1, HK1/2, and PFK2/PFKFB2, are directly regulated by the AR [322]. Moreover, the 
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AR can also infer in the redirection of this enhanced glycolytic flux into PPP through 

G6PD upregulation [332].  

The most recently approved AR-targeting drugs include abiraterone acetate, 

enzalutamide, and apalutamide. Another frequent therapeutic option is taxane-based 

chemotherapy. Taxanes, such as paclitaxel or docetaxel, act by disrupting microtubule 

formation and thus hindering mitosis of tumor cells. The combination of both AR-

targeting therapy and taxanes has also been proved to be effective in the clinics 

[323,333]. 

Another key effector of metabolic reprogramming and oncogenesis in prostate cancer 

is the frequent loss of PTEN tumor suppressor in prostate tumors [156,334], which elicits 

the unrestricted activation of PI3K/AKT pathway. Therapeutic strategies aiming at 

counteracting the upregulated AKT signaling in prostate cancer have been proved to be 

ineffective, as inhibition of AKT pathway is compensated by cancer cells by the 

promotion of AR signaling [334]. In this regard, combination therapies that target the 

AKT and AR axes simultaneously are being explored [335].  

Even if metastatic CRPC tumors are currently incurable, a subset of patients can benefit 

from platinum chemotherapy, especially the ones with NEPC or adenocarcinoma with 

mutations in DNA repair systems [336].  

1.7.3. Prostate cancer metabolism  

Healthy prostatic cells display a unique intermediary metabolite profile, as they are 

programmed to secrete citrate (as a key component of semen) into the prostatic fluid 

instead of oxidizing it in the TCA cycle [319,337]. Citrate secretion is achieved by an 

unparalleled ability of prostate epithelia to accumulate zinc, which inhibits aconitase 

and blocks further progress of the TCA cycle, resulting in net citrate production in benign 

prostate epithelial cells [319]. Citrate secretion is disadvantageous in bioenergetic terms 

since it implies high levels of TCA cycle cataplerosis and, therefore, hindered 

mitochondrial energy production. Because of this, healthy prostate epithelia primarily 

rely on aerobic glycolysis for ATP production and sustain markedly high glycolytic rates. 

In comparison, primary prostate cancer does not display a clearer Warburg effect than 
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healthy tissue as its glycolytic flux is generally similar to the one in benign prostatic tissue 

[337]. 

Instead, further enhancement of aerobic glycolysis is associated with prostate tumor 

progression, as increasingly glycolytic phenotypes are observed in more advanced 

stages of the disease [11,319,338]. This link between prostate cancer progression and 

glycolysis can be partly explained in terms of acquisition of androgen independence, 

since GLUT1, HK1/HK2, and PFK2, crucial glycolytic enzymes, are regulated by the AR 

[322].  

Upon oncogenic transformation, prostate cancer cells also reduce the secretion of 

citrate to the extracellular medium and redirect it into de novo FA synthesis and TCA to 

sustain uncontrolled proliferation [147,319]. The TCA cycle, partially inactive in healthy 

prostate epithelia due to aconitase inhibition, emerges as a hub for metabolic precursors 

and a source of energy production to fuel prostate cancer cell growth. According to the 

available evidence, citrate accumulation and secretion are reduced as the tumor 

progresses: intracellular citrate accumulation negatively correlates with the Gleason 

score, underlining its potential use as a biomarker for PCa aggressiveness [146,147]. Also, 

it is important to note that citrate accumulation inhibits glycolysis by inhibiting PFK1, 

prompting the accumulation of energy in the form of fatty acids [339]. Thus, decreasing 

levels of citrate also contribute to the increasingly glycolytic phenotype tied to PCa 

progression described earlier in this Section. 

Moreover, prostate tumors display a marked avidity for lipids and reliance on lipid 

metabolism [319]. One hallmark of prostate tumors is the apparently futile 

simultaneous activation of FA synthesis and oxidation [340]. On the one hand, increased 

de novo FA synthesis is a common and early event in prostate carcinogenesis [341]. It is 

generally effected by FAS overexpression elicited by phosphorylation and nuclear 

translocation of AKT [342,343]. On the other hand, prostate tumors have a strong 

reliance on FAO for energy production [344]. Metabolic reprogramming in other families 

of lipids is also frequent in prostate cancer, as described for phospholipids [337] or 

cholesterol metabolism [156]. Cholesterol, as a precursor of androgens, acquires 

additional importance in prostate cancer, since upregulation of cholesterol permits 
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increased androgen production that leads to self-sufficiency in AR-signaling and 

insensitivity to androgen deprivation therapies.  

Another distinctive feature of the prostate is its polyamine-secreting function to the 

prostatic fluid. In consequence, dysregulation of polyamine metabolism frequently 

encountered in other types of cancer displays a unique profile in PCa. Indeed, low 

intracellular spermine and increased spermine secretion have been postulated as 

aggressive PCa biomarkers [147–149], and altered polyamine metabolism is also 

emerging as a hallmark of prostate cancer [345,346]. 

1.7.4. Prostate cancer cell models 

PC-3 

PC-3 is one of the best-characterized prostate cancer cell models. It is a castration-

resistant model isolated from a metastatic lesion in the bone of a prostate cancer patient. 

Various studies have reported a lack of AR and PSA in this cell line [347,348]. Even if PC-

3 displays mostly basal and luminal cell markers K5, K8 and K18, it has also been reported 

to express the NE marker neuron-specific enolase (NSE) but to lack other NE markers 

such as chromogranin A [348]. Recently, histological analysis of PC-3 xenograft tumors 

revealed resemblance to NEPC as it displays small cell NE markers [347]: lack of AR and 

PSA expression. This could be a result of either an NEPC origin or NE-transdifferentiation 

upon acquisition of androgen insensitivity, even if the degree and implications of its 

partially NE phenotype are not well established. 

DU-145 

DU-145 is a cell line derived from a prostatic adenocarcinoma that metastasized to the 

brain. It is negative for both AR and PSA, expresses basal and luminal cell markers K5, 

K8, and K18, while it lacks any NE marker [348]. DU-145 displays an outstanding capacity 

to maintain redox homeostasis and detoxify drugs among other prostate cancer cell 

models, including PC-3, due to a loss-of-function of Keap1 through aberrant splicing that 

enables high Nrf2 constitutive levels [58]. 

NCI-H660 
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NCI-H660 is one of the few available NEPC models, scarcely characterized and displaying 

a low proliferation rate, with a doubling time of around 100 hours. It was initially 

reported as a small cell lung cancer cell line [349], which was found to be lymph node 

metastasis of NEPC after a more in-depth characterization [350]. In this regard, it is 

important to note that NEPC is histologically indistinguishable from pulmonary and 

other extra-pulmonary small cell carcinomas [347]. According to its NEPC origin, NCI-

H660 does not express AR or PSA, and it is positive for NE markers chromogranin A and 

NSE [348]. The same study also reports mutations in TP53 in this cell line [348].  

P4E6 

P4E6 was obtained from an early stage but androgen insensitive adenocarcinoma with 

a Gleason index of 4 [351]. Its properties have been reported as similar to those of early 

prostate cancer cells, and it retains expression of many prostate-associated antigens, 

including PSA [351], and thus it has been used as a model for early-stage PCa primary 

tumor in different studies [352–354], accounting for its limited metastatic potential. 

Moreover, its abilities to evade apoptosis and surpass cell cycle checkpoints upon 

exposure to different chemotherapeutic drugs (e.g., cisplatin or etoposide) are much 

more limited than the ones displayed by metastatic PCa models such as PC-3 or LnCaP 

[355], which is also indicative of a low degree of tumor progression in this model. 

In Chapter 1 of this work, we have delineated the metabolic phenotype of these four 

models, along with two isogenic subpopulations of PC-3 with opposed EMT and CSC 

signatures, in an attempt to elucidate metabolic alterations tied to metastatic 

progression in CRPC. In Chapter 2, we have obtained a platinum-resistant metastatic PC-

3 cell line, and we have unveiled metabolic vulnerabilities tied to platinum resistance. In 

Chapter 3, we have assessed the effect of novel platinum compounds on platinum-

sensitive and platinum-resistant CRPC models.  

 Colorectal cancer 

Colorectal cancer (CRC) includes all malignant growths that occur in the colon and rectal 

mucosa, being the third most frequently diagnosed malignancy in men and the second 
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in women worldwide [316]. Its incidence can be attributed to a combination of genetic 

propensity and environmental factors such as dietary factors, lack of physical activity, 

obesity, or alcohol consumption [356]. For many years now, CRC screening in risk 

segments of the population has been proved to be crucial for a positive outcome of the 

disease, or even its prevention through the removal of colorectal polyps before their 

malignant transformation [356]. Its metastatic spread, commonly through the lymphatic 

system, targets predominantly the lymph nodes, liver, and lungs.  

1.8.1. Oncogenic signaling and treatment of colorectal 

cancer 

The main oncogenic cascades driving CRC progression are the WNT/β-catenin pathway, 

transforming growth factor beta (TGFβ), and epidermal growth factor receptor (EGFR) 

pathway, with its downstream targets RAS, RAF, and PI3K/AKT/mTOR [357]. Metabolic 

reprogramming accompanying CRC arises mainly from the combined effect of this 

oncogenic activation.  

The two main axes of treatment for CRC are surgical intervention and chemotherapy. 

Chemotherapeutic options for CRC are mainly based on cytotoxic agents, mainly 

irinotecan and oxaliplatin, which are often combined with 5-FU, leucovorin, or 

capecitabine [358]. However, such chemotherapeutic regimes result in an 18-month 

average survival, as CRC is usually detected at its metastatic stage [358]. In consequence, 

finding more effective combinations by unveiling the Achilles heel of these two cytotoxic 

drugs, platins or irinotecan, is a strategy to be prioritized. 

In Chapter 2 of this work, we have obtained and characterized a platinum-resistant 

metastatic CRC cell line. In Chapter 3, we also assessed the effect of novel platinum 

compounds on platinum-sensitive and platinum-resistant CRC models.  
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 Current approaches for the 

characterization of cancer cell metabolism 

Different in vitro and in silico tools allow us to gain a deeper understanding of how cell 

metabolism is rewired in cancer, and how targeting metabolism can block cancer cell 

survival and tumor progression. Often, the in vitro and the in silico approaches are 

complementary and work symbiotically on characterizing cancer metabolism: empirical 

data about tumor cells or tissues is obtained through in vitro characterization; then it is 

used to build computational metabolic models to gain an integrated knowledge about 

the key altered features of the system of interest, and predict its vulnerabilities; then 

the validity of such predictions is tested in vitro; which can lead, in turn, to refine and 

improve the model, should the predictions not fit the empirical behavior.  

In this Section, we present a set of tools, directly or indirectly tied to the present work, 

that are extensively used to characterize cancer cell metabolism, to identify its 

vulnerabilities, and to discover new biomarkers and targets to be translated to the clinics.  

1.9.1. Metabolomics 

Metabolomics is the “omic” approach devoted to the quantification of metabolites, and 

the evaluation of dynamic changes in metabolic pathways and networks, in biological 

samples such as biological fluids, cells, tissues, organs, or organisms. Two different 

approaches are currently used in the field: either targeted metabolomics, determination 

of a pre-established set of metabolites, or untargeted metabolomics, which aims to 

detect all the metabolites in a biological sample, and thus elicits the discovery of novel 

metabolites or reactions [359]. 

Different analytical tools and methods are currently used in metabolomics, along with 

different sample treatments and metabolite extraction protocols, depending on the 

type of instrumental platform being used. The most used platforms are either based on 

nuclear magnetic resonance (NMR) or mass spectrometry (MS). The latter can be 

standalone, by direct infusion (DI-MS), such as in orbitrap or Fourier transform-ion 

cyclotron resonance (FT-ICR) technologies or coupled to a previous separative technique. 
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MS-based coupling to separative techniques gives rise to different technologies, such as 

capillary electrophoresis-MS (CE-MS), gas chromatography-MS (GC-MS), or liquid 

chromatography-MS (LC-MS) [360]. 

The metabolome is the final end-product of gene transcription, and, thus, its study can 

provide a much closer picture to the actual cellular phenotype than studying the genome, 

the transcriptome, or the proteome. However, no omic science as standalone can 

provide a complete picture or be sufficient to understand all the alterations undergone 

by cancer cells, as they may arise from all different layers, and their implications may 

spread throughout the different layers in complex manners. Conversely, a 

comprehensive understanding can only emerge from the integration of different omics 

in the characterization of the same biological system. 

One step further in the understanding of cell metabolism in health and disease is tracing 

the fate of artificially-labeled metabolites within metabolic pathways. This is usually 

addressed by feeding the system of interest with a metabolic substrate (e.g., glucose or 

glutamine) labeled with one or more heavy stable isotopes (e.g., 2H, 13C, or 15N), and 

quantifying the metabolites of interest after a given incubation time. This approach is 

termed as stable isotope-resolved metabolomics (SIRM), and it can be used to estimate 

metabolic fluxes, defined as reaction and transport rates in living cells. Estimation of a 

small subset of fluxes can be performed by direct interpretation, or by using simple 

equations, approaches known as substrate contribution and pathway activity analysis. 

In contrast, estimations of fluxes at the omic scale can only be addressed by in silico 

approaches [361]. 

1.9.2.  Metabolic target predictions 

Integration of different omics can be achieved through genome-scale metabolic models 

(GSMM). These are based on reconstructing human metabolism, creating a model 

network containing all the reactions in human metabolism, and integrating into it as 

many measured extracellular fluxes as possible of the system of interest. This is used to 

compute all the possible solutions for intracellular fluxes that are in accordance with the 

extracellular fluxes measured in the system of interest, yielding flux intervals, for any 

given metabolic reaction or pathway [362].  
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However, in order for this approach to be useful, the space of solutions obtained needs 

to be narrow enough to have predictive value about the behavior of the system of 

interest. To achieve it, the space of solutions needs to be constrained with additional 

information on what is happening inside the system, besides the information on what 

enters or leaves the system. This can include genomic, transcriptomic, or proteomic data, 

intracellular concentrations of metabolites, SIRM data, or, any other empirical data able 

to further constrain the predictions of the model. 

Such predictive capacity can be used to identify metabolic targets that compromise 

cancer cell viability when the flux through them is blocked. This is achieved by using an 

objective function, often an artificial function that accounts for biomass production (e.g., 

amino acids, nucleotides), which aims to be a representation of the ability of a cell to be 

viable or proliferate. With this setup, a systematic knockout of all reactions can be 

performed, and the ones resulting on a value for biomass production below a threshold, 

will be considered as essential for cell viability, known as essential genes or reactions. A 

similar approach can be used to predict pairs of targets that, when knocked out 

simultaneously but not individually, also result on a low value for biomass production. 

These pairs of targets are often termed as synthetic lethal pairs. This approach can be 

outstandingly useful for the rational design of combination therapies against cancer.  
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2. Objectives 

The main purpose of this dissertation is to contribute to a better understanding of the 

two main causes of therapeutic failure in oncology: metastasis and drug resistance. The 

interplay between them will be interrogated using metabolomics, systems biology and 

biophysical approaches, in an attempt to find common phenotypic adaptations and 

metabolic vulnerabilities of metastatic and resistant cancer cells, potentially exploitable 

in novel combination therapies. 

The consecution of this global objective can be addressed through the following specific 

aims:  

1. Characterization of the metabolic phenotype associated to metastatic, invasive 

and primary tumor prostate cancer. Correlation of the identified phenotypes to 

the PC-3 isogenic models PC-3M (CSC/metastatic) and PC-3S (non-CSC/invasive) 

and identification of metastasis-specific metabolic targets (Chapter 1). 

2. Establishment and metabolic characterization of platinum-resistant prostate and 

colorectal cancer cell models and identification of platinum resistant-specific 

metabolic targets (Chapter 2). 

3. Identification of common potential targets and vulnerabilities associated to both 

metastasis and platinum-resistance (Chapters 1 and 2). 

4. Evaluation of novel platinum (II) and platinum (IV) compounds to improve 

efficacy, selectivity and overcome resistance of platinum-based therapies in 

prostate and colorectal cancer (Chapters 2 and 3). 

5. Evaluation of the effect of macromolecular crowding in an aerobic glycolysis-

relevant enzyme. Kinetic analysis of lactate dehydrogenase (LDH) under the 

effect of the excluded volume levels present in the cellular microenvironment. 

(Chapter 4).  

6. Evaluation of the effect of macromolecular crowding in a glutaminolysis-relevant 

enzyme. Kinetic analysis of glutamate dehydrogenase (GLDH) under the effect of 

the excluded volume levels present in the cellular microenvironment. (Chapter 

5). 
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3. Materials and methods 

 Cell culture 

All cell lines were purchased from the American Type Culture Collection (ATCC, 

Manassas, VA, USA) or the European Collection of Authenticated Cell Cultures (ECACC, 

Salisbury, UK), or, when specified, isolated from parental cell lines obtained from either 

one. 

Phosphate buffer saline (PBS), 100x non-essential amino acid solution (NEAA), L-

glutamine solution (200 mM), and antibiotic solution (10,000 U mL-1 penicillin, 10 mg 

mL-1 streptomycin) were obtained from Biological Industries (Kibbutz Beit Haemet, 

Israel). Trypsin EDTA solution (0.05% trypsin – 0.02% EDTA), sodium pyruvate (100 mM) 

and fetal bovine serum (FBS) were obtained from Gibco (Thermo Fisher Scientific Inc., 

Waltham, MA, USA). D-glucose solution (45% in H2O) and human insulin solution for cell 

culture were obtained from Sigma Aldrich.  

3.1.1. Prostate cancer cell lines 

PC-3 (ATCC® CRL-1435™) and DU-145 (ATCC® HTB-81™) cells were cultured in Roswell 

Park Memorial Institute (RPMI) 1640 (Biowest SAS, Nuaillé, France) with final 

concentrations of 10 mM glucose and 2 mM glutamine, supplemented with 10% FBS and 

1% streptomycin/penicillin. NCI-H660 cells (ATCC® CRL-5813™) were cultured in RPMI 

1640 (Biowest), supplemented with insulin (0.005 mg/ml), transferrin (0.01 mg/ml), 

sodium selenite (30 nM), hydrocortisone (10 nM), beta-estradiol (10 nM), glutamine (4 

mM), 5% FBS and 1% streptomycin/penicillin, according to manufacturer’s instructions. 

P4E6 cells (ECACC 10112301) were routinely cultured in Keratinocyte-Serum Free 

Medium (K-SFM, Gibco), supplemented with 10% FBS and 1% streptomycin/penicillin 

and a final concentration of 10 mM glucose and 4 mM glutamine, according to 

manufacturer’s instructions. Prior to metabolic experiments, all CRPC cell lines were 



Materials and methods 

 

 
78 

adapted for at least 10 days to RPMI-1640 10 mM glucose, 2 mM glutamine, 10% FBS 

and 1% streptomycin/penicillin.  

Isogenic subpopulations of PC-3, PC-3M and PC-3S, were obtained as described 

previously [175]. Briefly, PC-3M cells were selected by limiting dilution of PC-3 cells 

isolated from liver metastases in nude mice after intrasplenic injection of PC-3 cells, and  

PC-3S cells were selected by serial enrichment of parental PC-3 cells collected from an 

invasion chamber. Both cell lines were cultured in RPMI 1640 (Biowest) with a final 

concentration of 10 mM glucose and 2 mM glutamine, supplemented with 10% FBS and 

1% streptomycin/penicillin. 

3.1.2. Colorectal cancer cell lines 

SW620 (ATCC® CCL-227™) cells were cultured in Dulbecco’s Modified Eagle Medium 

(DMEM) (Gibco) supplemented to final concentrations of 10 mM glucose and 2 mM 

glutamine, 5% FBS and 1% streptomycin/penicillin. HCT-116 (ATCC® CCL-247™) cells 

were cultured in DMEM (Gibco) / Ham’s Nutrient Mixture F12 (Biological Industries) 

(DMEM/Ham F12, 1:1 mixture) with final concentrations of 12.5 mM glucose and 2 mM 

glutamine.  

3.1.3. Other cell lines 

Human breast adenocarcinoma MCF-7 cells (ATCC® HTB-22™) were cultured in DMEM 

medium without phenol red (Gibco) containing final concentrations of 10 mM glucose, 

2 mM glutamine, 1 mM pyruvate (Biological Industries), 0.01 mg mL-1 insulin and 1% 

NEAA (Biological Industries). Human lung adenocarcinoma A549 cells (ATCC® CCL-185™) 

and human breast adenocarcinoma MDA-MB-231 (ATCC® HTB-26™) cells were in DMEM 

(Gibco) with final concentrations of 10 mM glucose and 2 mM, 10% FBS and 1% 

streptomycin/penicillin. Human foreskin fibroblasts BJ (ATCC® CRL-2522™) were 

cultured in DMEM High glucose (Biowest), with final concentrations of 25 mM D-glucose 

and 4 mM glutamine, supplemented with 10% FBS and 1% streptomycin/penicillin. 

All cell lines were routinely cultured in 100 mm treated culture plates and maintained at 

37ºC in a humidified atmosphere with 5% CO2 in a ThermoForma SteriCycle incubator.  
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 Cell proliferation and viability assays 

3.2.1. Direct cell counting 

For cell proliferation experiments in 6 well or 100 mm plates, cell counting was assessed 

by flow cytometry using Flow-Count Fluorospheres (Beckman Coulter, Brea, CA, USA) 

and propidium iodide (PI) staining. Briefly, after the incubation time specified in each 

experiment, cells in each well were tripsinized, harvested and resuspended in 450 µL of 

culture medium, 45 µL of fluorosphere solution and 5 µL of PI. Fluorescence of 104 PI- 

cells and the corresponding number of fluorospheres was recorded in a CyAn ADP or 

Gallios flow cytometers (Beckman Coulter), and the number of cells/mL  in each sample 

was inferred from the known concentration of the fluorosphere solution.  

Alternatively, when specified hereafter, cells were stained with trypan blue (Sigma 

Aldrich) and counted using the digital hemocytometer Countess™ II Automated Cell 

Counter (Invitrogen, Carlsbad, CA, USA). Cell volume was assessed using a Scepter™ 

Handheld Automated Cell Counter (Merck Millipore, Billerica, MA, USA), an impedance-

based particle sensor. 

3.2.2. MTT and Hoechst assays 

Cell viability in 96 well plates was evaluated for all cell models at 72 h or 96 h incubation, 

as specified for each experiment. 24 h after seeding the corresponding number of cells 

for each cell line, medium of each well was replaced with fresh medium with the 

specified drug concentrations and allowed to incubate until experiment endpoint (72 h 

or 96 h).  

After that, viability of cells exposed to DNA-interacting compounds (platinum-based 

drugs in Chapter 2 and Chapter 3) was assessed using a variant of the 3-(4,5-

dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay reported previously 

[363]. At experiment endpoint, 1 mg mL-1 MTT in PBS was mixed 1:1 with fresh culture 

medium and 100 µL of mixture were added to each well. After 1 h incubation at 37ºC, 

supernatant was removed and the formazan product inside cells was quantitatively 

retrieved and solubilized by the addition of 100 µL of dimethyl sulfoxide (DMSO). 
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Absorbance was measured at 550 nm on an ELISA plate reader (Tecan Sunrise MR20-

301, TECAN, Salzburg, Austria).  

Cell viability was alternatively evaluated using Hoechst staining/HO33342 (2'-[4-

ethoxyphenyl]-5-[4-methyl-1-piperazinyl]-2,5'-bi-1H-benzimidazole trihydrochloride tri-

hydrate), Sigma Aldrich). HO33342 is a cell-permeable fluorescent probe that dyes DNA, 

suitable for testing metabolic inhibitors or drugs that affect mitochondrial respiration. 

At experiment endpoint, culture medium was aspired, wells were washed with PBS. 

Then, 100 µL of a 0.01% SDS solution were added to each well and plates were frozen 

and stored at -20ºC. Upon measure, plates were allowed to thaw and 100 µL of 4 µg mL-

1 HO33342 dye in stain solution buffer (1 M NaCl, 1 mM EDTA, and 10 mM Tris-HCl pH 

7.4) were added to each well. Plates were incubated at 37ºC for 1 h with gentle shaking 

and minimal light exposure. Then, fluorescence was measured in a fluorescence plate 

reader (FLUOstar OPTIMA Microplate Reader, BMG LABTECH GmbH, Ortenberg, 

Germany) at 355 nm excitation and 460 nm emission. 

For both assays, relative cell viabilities (compared to the absorbance/fluorescence of 

untreated cells) and concentrations that inhibited cell growth by 50% (IC50) after 72 h or 

96 h of treatment were subsequently calculated by sigmoidal fitting with GraphPad 

Prism 6 software (La Jolla, CA, USA).  

 Generation of CRPC and CRC acquired 

platinum resistant cell models and age-matched 

controls 

Acquired platinum resistant cell models were obtained from PC-3 and SW620 cells by 

maintaining them under continuous and increasing cisplatin pressure for up to eight 

months. PC-3 and SW620 cells (passage 15) were cultured either with or without 

incremental doses of cisplatin. Initial cisplatin dose was the IC10 at 96 h for each cell line, 

incremented by ΔIC10 upon the observation of substantial cell viability for 3-4 passages. 

After eight months, we obtained PC-3- and SW620-derived cell models that increased 

by 10-fold their IC50 to cisplatin and were cross-resistant to oxaliplatin, thus termed 
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multiplatinum-resistant (PC-3-MPR or SW620-MPR), and their age-matched/old 

controls (PC-3-O or SW620-O). Cell viability and IC50 progression for the four cell lines 

were regularly monitored until passage 43-45, when a large stock of cells was frozen and 

preserved in liquid nitrogen. In all experiments presented in Chapter 2 and Chapter 3, 

cells from these stocks were used through passages 45 to 60, routine culturing MPR cell 

lines under the presence of 5.5 µM cisplatin (SW620-MPR) and 1 µM cisplatin (PC-3-

MPR). 

 Calculation of metabolite consumption or 

production rates 

Consumption or production rates of metabolites throughout this work have been 

estimated assuming exponential growth throughout the entire experiment, and a 

constant rate of uptake or release of the metabolite. Accordingly, consumption or 

production rate (Ji) of a given metabolite i during a time lapse t can be estimated 

according to the following system of equations:  

       {

𝑑𝑁𝑡

𝑑𝑡
=  𝑁𝑡 ×  𝜇 

𝑑𝑀𝑡

𝑑𝑡
=  𝑁𝑡 × 𝐽𝑖

          (Eq. 3.1) 

where N is the number of cells, M is the amount of metabolite i, and µ is the cellular 

growth rate.  

In experimental terms, this was attained by seeding a suitable number of cells to ensure 

exponential growth at time t in 100 mm or 6-well plates. Cells were allowed to attach 

for 24 h, and then cell media was removed and wells were washed with PBS. Fresh media, 

briefly in contact with the cells was collected (M0) and triplicate wells were harvested 

and counted (N0). For cells further incubated for f hours, fresh media for all the different 

conditions was added in triplicate wells and, at endpoint, media of each well were 

collected (Mf) and cells counted (Nf).  

Using this experimental scheme, consumption or production rates of glucose, lactate, 

amino acids and different biogenic amines are presented throughout this work.  
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 Measurement of extracellular metabolites 

by UV-Vis spectrophotometry 

Glucose, lactate, glutamine and glutamate from culture media were determined using a 

COBAS Mira Plus spectrophotometric auto-analyzer (Horiba ABX, Kyoto, Japan), by 

monitoring the changes in NAD(P)H absorbance at 340 nm due to specific enzymatic 

reactions.  

Glucose concentration in culture media was measured using a hexokinase (HK)/glucose-

6-phosphate dehydrogenase (G6PDH) kit (ABX Pentra Glucose HK CP, HORIBA ABX, 

Montpellier, France). Lactate concentration was monitored by the lactate 

dehydrogenase (LDH) reaction, by adding to the reaction mixture 87.7 U/mL LDH and 

1.55 mg/mL NAD+ in hydrazine-EDTA buffer (0.2 M hydrazine, 12 mM EDTA, pH 9).  

Glutamate was measured through its deamination by glutamate dehydrogenase (GLDH) 

in presence of ADP. Media samples were added to reaction mixtures containing 2.41 

mM ADP, 3.9 mM NAD+, and 39 U/mL GLDH in glycine/hydrazine buffer (0.5 M glycine, 

0.5 M hydrazine, pH 9.0). For glutamine determination, glutamine was quantitatively 

converted into glutamate through glutaminase reaction and total glutamate  

concentration (glutamate + glutamine) was measured as described above. To obtain 

glutamine concentration, glutamate determined in a parallel sample was deducted. The 

glutaminase reaction was carried out by adding the media sample into a cuvette 

containing 125 mU mL-1 of GLS in acetate buffer (125 mM, pH 5.0) and incubating the 

reacting mixture for 30 minutes at 37ºC with gentle shaking, followed by an ice 

quenching of the reaction.  

 Measurement of intracellular glutathione 

Total intracellular glutathione concentration was determined by spectrophotometry 

using the chromogen 5,5-Dithiobis(2-nitrobenzoic acid) (DTNB), also known as Ellman’s 

reagent. DTNB reacts with various sulfhydryl groups (-SH), including free and bound 

cysteine, to yield a yellow product, TNB, detectable at 412 nm. Specific glutathione 
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determination was achieved by coupling the DTNB reaction to a known excess of 

glutathione reductase and NADPH, which recycles glutathione oxidized by DTNB into 

reduced glutathione. Once the glutathione reductase steady-state is reached, the rate 

of TNB formation is only proportional to total glutathione concentration, determined 

using a standard curve for each experiment. 

Several p6 plates were seeded and, after 24 hours, fresh medium with or without drug 

(1 µM cisplatin for PC-3-MPR and 5.5  µM for cisplatin for SW620-MPR) was added and 

then incubated for 2, 6, 12, 24, 30, 48 and 72 hours. At each time point, the cells were 

harvested, resuspended in 1 mL of PBS and counted. The remaining cell pellet was frozen 

in liquid nitrogen and stored at -80ºC until analysis. Pellets were thawed and 

resuspended with a 5% SSA solution, then subjected to two cycles of liquid nitrogen 

freezing and thawing (in a warm bath at 37ºC), which released cytoplasmic contents. 

After 10 minutes at 4ºC, cell extracts were centrifuged at 10000 g for 10 minutes and 

supernatant containing intracellular glutathione was collected. Results were normalized 

by protein content determined by the BCA method. Moreover, the supernatant volume 

was to be measured as well. The necessary dilutions of the supernatant were performed 

with phosphate buffer and then 10 µL of sample were loaded by duplicates in a 96-well 

plate, as well as 150 µL of working mixture (262 µL DTNB from 1.5 mg/mL stock, 9.2 mL 

of phosphate buffer and 262 µL of enzymatic solution, which consisted of 9.7 µL of 

glutathione reductase and 280 µL of phosphate buffer). Finally, 50 µL of NADPH solution 

(at 0.16 mg/mL) were added to each well and the 96-well plate was processed with a 

spectrophotometer (reading at a wavelength of 492 nm). Raw data was treated using 

Excel software and normalized for cell number, which had been obtained beforehand. 

 Metabolite consumptions, productions and 

intracellular pools by LC-MS/MS and FIA-MS/MS 

Excluding the ones mentioned in Sections 3.5 and 3.6, all other metabolites were 

determined by liquid chromatography tandem-mass spectrometry (LC-MS/MS) or flow 

injection analysis-tandem mass spectrometry (FIA-MS/MS), using SCIEX 4000 QTRAP 
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and SCIEX 6500 QTRAP mass spectrometers (SCIEX, Toronto, Canada) ii . All 

determinations were performed using AbsoluteIDQ® p180 (Biocrates Life Sciences AG, 

Innsbruck, Austria), a targeted metabolomics tool that includes internal standards and 

standard curves for up to 180 metabolites including hexoses, amino acids, biogenic 

amines, acyl-carnitines, glycerophospholipids and sphingolipids. 

Concentrations for metabolites were determined using the MetIDQ™ software package, 

which is an integral part of the AbsoluteIDQ® kit. The obtained metabolite 

concentrations were corrected considering the loaded volume of sample. Results for 

intracellular metabolites were normalized by protein content when comparing isogenic 

cell lines or median of amino acids in each sample when comparing non-isogenic cell 

lines. Results for consumption and production rates were normalized by time and cell 

number for metabolites in culture media as described in 3.5. 

3.7.1. Determination of metabolites in cell pellets 

For sample acquisition and processing, triplicates of 5 million cells were tripsinized and 

washed twice with ice-cold PBS prior to snap-freezing in liquid nitrogen. Cell pellets were 

stored at -80ºC until measure. Right before measuring, cell pellets were thawed at room 

temperature and resuspended in 70 µL of 85:15 EtOH:PBS solution. Cells were disrupted 

by two sonication/freezing/defreezing cycles using a titanium probe (VibraCell, Sonics & 

Materials Inc., Tune: 50, Output: 25), liquid N2 and a 95ºC heat block. Cell lysates were 

then centrifuged at 20.000 rcf for 5 minutes at 4ºC. Supernatants were collected into 

new tubes and total protein content was determined by Bicinchoninic acid (BCA) assay 

(Thermo Fisher Scientific, Waltham, MA USA).  

Then, standards, internal standards, quality controls (10 µL of each), and up to 50 µL of 

the samples were loaded into LC and FIA Biocrates plates, which were then processed 

                                                      

 

ii Determination of both intracellular pools and extracellular exchange flux rates of the CRPC panel (PC-
3M, PC-3S, PC-3, DU-145, NCI-H660, and P4E6, Chapter 1) were performed in SCIEX 4000 QTRAP. 
Determination of intracellular pools and extracellular exchange flux rates of PC-3M and PC-3S ctrl vs. 
arginine or glutamine deprivations (Chapter 1), and prostate (PC-3) and colorectal (SW620) long-term 
platinum resistance studies (Chapter 2), were performed in SCIEX 6500 QTRAP. 
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according to manufacturer instructions, and measured in LC-MC/MS and FIA-MS/MS, 

respectively.  

3.7.2. Determination of metabolites in culture media 

For metabolite consumptions and productions in cell culture media, cells were seeded 

in 6-well plates, incubated for the specified amount of time for each experiment, and 

initial and final numbers of cells were determined in triplicates for each condition. Initial 

medium, briefly in contact with cells, and final medium, were collected and stored at -

80ºC until measure.  

Then, standards, internal standards, quality controls (10 µL of each), and up to 50 µL of 

the samples were loaded into LC and FIA Biocrates plates, which were then processed 

according to manufacturer instructions, and measured in LC-MC/MS and FIA-MS/MS, 

respectively.   

3.7.3. Seahorse XF Analyzer 

The Seahorse XFe96 Analyzer (Agilent Seahorse Bioscience, Santa Clara, CA, USA) is 

capable of measuring oxygen consumption rate (OCR) and extracellular acidification rate 

(ECAR) of living cells in a 96-well plate in a real-time manner. A sensor with oxygen- and 

pH-sensitive fluorophores is placed above the cell monolayer, creating a microchamber 

that allows the analyzer to determine OCR and ECAR in response to the addition of drugs, 

inhibitor or substrates. 

For a Seahorse assay, the day before the experiment a 96-well plate was seeded, and it 

was allowed to rest for 1h in the hood to ensure an even seeding (crucial to reduce noise 

during measurements) before incubating at 37°C and 5% CO2 for 24h. The sensor 

cartridge was hydrated overnight with XF Calibrant. The day of the experiment, culture 

media was replaced by Seahorse media (buffer-free DMEM, Sigma-Aldrich) 

supplemented as needed for a final volume of 180 μL, and the plate was equilibrated in 

a non-CO2 37°C incubator for 1h. Sensor cartridge ports were loaded with the required 

compound 10x solutions in volumes of 20, 22, 25 and 27 μL, for then load the cartridge 

into the analyzer to calibrate the sensors for 15’. Finally, the cell plate was loaded to run 

the assay.  
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 Enzyme activities under crowded media 

3.8.1. Lactate dehydrogenase 

Chemicals 

Rabbit muscle L-Lactate Dehydrogenase (E.C. 1.1.1.27) (140 U·mg-1), received as a 

purified and lyophilized powder, sodium pyruvate and β-NADH were acquired from 

Sigma-Aldrich Chemical (Milwaukee, WI, USA). Four Dextrans (Fluka) of 410, 275, 150 

and 50 molecular weight were used without further purification. All the chemicals were 

of analytical or spectroscopic reagent grade.  

LDH reaction under crowded media 

The oxidation of NADH was made at 25ºC in Imidazole·Acetic Acid buffer (30 mM, pH = 

7.5, containing 60 mM of CH3COOK and 30 mM of MgCl2). Each sample contains the 

same concentration of 8.2·10-13 M of LDH and 1.17·10-4 M of NADH. Michaelis-Menten 

plots were obtained by measuring initial velocity of the reaction at different pyruvate 

concentrations, in a range between 7.1·10-5 and 5.4 10-4 M. This process was first done 

without the addition of crowding agent. After the incorporation and homogenization of 

the enzyme into a sample, which contains NADH and pyruvate, the reaction was stated.  

Subsequently, we dissolved into the same sample mixture different Dextran 

concentrations (25, 50 and 100 mg/mL) for each Dextran size mentioned above: 410, 

275, 150 and 50 kDa, which will be referred as D410, D275, D150 and D50, respectively.  

The reaction progress and the data analysis were described in detail in Pastor el al. 

Briefly, in this case we follow the reaction by the absorbance change that occurs as 

NADH is oxidized into NAD+, which no longer absorbs at 320 nm. Initial reaction velocity, 

v0, was obtained by linear fitting of the initial data points in the absorbance-time plot. 

Blank solution containing substrate and Dextran in the same concentrations than the 

sample was measured in each case.  

3.8.2. Glutamate dehydrogenase 

Chemicals 
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Bovine liver Glutamate dehydrogenase, type II (EC 1.4.1.3, Mw=310-350 kDa in hexameric 

form) was received already purified and in an aqueous glycerol solution form. The 

enzyme, L-Glutamic acid and β-Nicotinamide adenine dinucleotide in its oxidised form 

(NAD+) were purchased from Sigma-Aldrich Chemical (Milwaukee, WI, USA). Dextrans 

with 60, 250 and 500 kDa were acquired from Pharmacosmos (Hoelbrak, Denmark) and 

used without any further purification. The buffer solution was prepared by diluting a 

phosphate buffer solution 1M purchased from Sigma-Aldrich Chemical (Milwaukee, WI, 

USA). All chemicals were of analytical or spectroscopic reagent grade.  

Oxidation of L-Glutamate 

Spectrophotometric measurements were carried out at 25ºC in a 0.01 M phosphate 

buffer adjusted to pH=7 to enhance enzyme stability (Engel 2011). Each sample 

contained a constant concentration of L-Glutamate (5 mM), which is in excess to 

consider the reaction as monosubstrate, and enzyme (0.18 µM; 1.3 µg/ml). At protein 

concentrations below 0.1 mg/ml, the enzyme only exists in the hexameric form. 

Different NAD+ concentrations in a range between 0.1 and 2 mM were used.  

Experiments were performed in dilute solution conditions and in crowded conditions by 

adding increasing concentrations (25-150 g·L-1) of Dextran with 60, 250 and 500 kDa 

sizes. An increase in absorbance caused by the formation of NADH was measured at 340 

nm with a Shimadzu UV-1800 spectrophotometer. The initial reaction rate, v0, was 

obtained by linear fitting of first data points in the absorbance-time plot (5-25 seconds). 

This data was fitted to the proposed models. 

Although the oxidative deamination of L-glutamate is a fast reaction, experiments were 

performed by manual mixing of the reactants. However, some experiments were 

performed with a stopped-flow system[36] coupled to the spectrophotometer, which is a 

rapid mixing device to study fast reactions in solution. Both methods yield to identical 

results and therefore manual mixing was used to reduce wasting reagents. 

Each measurement was repeated at least three times to minimize error and ensure 

reproducibility. The enzyme activity was controlled by absorbance at 270 nm every day 

and by measuring a control mixture twice a week. 

  Data treatment 



Materials and methods 

 

 
88 

In order to obtain the initial velocities, the linear section in the absorbance-time plot 

was selected (5-25 seconds) using Origin 7.0. The slope of that section, dividing among 

the molar absorptivity (ε) of NADH (6220 M-1cm-1) and multiplying by the optical path (1 

cm), is the initial velocity of the reaction. This data was fitted to the different proposed 

models using a least square adjustment with GNU Octave.  

 Spheroid formation assay 

Spheroid formation was evaluated by seeding 103 cells in ultra-low attachment 24-well 

plates in 1 mL of serum-free medium supplemented with the following: 20 ng mL-1 EGF, 

20 ng mL-1 bFGF, 10 µg mL-1 heparine, 1:50 B27 Neuron culture system, 5 µg mL-1 insulin 

and 0.5 µg mL-1 hydrocortisone. Special media formulations (i.e. amino acid deprivation 

or addition of chemical compounds) as specified in each experiment were applied 

simultaneous to cell seeding. Cells were incubated at 37ºC and 5% CO2 for 7 days. After 

that, spheroids were incubated with 5 mg mL-1 MTT for 2-3 h, plates were scanned and 

spheroid formation was quantified with ImageJ software (National Institutes of Health, 

USA, http://rsbweb.nih.gov/ij/). 

 Colony formation assay 

Colony formation assay was evaluated by seeding cells at low densities to promote 

proliferation of single cells through clonal expansion, denoting tumorigenic and self-

renewal potential. Cells were cultured in 6-well (103 cells/well) or 24-well (250 

cells/well) plates under the conditions specified in each experiment and incubated for a 

seven days. The same number of cells was seeded regardless of proliferation rate. Then, 

media was removed, wells were washed once with PBS and were incubated with 0.5 mL 

of ice-cold methanol for 15 minutes. Then, methanol was removed, and cells were 

incubated for 20 minutes with 1 mL of crystal violet at 0.05%. Finally, wells were 

thoroughly washed with water and plates were scanned afterwards. ImageJ software 

was used to analyze and quantify the number of colonies, setting a size threshold for 

colonies greater than 0.3 mm. 
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 Wound healing assay 

Invasive and migratory capacity was evaluated as the closure rate of a rectangular gap 

in a confluent and synchronized culture. Cells were seeded at confluency in p24 plates 

in full growth media. After 24 hours, cells were incubated with serum-free media for 24 

h to ensure the arrest of proliferation. The next day, media was removed, wells were 

washed with PBS and a scratch on the middle of the surface of the well was performed 

using a pipette tip. Then, FBS-containing media was added. Photographs of the cell-free 

gap were taken with 40x objective lens at 0 h, 3 h, 6 h and 24 h from the scratch. Distance 

between cell front lines were measured with ImageJ software. 

  Cell cycle analysis by flow cytometry 

Cell cycle was assessed by flow cytometry using a fluorescence activated cell sorter 

(FACS). For this assay, cells were seeded in 6 well plates with 2 mL of growth medium. 

After 24 h of incubation, compounds added at their IC50 values, respectively. Following 

72 h of incubation, cells were harvested by mild trypsinization, collected by 

centrifugation and fixed in 70% ethanol and stored at −20°C until measure. Right before 

measuring, fixed cells were incubated with phosphate buffer solution (PBS) containing 

50 mg mL−1 PI and 10 mg mL−1 DNase-free RNase. The cell suspension was incubated for 

1 h at room temperature to allow for the staining of the cells with the PI, and afterwards 

FACS analysis was carried out at 488 nm by employing a CyAn flow cytometer (Beckman 

Coulter, Brea, CA, US). Data from 1 × 104 cells were collected and analyzed using the 

FlowJo software (BD Biosciences, Franklin Lakes, NJ, US). 

  Apoptosis analysis by flow cytometry 

Relative quantification of healthy, early apoptotic and apoptotic/necrotic fractions of 

cells under different perturbations or chemical compounds was performed by FACS, by 

simultaneous labelling of the cells with fluorescein-annexin V (AV-FITC, annexin V-

fluorescein isothiocyanate) and propidium iodide [364]. 
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Annexin V-FITC is a fluorescent probe used to detect early apoptotic cells since it binds 

to phosphatidylserine (PS) residues on the outer membrane of the cell, process that only 

occurs as one of the initial steps of the apoptotic program [365]. On the other hand, 

propidium iodide is a fluorescent probe that binds to DNA and is able to stain all cells. 

However, the signal of the late apoptotic/necrotic cell population is much more intense 

than the one of alive or early apoptotic cells, since cell membrane integrity is lost at late 

stages of both cell death programs and larger amounts of PI can permeate the cell 

membrane. Flow cytometry analysis of cells stained with both probes allows us to 

relatively quantify three cell populations: alive cells (low PI/low annexin-V), early 

apoptotic cells (low PI/high annexin-V) and late apoptotic/necrotic cells (high PI). 

  ROS analysis by flow cytometry 

ROS levels were estimated by flow cytometry using 2’,7’-Dichlorofluorescin diacetate 

(H2DCFDA, Invitrogen, Carlsbad, CA, US), a general oxidative stress fluorescent probe. 

Cells were incubated in triplicates for 24, 48 or 72 hours in the presence or absence of 

the drug at the IC-50 dose. Then, complete medium was replaced by incubation buffer 

(5,5 mM glucose in PBS containing 5 µM H2DCFDA) for 30 minutes at 37ºC and 5% CO2. 

Afterwards, cells were allowed to recover in complete growth media for 1 hour at 37ºC 

and 5% CO2. In this manner, acetate groups in H2DCFDA are hydrolyzed by intracellular 

esterases and reactive oxygen species within the cell are able to oxidize the probe, thus 

releasing its fluorescent form: 2’,7’-Dichlorofluorescin (DCF). Finally, cells were 

tripsinized and collected in a 50 µM H2DCFDA and 20 µg/mL PI solution in PBS. 

Fluorescence of the samples was readily measured in Cyan ADP or Gallios (Beckman 

Coulter, Brea, CA, US) using an excitation wavelength of 492 nm, and recording the mean 

fluorescence intensity of 104 alive cells (PI-) emitted at 520 nm. A negative control, 

incubated without the probe, was included to discard other sources of fluorescence 

from either cells or drugs.  
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 Western blot 

To analyze protein levels of the cells, confluent p100 plates were aspirated, wash with 

PBS and lysis buffer (150 mM NaCl, 1% Triton X-100, 0.5% sodium deoxycholate, 0.1% 

SDS and 50 mM Tris pH 8.0) was added to each plate. Plates were incubated at 4ºC for 

20 minutes. After that, they were scrapped thoroughly and then sonicated with a 

titanium probe for three separate five-second cycles. Cells were centrifuged at 12000 g 

for 20 min at 4ºC. The pellet was discarded afterwards, and the supernatant was stored 

for analysis. Both stacking and separating polyacrylamide gels were polymerized 

beforehand and mounted. Protein extracts were measured by the Bicinchoninic acid 

(BCA) assay (Thermo Fisher Scientific, Waltham, MA USA) to determine the protein 

content. Equal amounts of protein were added to the corresponding wells of the gel. 

SDS-PAGE was allowed to run for the necessary amount of time. When ready, proteins 

were transferred onto a nitro-cellulose membrane. Membranes were cut in small pieces 

for the assessment of proteins of different molecular weights, blocked with powder milk 

in PBS-Tween 0.1% and incubated with the appropriate primary antibody overnight. 

After three 10-minute cycles of PBS-Tween washing. Then, membranes were treated 

with the appropriate secondary antibody for 1 h at room temperature. All blots were 

detected using with Immobilon ECL Western Blotting Detection Kit Reagent (EMD 

Millipore, Billerica, MA, USA) and developed after exposure to an autoradiography film. 

The primary antibodies used were PDH (ab110330), GLS1 (ab93434), MYC (ab32072), 

from Abcam;from Abcam; P-PDH (ABS204) from Millipore (EMD Millipore); GAC (19958-

1-AP) and KGA (20170-1-AP) from Proteintech (Chicago, IL, USA); GDH (GTX105765) 

from Tebu-Bio (Le-Perray- en-Yvelines, France) and β-actin (#69100) form MP 

Biomedicals (Santa Ana, CA, USA). The secondary antibodies used were anti-mouse 

(PO260) from Dako (Glostrup, Denmark), anti-rabbit (NA934V) from Amersham 

Biosciences (GE Healthcare, Little Chalfont, UK) and anti-goat (sc-2020) from Santa Cruz 

Biotechnology. 
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 Statistical analysis 

For comparison between mean values of two conditions, we employed t-Student test 

with α=0.05 either assuming equal or unequal variances (variance equality hypothesis 

was evaluated using an F-test with α=0.05). Significance in t-Student test is denoted by 

the following criteria: NS (non-significant), * (p<0.05), ** (p<0.01) and *** (p<0.001). 

For determinations of metabolite consumptions/productions, significance between 

initial and final metabolite concentrations were evaluated using a t-Student test with 

α=0.05 (previously testing the variance equality hypothesis by F-test α=0.05). If the 

condition of significant consumption/production is met, comparison between cell 

lines/conditions was performed by two-sided ANOVA and Tukey’s multiple comparison 

testing. Cell lines/conditions sharing the same letter indicates absence of significant 

differences between them.  

Intracellular metabolite pools were normalized by the median of all the amino acids as 

described previously [366] and comparison between cell lines was performed by one-

way ANOVA and Tukey’s multiple comparison testing. Cell lines/conditions sharing the 

same letter indicates absence of significant differences between them.  

When ratios of paired empirical measurements are shown, the associated error is 

calculated as the standard deviation of the ratio for each pair. On the opposite, when 

ratios of unpaired empirical measurements are shown (Y=X1/X2), the associated error is 

propagated as indicated by Eq. 1.  

∆𝑌 = 𝑌 √(
∆𝑋1

𝑋1
)

2

+ (
∆𝑋2

𝑋2
)

2

                                                 (1) 

All calculations and statistical analyses were performed using Microsoft Excel, Origin 7.5 

and GraphPad 6 software.  
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4. Results and discussion 

 Chapter 1: Identification of the metabolic 

signature of metastatic CRPC 

4.1.1. Introduction 

Achieving therapeutic control over metastatic spread is the main challenge that urges 

to be faced to reach complete survival and curation of prostate cancer (PCa). As 

previously mentioned, even if survival rates of primary PCa patients are relatively high, 

the mortality rates associated with metastatic PCa are almost 100% [321].  

In this Chapter, we aim to identify novel metabolic vulnerabilities with potential 

therapeutic value for metastatic PCa in a representative CRPC panel and two isogenic 

subpopulations of the metastatic CRPC cell line PC-3. These two isogenic cell lines, PC-

3M and PC-3S, represent a unique model to study the interlace between metabolism 

and the EMT and CSC transcriptional and epigenetic programs: PC-3M was obtained 

from a metastatic lesion of PC-3 cells xenografted in mice, and PC-3S was obtained from 

serial enrichment of PC-3 cells in an invasion chamber [175]. 

In this regard, a thorough phenotypic characterization in terms of EMT and CSC 

programs previously conducted in our group and collaborators delimitated two opposed 

phenotypes for the two PC-3 subpopulations: PC-3M is highly proliferative, tumorigenic 

and exhibits traits of having undergone MET; whereas PC-3S displays lower proliferation 

capacity than parental PC-3, weak tumorigenic capacity, yet high invasivity and an 

enrichment in mesenchymal traits [175]. Indeed, PC-3M and PC-3S represent one of the 

few available isogenic models to study metastatic epithelial CSC (e-CSCs) as opposed to 

non-CSC expressing a stable EMT program [73], thus uncoupling both phenotypic 

programs.  

In terms of metabolism, PC-3M and PC-3S are also radically opposed according to 

previous studies conducted in our group. PC-3M displays a marked Warburg effect, 
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partially fueled by a higher glycolytic flux, higher LDH activity, and the inactivation by 

phosphorylation of PDH; a marked addiction to glutaminolysis and a higher contribution 

of glutamine to the replenishment of TCA cycle intermediate pools. Further details of 

the previous metabolic characterization of PC-3M and PC-3S conducted in our group can 

be found in Aguilar et al. [73]. 

Bearing this starting point in mind, we aimed to further characterize these two cell 

models in order to encounter therapeutic options that can selectively target the highly 

aggressive e-CSC subpopulation (PC-3M), since it is well-established that e-CSC 

phenotypes play a crucial role in the establishment of proliferating macrometastases 

and tumor remission after chemotherapy [10,172,221].  

Our study will also include a cell panel of other CRPC cell lines with different degrees of 

metastatic potential, ranging from highly metastatic to non-aggressive early-stage 

primary tumor. By doing so, we aim to: I) extrapolate and validate previously-identified 

vulnerabilities of the e-CSC subpopulation PC-3M to a panel of CRPC cell lines, and II) 

identify new metabolic vulnerabilities tied to metastasis that are unveiled after the 

simultaneous metabolic characterization of all cell lines of the CRPC panel with different 

metastatic potentials. 

The CRPC panel will include, besides PC-3M and PC-3S, three CRPC cell lines of different 

metastatic origin: parental PC-3 (bone metastasis), DU-145 (brain metastasis), and NCI-

H660 (lymph node metastasis). Finally, we will also explore the metabolism of the 

prostate primary tumor cell line P4E6 as opposed to all the metastatic CRPC cell lines.  

It is worth noting that among the cell lines of metastatic origin, PC-3 and DU-145 belong 

to the prostate adenocarcinoma subset, whereas NCI-H660 is a cell model for 

neuroendocrine prostate cancer (NEPC) [350]. As described in detail in the introductory 

section, NEPC is a subset of PCa that is characterized by exhibiting small cell (SC) 

phenotype, being relatively quiescent and displaying a particular marker profile that 

includes a complete absence of AR or PSA expression and production of chromogranin 

A, synaptophysin and NSE [328,367]. The addition to our panel of a metastatic PCa cell 

line that is significantly distinct to PCa adenocarcinoma will serve the purpose of 
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assessing if the identified adaptations and vulnerabilities of metastatic cell lines can be 

generally valid for distinct PCa subsets.  

On the other hand, the primary tumor cell line P4E6 was obtained from an early-stage 

adenocarcinoma with a Gleason index of 4 [351]. This cell line can be considered as one 

of the very few available cell models of primary PCa. Despite being obtained from an 

early stage adenocarcinoma, P4E6 is androgen insensitive, representing a perfect model 

to uncouple metastatic progression from castration resistance. Indeed, restricting our 

cell panel to only CRPC cell lines, both metastatic and primary tumor, avoids the 

undesired masking of the obtained results by the central role that androgen signaling 

plays in PCa metabolism [130,150,322]. 

4.1.2. Results and discussion 

4.1.2.1. Proliferation, EMT, and stem cell traits are uncoupled in CRPC 

We first characterized all the CRPC cell lines in terms of their basic phenotype, 

attempting to gather readouts that allow us to stratify the different cell lines in terms of 

cell proliferation and metastatic potential.  

In terms of cell proliferation (4.1.1.AB), we encountered that PC-3M proliferated at 

higher rates than the rest of cell lines with a doubling time of around 20 hours, followed 

by PC-3 and DU-145, with doubling times of around 24 hours. PC-3S and P4E6 

proliferated at significantly lower rates, exhibiting doubling times of around 40 hours. 

Finally, NCI-H660 was more quiescent than the rest of the cell lines, with a doubling time 

of around 100 hours. In terms of size, all adenocarcinoma cell lines displayed similar cell 

volumes of around 2.5 to 3 pL, whereas NCI-H660 was significantly smaller, with a cell 

volume of around 1 pL (4.1.1.C). Indeed, the significantly smaller and much less 

proliferative phenotype of NCI-H660 compared to all PCa adenocarcinoma cell lines is 

expectable according to previous evidence of neuroendocrine PCa traits [327,368]. 

According to the current paradigm of the invasion-metastasis cascade, cells that harbor 

the potential to establish macrometastases and proliferate at secondary niches 

simultaneously display epithelial and CSC characteristics, and are commonly termed as 
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Figure 4.1.1. Comparative cell proliferation, population doubling time and cell volume of CRPC cell panel 

(A) Growth curves up to 96 h of PC-3M, PC-3S, PC-3, DU-145, NCI-H660, and P4E6 grown in their full media (See 

Methods 3.1). Proliferation is expressed as the relative cell number Nf/N0, where Nf and N0 are the final and the initial 

number of cells, respectively. (B) Population doubling time of the CRPC panel under exponential growth phase. (C) 

Cell volume (pL) measured using a Scepter Handheld Automated Cell Counter (Merck Millipore, Billerica, MA, USA). 

Bars represent mean ± SD of n=3. Cell lines/conditions sharing the same letter indicates absence of significant 

differences between them (One-way ANOVA and Tukey’s multiple comparison test with α=0.05). 

e-CSCs, which is the phenotype previously ascribed to the PC-3M model [175]. We next 

attempted to evaluate all CRPC cell lines in these terms, by assessing the spheroid 

formation capacity (4.1.2.AB) and the expression of several EMT and CSC regulators and 

effectors (4.1.2.C) in all the cell lines. 

We encountered that PC-3M and DU-145 had a markedly increased spheroid-forming 

capacity than the rest of the cell lines (4.1.2.AB), whereas the early-stage primary tumor 

P4E6 displayed the lowest. Spheroid growth is a functional assay indicative of the 

capacity to grow in an anchorage-independent manner, which is tied to cell plasticity, 

CSC traits, and the tumor initiation potential of cancer cells [369,370]. However, a 

certain controversy exists on the interpretation of this kind of assay, as it has also been 

shown that spheroid growth involves the necessary formation of adherens junctions (AJ) 

mediated by E-cadherin in CRC and that cells that are excluded from spheroids present 

increased migratory and invasive properties [371]. Either case, spheroid formation 

represents a highly suitable readout to identify e-CSC phenotypes, since these cells 

would fulfill both alternative requirements: epithelial and CSC traits, and are thus 

expected to be the highest spheroid-forming phenotypes.  



Results and discussion 

 

 
99 

 

Figure 4.1.2. Characterization of the metastatic phenotype of the CRPC panel. (A) Spheroid formation capacity of 

CRPC cell lines, assessed by seeding 103 cells in ultra-low-attachment plates. Spheroid plates were scanned after 7 

days and quantified using Image J. (B) Bright-field images (40x) and scans of spheroids in p24 well plates. (C) Protein 

levels of different EMT and CSC markers and effectors determined by Western Blot. Actin was used as a protein 

loading control. Results shown are the mean ± SD from n=4. Cell lines sharing the same letter indicates absence of 

significant differences between them (One-way ANOVA and Tukey’s multiple comparison test with α=0.05). 

Concerning the EMT status, the most widespread and reliable readouts for the 

identification of epithelial or mesenchymal phenotypes are the expression levels of E-

cadherin and N-cadherin, respectively. As explained throughout the introductory 

section of this dissertation, this “cadherin switch” is a major phenotype-driving event 

during the EMT [179]. We found that PC-3 and PC-3-derived cell lines expressed 

significantly higher levels of N-cadherin than the rest of CRPC cell lines, with a slight 

decrease in the PC-3M subpopulation. On the contrary, among PC-3-derived cell lines, 

E-cadherin expression was only detected in PC-3M. Both observations are consistent 

with the previous evidence indicating that PC-3M cells have undergone a partial MET 

relative to parental PC-3 [175,372]. Similarly, PC-3S displayed the highest ZEB-2 levels, 

potentially denoting an enrichment in mesenchymal features relative to PC-3. 

P4E6 presented the highest E-cadherin expression in the CRPC panel, which supports 

the notion that this cell line was derived from an early-stage PCa [351], which has 

evolved to a lesser extent than metastatic cell lines from the normal prostate epithelium. 
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Finally, the other two metastatic cell lines, DU-145 and NCI-H660, can also be considered 

as more epithelial than PC-3-derived cell lines, due to the higher E-cadherin expression 

and the barely detectable N-cadherin expression. 

We also analyzed the expression levels of three CSC markers that have been previously 

reported as relevant for PCa: Bmi1 [208], CD44 [208], and ALDH1A1 [200] (4.1.2.C). Our 

observations denote that, besides a high spheroid formation capacity, both PC-3M and 

DU-145 also exhibited higher expression of the transcription factor Bmi1, which encodes 

for a wide variety of targets related to the CSC phenotype [195,206,373].  

Among our CRPC panel, the highest Bmi1 expression was found in DU-145, followed by 

PC-3M, PC-3, and, to a lesser extent, PC-3S. On the contrary, highly epithelial primary 

tumor P4E6 exhibited lower Bmi1 expression, according to its low capacity to grow in an 

anchorage-independent manner. Indeed, Bmi1 has also been reported to repress E-

cadherin expression along with Twist1 [181]. Possibly, low Bmi1 levels contribute to a 

marked E-cadherin expression in the P4E6 cell line. However, Bmi1 expression does not 

totally correlate with E-cadherin expression in the rest of the cell lines, suggesting that 

the Bmi1-Twist axis may not be dominant in governing E-cadherin expression in CRPC. 

Regarding CD44, the highest expression was found in DU-145 and P4E6, only modestly 

different to PC-3 and its subpopulations PC-3M and PC-3S, whereas it was absent in NCI-

H660. Previous works isolating CSC subpopulations of PC-3 had demonstrated that CD44 

does not allow to distinguish between CSC and non-CSC PC-3 subpopulations [374]. In 

partial consonance, a xenograft study including DU-145 and other PCa cell lines 

suggested that CD44+ cells may be either CSCs or the next hierarchical differentiation 

step, progenitor cells [375]. Apart from that, the CD44 splicing isoform analyzed in our 

work was CD44v, previously correlated in the literature to strongly epithelial phenotypes 

in PCa, rather than purely of CSC traits [376]. In support of this, CD44 plays a crucial role 

in the formation of AJ and the maintenance of the apicobasal epithelial polarity [377]. 

Consequently, according to E-cadherin and CD44v expression, we could consider DU-

145 and P4E6 as the two purely epithelial CRPC cell lines, whereas PC-3M could be 

described as displaying a partial EMT program, due to retention of N-cadherin 

expression only mildly lower to PC-3 and PC-3S. 
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Despite exhibiting lower expression levels of Bmi1 and CD44, NCI-H660 exhibited the 

highest ALDH1A1 expression. ALDH1A1 is considered a self-renewal and differentiation 

marker, as it is responsible for retinoic acid synthesis [200]. Retinoic signaling has been 

linked to the differentiation process in healthy stem cell populations and also found to 

be relevant in CSCs [199], particularly in prostate cancer [200]. We found that all CRPC 

cell lines were at least weakly positive for ALDH1A1, consistent with the existence of a 

scarce pool of CSCs in all of them. However, our observations suggest that the 

neuroendocrine cell line NCI-H660 is significantly enriched in this CSC marker.  

In this regard, a remarkable volume of evidence suggests that ALDH1A1 expression 

correlates specifically with lymph node metastasis, rather than with neuroendocrine 

phenotypes or stemness in a plethora of malignancies: ALDH1A1 expression is also 

correlated with lymph node metastasis in CRC [378–380], breast cancer [381,382] and 

lung cancer [383]. As mentioned previously, NCI-H660 is also the only cell line in our 

panel that was isolated from a lymph node metastatic lesion of prostatic origin, which 

contributes to stimulate the hypothesis that ALDH1A1 could have potential specific 

predictive value for lymph node metastasis formation regardless of primary tumor site, 

which, to our knowledge, has not been established previously. Moreover, NCI-H660 

displays a lower expression of other CSC markers (Bmi1 and CD44) than other CRPC cell 

lines, reinforcing the hypothesis that ALDH1A1 overexpression is not purely indicative 

of CSC enrichment in this cell model. On the contrary, low expression of CD44 in NCI-

H660 is in disagreement with previous evidence that reports NEPC tumors were strongly 

positive for CD44 [326,384], even if, as specified earlier, only the epithelial phenotype-

linked CD44v splicing isoform is monitored in our results.  

In conclusion, considering both the spheroid formation and western blot results, we can 

conclude that in the case of our CRPC panel, spheroid formation capacity is indicative of 

both CSC-enrichment and epithelial features, consistent with previous results regarding 

PC-3M and termed previously as e-CSC [175,385]. In our case, we found that CRPC cell 

lines that displayed enhanced spheroid formation capacity are the only ones that can be 

simultaneously classified according to western blot analysis as CSC-enriched and 

exhibiting epithelial traits: PC-3M, in accordance with our previous results [175,385], 

and also DU-145. In this regard, the low capacity to form spheroids of the primary tumor 
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cell line P4E6, even displaying the most unambiguous epithelial phenotype, contributes 

to the idea that spheroid formation cannot be interpreted as mere epithelial phenotype 

[371], but rather to tumor initiation and metastatic capacity [369,370]. In support of this, 

both PC-3M [175] and DU-145 [386,387] have been previously reported as highly 

tumorigenic and able to initiate metastases in different organs upon 

xenotransplantation in mice. 

Considering that the cell models included in our CRPC panel exhibited markedly different 

proliferation rates, we cannot ignore that the result of this assay could be masked by 

differential proliferation. If this was the case, an underestimation of the spheroid 

formation capacity of the relatively quiescent cell line NCI-H660 should not be ruled out. 

Nevertheless, other authors have previously reported the detailed characterization of 

the inability to form spheroids of this cell line [372], which supports our interpretation 

of the obtained results. Moreover, our observations underline that neither proliferation 

nor cell volume of CRPC correlate with metastatic progression. Indeed, both readouts in 

P4E6 early-stage primary tumor are similar to the average of cell lines obtained from 

metastatic sites.  

Finally, our results also indicate that the abovementioned highly metastatic e-CSC 

phenotype can only be attributed to PC-3M and DU-145, according to the simultaneous 

observations of increased spheroid formation capacity, Bmi1 expression, a robust 

epithelial program, and previous evidence of a high tumorigenic potential in mice 

[175,386,387]. 

4.1.2.2. Metastatic prostate CSCs display enhanced glutamine avidity 

and their proliferation and tumorigenic capacity can be suppressed 

through glutamine deprivation 

After assigning distinct metastatic potentials to all the cell lines in the panel, our ultimate 

goal in this Chapter was the correlation of specific metabolic features to this readout, 

and the identification of metabolic vulnerabilities that allow us to selectively target the 

highly aggressive e-CSC tumor subpopulations. We first pursued this goal by 

characterizing two major sources of carbon and energy in cancer cells, glucose and 

glutamine, since they represent important metabolic carbon and energy hubs. Hence, 
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encountering alterations in any of the two necessarily involves a major reprogramming 

of metabolic pathways that can provide us invaluable clues and guidance towards our 

aim of finding e-CSC-associated metabolic vulnerabilities. 

First, we analyzed the consumption rates of glucose and glutamine, and the subsequent 

secretion rates of their product metabolites, lactate and glutamate, respectively (4.1.3), 

in all the cell lines of the CRPC panel.  

 

Figure 4.1.3. Extracellular fluxes of glucose, glutamine, lactate and glutamate in the CRPC panel. Glucose 

consumption (A), lactate production (B), glutamine consumption (D) and glutamate production (E) rates were 

obtained after 96 h incubation with fresh media and normalized to cell number and proliferation rates. Lactate to 

glucose ratio (C) and glucose to glutamine ratio (F) were calculated for each replicate. Bars represent mean ± SD of 

n=3. Cell lines sharing the same letter indicates absence of significant differences between them (One-way ANOVA 

and Tukey’s multiple comparison test with α=0.05). 

PC-3M exhibited the highest glucose consumption and lactate production rates in our 

cell panel, followed by DU-145. Next, PC-3, PC-3S and P4E6 exhibited lower glucose 

consumption and lactate production rates, with no significant differences between the 
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three cell lines, denoting that glucose consumption does not correlate with proliferation 

rate, since PC-3 proliferate at a significantly higher rate (pdt ~ 24 h) than PC-3S or P4E6 

(pdt ~ 40 h). Finally, both readouts are much lower in the neuroendocrine NCI-H660 than 

in the rest of cell lines. Despite these significant changes, lactate to glucose ratio 

(4.1.3.C) remained similar and around 2 for all cell lines except for NCI-H660, in which 

the value of this ratio was around 1.5, which indicates that lactate to glucose ratio 

depends on PCa subset (neuroendocrine vs. adenocarcinoma).  

Similarly, PC-3M and DU-145 also displayed significantly higher glutamine avidity 

(4.1.3.D) compared to the rest of cell lines. Again, our results indicate that glutamine 

consumption was uncoupled from proliferation in CRPC. Surprisingly, DU-145 also 

exhibited a higher production of glutamate than the rest of cell lines (4.1.3.E), which will 

be investigated in the following sections, whereas glutamate production was similar 

across the rest of adenocarcinoma cell lines. 

It is worth noting that the lower consumption and production rates of these metabolites 

in NCI-H660 could also account for its three times smaller volume compared to the rest 

of cell lines, as described in Section 4.1.2.1. Other authors have suggested that the 

metabolic demands of cancer cells depend on their size, and they propose and validate 

volume normalization as a way to decouple cell volume variability [388], even if this 

notion is not yet widespread in the metabolomics field.  

According to this, normalization of glucose and glutamine consumption rates by cell 

volume unveiled that glucose and glutamine metabolism of neuroendocrine CRPC may 

not be so significantly different than the rest of PCa cell lines (4.1.4). In accordance, 

glucose to glutamine ratio in NCI-H660 is in the average of the rest of PCa cell lines 

(4.1.3.F), which is supported by previous results indicating that NEPC can have glycolytic 

enzyme levels comparable or even higher than prostate adenocarcinoma [389]. 

Our results normalized by cell volume still showed that the metastatic cell lines with high 

tumorigenic capacity exhibited significantly enhanced glucose consumption, yet 

comparable to the primary tumor P4E6, thus ruling out the hypothesis that the e-CSC 

phenotype is distinctively more glycolytic. On the contrary, enhanced glutamine 

consumption appeared to be a characteristic trait of the metastatic phenotype exhibited 
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by PC-3M and DU-145, with absence of differences among all the other cell lines, 

regardless of any other variable (i.e. neuroendocrine vs. adenocarcinoma or primary 

tumor vs. metastatic origin). 

 

Figure 4.1.4. Extracellular fluxes of glucose and glutamine normalized by cell volume (pL). (A) Glucose and (B) 

glutamine consumption rates were obtained after 96 h incubation with fresh media and normalized to cell number, 

proliferation rate and cell volume. Bars represent mean ± SD of n=3. Cell lines sharing the same letter indicates 

absence of significant differences between them (One-way ANOVA and Tukey’s multiple comparison test with α=0.05).  

In light of these results, we hypothesized that highly metastatic e-CSC adenocarcinoma 

displays a particular reliance on glutamine uptake that can render this phenotype 

vulnerable to glutamine starvation or to the inhibition of glutaminolysis. If this was the 

case, not only cell proliferation, but also the metastatic potential of PC-3M and DU-145 

should be compromised under absence of glutamine. To assess this, we evaluated 

several readouts on the subset of adenocarcinoma cell lines from metastatic origin: PC-

3M, PC-3S, PC-3 and DU145.  

In particular, we first evaluated the effect of glutamine deprivation (4.1.5.A) and the 

glutaminase 1 inhibitor bis-2-(5-phenylacetamido-1,3,4-thiadiazol-2-yl)ethyl sulfide 

(BPTES) (4.1.5.B) on cell proliferation. We encountered that absence of glutamine in the 

extracellular medium had a significantly greater impact on the proliferation of PC-3M 

and DU-145. On the contrary, the decrease in proliferation followed by inhibition of 

GLS1 by BPTES did show a correlation with metastatic potential within the PC-3-derived 

cell lines, but not when compared to DU-145. Indeed, we hypothesized that this could 

also arise from differential GLS1 expression between the cell lines. To validate this 

hypothesis, we evaluated the protein expression levels of GLS1 (4.1.5.C), observing that, 

in accordance to the higher resistance to GLS1 inhibition by BPTES, DU-145 displayed 

higher levels of GLS1 than any PC-3-derived cell line. Indeed, this higher GLS1 expression 
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is also consistent with our previous observation, in Section 4.1.2.1, that DU-145 

produced significantly more glutamate than any other cell line in the panel. 

 

Figure 4.1.5. Effect of glutamine deprivation and glutaminase 1 inhibition on metastatic prostate adenocarcinoma. 

(A) Relative cell proliferation of PC-3M, PC-3S, PC-3 and DU-145, after 72 h incubation with full growth medium 

(colored) or glutamine deprivation (grey). (B) IC50 (µM) after 72 h incubation with GLS1 inhibitor bis-2-(5-

phenylacetamido-1,3,4-thiadiazol-2-yl)ethyl sulfide (BPTES) (C) GLS1 protein expression levels assessed by Western 

Blot. Actin was used as a loading control. Bars represent mean ± SD of n=3. In panel A, significant differences of 

glutamine-deprived conditions (grey) relative to control cells (colored) were evaluated by Student t-test and are 

indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). Relative decreases in proliferation among glutamine-

deprived conditions were evaluated by one-way ANOVA and Tukey test for multiple comparisons. Cell 

lines/conditions sharing the same letter indicates absence of significant differences between them. 

In conclusion, we identified that e-CSC phenotypes significantly enhance glutamine 

consumption and are particularly vulnerable to glutamine removal from the 

extracellular medium, and we have proven that this vulnerability cannot be explained, 

at least solely, in terms of GLS1 expression levels. To corroborate the hypothesis that 

this common vulnerability of PC-3M and DU-145 is tied to their e-CSC phenotype and is 

functionally related to their metastatic potential, we also assessed the effect of 

glutamine deprivation on the spheroid formation (4.1.6.AC) and colony formation 

capacities (4.1.6.BD) of the adenocarcinoma cell lines. 
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Figure 4.1.6. Effect of glutamine deprivation on the metastatic capacity and tumor-initiating capacity of prostate 

adenocarcinoma cell lines. (A) Spheroid formation capacity of PCa adenocarcinoma cell lines with full growth medium 

(colored) or glutamine deprivation (grey), assessed by seeding 103 cells in ultra-low-attachment plates. Spheroid 

plates were scanned after 7 days and quantified using Image J. (B) Area covered by cell colonies of PC-3M, PC-3S, PC-

3 and DU-145, with full growth medium (colored) or glutamine deprivation (grey), assessed by seeding 103 cells in 6-

well plates. Plates were scanned after 7 days and quantified using Image J. (C) Bright-field images (40x) and scans of 

spheroids in p24 well plates. (D) Gray-scale conversion of scanned wells of the colony formation assay. Bars represent 

mean ± SD of n=3. In panels A and B, significant differences of glutamine-deprived conditions (grey) relative to control 

cells (colored) were evaluated by Student t-test and are indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). 

Relative decreases in proliferation among control or glutamine-deprived conditions were evaluated by one-way 

ANOVA and Tukey test for multiple comparisons. Significant differences among cell lines are indicated by Latin letters 

(full-growth medium) or Greek letters (glutamine deprivation). 

Similar to spheroid formation introduced in Section 4.1.2.1, colony formation assay is 

also indicative of CSC traits, understood as the ability of a single cell to proliferate 

through clonal expansion [390,391]. In other words, this assay reflects the capacity to 

initiate tumors that is essential for the establishment of macrometastases in the last 

phase of the invasion-metastasis cascade. The spheroid and colony formation capacity 

assays revealed that glutamine deprivation strikingly diminished the metastatic and 

tumor-initiating capacities of PC-3M and DU-145, revealing that glutamine availability is 

essential for these cellular functions and can be an interesting antimetastatic metabolic 

target to be further explored. Supporting these findings, other recent works have also 

identified a potential role of glutamine in supporting breast cancer metastasis [392] and 



Results and discussion 

 

 
108 

particularly in regulating CSC traits in lung and pancreatic cancers [393], even if the 

mechanistic connection is far from being established. 

4.1.2.3. CRPC e-CSC phenotypes present enhanced methionine, lysine 

and total amino acid consumption rates 

The observed differences in glutamine metabolism associated to highly metastatic 

phenotypes in CRPC are necessarily connected to other major metabolic pathways, since 

glutamine represents an important biosynthesis hub for cancer cells. In line with this 

idea, we next aimed to unveil other metabolic alterations that could be related to the 

enhanced glutamine avidity in e-CSC phenotypes. To achieve this, we characterized the 

metabolism of our CRPC panel through targeted metabolomics and lipidomics, 

simultaneously evaluating intracellular metabolite pools and extracellular consumption 

and production rates of different families of metabolites. 

First, we compared the consumption and production rates of amino acids (4.1.7). The 

obtained results revealed that some amino acid consumption or production rates 

presented a relatively homogeneous profile across all PCa cell lines cells, such as 

phenylalanine, tryptophan or tyrosine. On the contrary, other amino acids, notably 

glycine, aspartate or proline, were consumed in some cell lines while produced in others. 

For proline in particular, the previous characterization of PC-3M and PC-3S conducted in 

our group had identified that PC-3M produced whereas PC-3S consumed proline, and it 

had been postulated as a potential e-CSC trait [73]. Even if our results agreed with the 

previous observation that PC-3M shifted from proline consumption to proline 

production compared to PC-3S (and, as we have identified here, also to parental PC-3), 

proline secretion was also observed in the poorly tumorigenic cell lines, NCI-H660 and 

P4E6, whereas this behavior was not observed in the also highly tumorigenic DU-145. 

These observations ruled out the previous hypothesis that this feature could be tied to 

e-CSC phenotypes and metastatic progression in CRPC. Indeed, previous studies had 

pinpointed that proline metabolism could be important in supporting metastasis in 

breast cancer, in particular due to PRODH and proline catabolism [394]. In spite of that, 

our results indicate that the role of proline in CRPC metastasis is unclear and that it 

certainly cannot be ascribed to PRODH, since the previous transcriptomic analysis of PC-
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3M and PC-3S revealed an almost complete absence of this enzyme in both cell lines 

(Appendix 1).  

 

Figure 4.1.7. Amino acid consumption and production rates in the CRPC panel. Amino acid consumption (negative 

values) or production (positive values) in alphabetic order: (A) Alanine (Ala) to leucine (Leu) and (B) Lysine (Lys) to 

valine (Val). Abbreviations: arginine (Arg), asparagine (Asn), aspartate (Asp), glycine (Gly), histidine (His), isoleucine 

(Ile), methionine (Met), phenylalanine (Phe), proline (Pro), serine (Ser), threonine (Thr), tryptophan (Trp) and tyrosine 

(Tyr). Bars represent mean ± SD of n=3. Significance between initial and final metabolite concentrations were 

evaluated using a t-Student test with α=0.05. If the condition of significant consumption/production was met, 

comparison between cell lines/conditions normalized by cell volume was performed by one-way ANOVA and Tukey’s 
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multiple comparison testing. Cell lines/conditions sharing the same letter indicates absence of significant differences 

between them. 

Moreover, our results also revealed that PC-3M exhibited a significantly higher 

consumption rate of the three branched-chain amino acids, isoleucine, leucine, and 

valine, than the rest of cell lines, which could also be tied to the remarkable 

overexpression of BCAT in this cell line (Appendix 1). Finally, the only significant traits in 

terms of amino acid consumption and production rates shared by both tumorigenic 

epithelial cell lines, PC-3M and DU-145, are enhanced lysine and methionine 

consumption. In this regard, increased methionine consumption could serve the 

purpose of supporting cysteine production, the rate-limiting amino acid in the synthesis 

of the ROS scavenger glutathione, which has been functionally linked to in vivo 

metastases previously [395]. 

Due to the great heterogeneity of amino acid consumption and production profiles 

among CRPC cell lines, we attempted to compare the contribution of glutamine vs. all 

amino acids displayed in Figure 4.1.7. We encountered that the primary tumor and the 

neuroendocrine cell lines globally produce the rest of amino acids, whereas the four 

adenocarcinoma cell lines from metastatic origin have a net consumption of the rest of 

amino acids (4.1.8), even if glutamine constitutes the main amino acid contribution to 

biomass production in all CRPC cell lines. In this regard, PC-3M and DU-145 also display 

enhanced global amino acid consumption than the rest of cell lines in the panel. 

This adaptation displayed by metastatic adenocarcinoma, as opposed to early stage 

primary tumor and the relatively quiescent neuroendocrine NCI-H660, could be tied to 

support the proliferative capacity of these cell models. Others have reported that the 

uptake of biosynthetic end products such as free amino acids instead of their de novo 

synthesis in proliferating cancer cells allows to decrease the expenditure in ATP, redox 

equivalents and carbons that is associated to the biosynthetic pathways of NEAAs [97]. 

Indeed, the uptake of NEAAs instead of their synthesis can foster cancer cell 

proliferation, by allowing the redirection and investment of such ATP and redox 

equivalents into the synthesis of other molecules that are scarcer in their 

microenvironment than NEAAs. Supporting this notion, a recent cohort study unveiled 
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that increased expression of multiple amino acid transporters including SLC1A5 and 

SLC7A5 is correlated to poor prognosis in highly proliferative breast cancer [396]. 

Figure 4.1.8. Contribution of glutamine compared to all other amino acids as carbon and energy sources. Cumulated 

consumption (negative) or production (positive) of glutamine (light blue) and of all amino acids in Figure 4.1.7 (navy 

blue) in the cell lines of the CRPC panel. Bars represent mean ± SD of n=3. Significance between initial and final 

metabolite concentrations were evaluated using a t-Student test with α=0.05. If the condition of significant 

consumption/production is met, comparison between cell lines/conditions normalized by cell volume was performed 

by one-way ANOVA and Tukey’s multiple comparison test. Significant differences among cell lines is indicated by 

Greek letters (glutamine) or Latin letters (other amino acids). 

4.1.2.4. CRPC subsets with distinct tumorigenic potential display 

different polyamine secretory profiles 

Besides amino acids, we also measured the consumption and production rates of several 

non-proteinogenic amino acids and other biogenic amines, such as the urea cycle 

intermediates, polyamines, taurine, carnosine or α-aminoadipate (4.1.9). Indeed, 

secretion of some of these metabolites into the prostatic fluid constitutes an important 

part of the prostatic metabolism and physiology [397], and thus the evaluation of the 

alterations of the secretory profile in different PCa subsets can constitute a source of 

putative biomarker identification.  

Our results revealed two different remarkable trends among the CRPC panel that are 

potentially tied to the highly metastatic e-CSC phenotype. First, we identified that the 

two e-CSC phenotypes consumed a significantly higher amount of the sulfonic acid 

taurine than the rest of cell lines (4.1.9.C). Among the many biological roles of this 
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molecule, it is involved in bile acid conjugation, ROS-scavenging, osmoregulation or 

modulation of calcium signaling [398]. The role of taurine on the metastatic capacity of 

cancer cells has been only scarcely addressed, even if it has been previously identified 

that taurine supplementation induced MET in PCa cells [399]. Thus, this adaptation of 

increased taurine consumption in PC-3M and DU-145 could be functionally related to 

their preservation of epithelial traits along with a tumorigenic phenotype, since similar 

rates of taurine consumption are not detected in the also epithelial but non-tumorigenic 

cell lines NCI-H660 and P4E6. Of note, alterations found in taurine metabolism could 

also be linked to the increased methionine consumption found in PC-3M and DU-145 

(4.1.7), since taurine is an end-product of the transulfuration pathway, which transforms 

homocysteine from the methionine cycle into cysteine and other metabolites. 

 

Figure 4.1.9. Consumption and production rates of non-proteinogenic amino acids and other biological amines in 

the CRPC panel. Consumption (negative values) or production (positive values) of non-proteinogenic amino acids and 
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biological amines: (A) Related to the urea cycle: citrulline, putrescine, spermidine, spermine, total dimethyl arginine, 

(B) ornithine, and others: (C) taurine, methionine sulfoxide, serotonin, kynurenine, alpha-aminoadipic acid and 

carnosine. Bars represent mean ± SD of n=3. Significance between initial and final metabolite concentrations were 

evaluated using a t-Student test with α=0.05. If the condition of significant consumption/production was met, 

comparison between cell lines/conditions normalized by cell volume was performed by one-way ANOVA and Tukey’s 

multiple comparison testing. Cell lines/conditions sharing the same letter indicates absence of significant differences 

between them. 

On the other hand, we also encountered several interesting trends among our panel 

regarding polyamine secretory profiles (4.1.9.A). Polyamines constitute an important 

part of prostatic secretions, and they have been postulated as potential biomarkers for 

PCa [146–149]. As explained in detail in the introductory section of this work, polyamine 

synthesis is a linear pathway in which ornithine, a urea cycle intermediate, is 

sequentially converted into putrescine, spermidine, and spermine, using as an 

aminopropyl donor decarboxylated SAM (dcSAM), coming from the methionine cycle. 

Hence, the alterations encountered in polyamine metabolism can also be connected to 

the altered methionine metabolism reported in the previous section. As mentioned 

previously, polyamines have important roles in a variety of cellular processes such as 

proliferation and differentiation, motility, protein translation, DNA synthesis and 

stability, redox homeostasis or ion channel regulation. However, their implication in 

such processes is not completely understood [134,144,145]. 

The first outstanding difference can be found when comparing primary tumor vs. all 

metastatic origin CRPC cell lines, in which a shift from consuming putrescine and 

spermidine (primary tumor, P4E6) to synthesizing and secreting them (all CRPC cell lines 

of metastatic origin) is observed. Moreover, P4E6 also displayed enhanced ornithine 

production compared to all the metastatic cell lines (4.1.9.B). Taken together, both 

observations denote a decreased or blocked ornithine decarboxylase (ODC) in P4E6 

compared to all the metastatic cell lines. ODC is the first and rate-limiting step in 

polyamine synthesis. ODC expression is clinically correlated with esophageal squamous 

cell carcinoma tumor progression [152]. ODC activation has been reported to be 

sufficient to induce tumorigenesis in different cell models [150,151]. Also, direct 

chemical inhibition of ODC has been proven as outstandingly effective at preventing 

tumor relapse after standard therapy in high risk neuroblastoma [400]. Importantly, our 

observation that only primary tumor P4E6 consumes polyamines and excretes high 
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amounts of ornithine suggests that ODC activation is indeed tied to metastatic 

progression in CRPC.  

Apart from that, PC-3M drastically reduced putrescine secretion (and, to a lesser extent, 

also spermidine) to the extracellular medium compared to PC-3 and PC-3S (4.1.9.A), 

with DU-145 displaying a similar secretory profile than PC-3M. Alterations in polyamine 

metabolism have been previously linked to the modulation of the EMT program. Indeed, 

a recent study including a notable validation in prostate cancer cohorts (n=1519) linked 

alterations in spermine levels with a non-canonical Wnt signaling pathway that leads to 

activation of EMT in PCa [146]. Moreover, polyamine depletion through ODC inhibition 

increased the production of MMPs and exacerbated invasive phenotypes in epithelial 

cells [401].  

Finally, only NEPC cells (NCI-H660) secrete the final product of polyamine synthesis, 

spermine. Several studies analyzing patient cohorts have underlined the potential of 

spermine as a PCa biomarker: high spermine secretion in urine and prostatic fluid 

[148,149] and low intracellular spermine is frequently found in PCa tissue, specifically 

correlated to tumor aggressiveness [146,147], which is also one of the hallmarks of NEPC 

tumors compared to prostate adenocarcinoma [330]. Thus, low intracellular spermine 

and high spermine secretion may be indeed a marker of NEPC or NE-transdifferentiation 

in PCa, besides denoting tumor aggressiveness. Supporting this notion, a recent 

metabolomic study of neuroendocrine transdifferentiation in the hormone-naïve LNCaP 

also found a decrease in intracellular spermine levels in LNCaP cells when they acquired 

NE features [402].  

In summary, primary tumor P4E6 consumed polyamines whereas all cell lines from 

metastatic origin produced them. Invasive CRPC (PC-3S and PC-3) secreted high amounts 

of putrescine and, to a lower extent, also spermidine to their surroundings. Highly 

tumorigenic epithelial cell lines, PC-3M and DU-145, secreted much lower amounts of 

putrescine and did not significantly secrete spermidine or spermine. Finally, only 

neuroendocrine NCI-H660 significantly secreted spermine.  
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4.1.2.5. Intracellular metabolite profiles in CRPC unveil distinct 

metabolic phenotypes 

To achieve a complete picture of the metabolic landscape of each of our CRPC cell lines, 

we also measured the intracellular pools of all the same metabolites we analyzed in 

extracellular media, proteinogenic and non-proteinogenic amino acids, urea cycle 

intermediates, several biogenic amines and different families of lipids. 

For the polar metabolite part of our metabolomic analysis, we normalized the obtained 

concentrations by the median of amino acids in each sample and we scaled and 

transformed our data as described in Methods 3.16. We attempted to cluster our 

metabolomic data and achieve a global view of the obtained results by principal 

component analysis (PCA) (4.1.10.A) and one-way ANOVA (4.1.10.B) to identify relevant 

trends and the most significant features, and we also presented the obtained 

concentration matrix for each metabolite as a heatmap (4.1.10.C), clustering the 

obtained results by condition (cell line) and by feature (metabolite).  

 

Figure 4.1.10. Intracellular metabolomic profiling of the CRPC panel. (A) Principal component analysis of the 

metabolomic profiling of the CRPC panel. (B) Top 10 features with highest statistical significance of the presented 

data, assessed by one-way ANOVA. All significant features are shown in red and features with no significant 

differences are shown in blue (α=0.05). (C) Heatmap and clustering of features and cell lines. Features below or above 
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the LOQ of the analytical method were removed and all data was normalized by median of amino acids of each sample 

and log transformed prior to the analysis.  

First, PCA analysis delineated clear distances between all the cell lines, except for PC-3 

and PC-3S. Indeed, PC-3 and PC-3S intracellular metabolite pools were found to be 

remarkably similar, whereas PC-3M deviated significantly from both PC-3 and PC-3S 

(4.1.7.AC), consistent with a major phenotypic remodel triggered by the acquisition of 

CSC traits and the partial MET. Interestingly, PC-3 and PC-3S were also found to be very 

close to P4E6, while the highly tumorigenic adenocarcinoma cell lines DU-145 and PC-

3M, appeared to differ more from the primary tumor cell line, potentially denoting a 

slight correlation to tumorigenic capacity across PC1 (55.9%). 

PC2 (19.8%) showed a clear separation between the neuroendocrine PCa model (NCI-

H660) and all adenocarcinoma models. Besides that, PC-3M also appeared to shift 

slightly closer to both DU-145 in the PC1 axis and NCI-H660 in the PC2 axis, relative to 

parental PC-3. Indeed, PC-3M, DU-145 and NCI-H660 exhibited remarkable similarities 

in terms of having lower intracellular pools of a clustered group of different amino acids 

including all BCAAs, all aromatic amino acids, histidine and methionine; and higher pools 

of alanine and carnosine (4.1.10.C).  

At the same time, PC-3M also shared some similarities individually with either NCI-H660 

or DU-145. In fact, in the cell line dendrogram clustering, PC-3M and NCI-H660 clustered 

together (4.1.10.C), uncovering the possibility of a slight transdifferentiation to a NE 

metabolic phenotype in PC-3M. One hypothetical rational basis for this could be the 

similar levels of 1C metabolites displayed by PC-3M and NCI-H660, since two recent 

independent studies have linked prostate NE transdifferentiation with altered serine 

and 1C metabolite intracellular levels [402,403] to support methylation reactions for 

epigenetic signaling driving the NE program [403].  

On the other hand, PC-3M and DU-145, the two highly-metastatic phenotypes of our cell 

panel, also exhibited remarkable similarities. First, they displayed significantly lower 

glutamine pools than the rest of cell lines, despite being the two cell lines that consumed 

glutamine at highest rates (Section 4.1.2.2), which implies that consumed glutamine is 

rapidly transformed into other metabolites in these two cell lines. Interestingly, both cell 

lines also had a significant greater accumulation of the second and third members of the 
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polyamine synthetic pathway, spermidine and spermine, while, as described in Section 

4.1.2.4, they decreased their putrescine and spermidine secretion compared to either 

PC-3 or PC-3S. These observations, together with higher methionine consumption, 

suggest a higher polyamine biosynthetic flux in PC-3M and DU-145, which is necessarily 

coupled to flux through 1C metabolism.  

Precisely, the remarkably high spermidine pools in these two cell lines could be devoted 

to preserve their tumorigenic potential, since polyamines play a crucial role in Myc-

driven tumorigenesis. In particular, they elicit a unique PTM termed as hypusination, 

transference of an aminobutyl group from spermidine to specific lysine residues of 

eukaryotic translation initiation factor 5A-1 (eIF5A1) and eIF5A2. In turn, eIF5A1 and 

eIF5A2 are central Myc transcriptional targets and mediate the translation of a high 

number of Myc downstream genes directly associated with tumor initiation, 

development, stem cell differentiation and metastasis [404]. Importantly, Myc not only 

controls the transcription of eIF5A1 and eIF5A2, but also of all the enzymes that are 

required for spermidine synthesis and consequent eIF5A1 and eIF5A2 hypusination and 

activation: ODC, AMD1 and SPDSY [404]. In consequence, polyamines, and particularly 

spermidine, play a key role in Myc-driven tumorigenesis and acquisition of stem cell 

traits, and thus the observation of enhanced spermidine pools in both PC-3M and DU-

145 could be a key driving force of their tumorigenic potential. 

Besides glucose and glutamine, fatty acid oxidation (FAO) is another important source 

of mitochondrial energy production. Due to the glutamine alterations specifically found 

in PC-3M and DU-145 (enhanced glutamine consumption and yet the lowest intracellular 

glutamine pools) we hypothesized that FAO could be consequently altered in the CRPC 

panel. Therefore, we also assessed the intracellular levels of acyl-carnitines in the CRPC 

panel (4.1.11). Enhanced FAO for PC-3M had been suggested previously due to a GSMM 

model reconstruction of PC-3M and PC-3S and differential antiproliferative effect of the 

CPT1 inhibitor etomoxir in PC-3M and PC-3S. The fluxes estimated by the model 

predicted that PC-3M used FAO to fuel the TCA cycle to sustain proliferation, whereas 

PC-3S used fatty acids as eicosanoid precursors, which could contribute to the 

maintenance of their invasive phenotype [157]. Metabolomic determination of carnitine 

and acyl-carnitines was performed in the context of this work in PC-3M and PC-3S cells 
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to validate the model prediction that long-chain FAO was increased in PC-3M, and the 

results presented here are included in Marin de Mas et al [157]. 

 

Figure 4.1.11. Acylcarnitine intracellular profiles in the CRPC panel. (A) Short-chain acylcarnitines, (B) long-chain 

acylcarnitines, (C) total sum of intracellular acylcarnitines and (D) intracellular unbound carnitine. Displayed values 

are mean ± SD between three independently-extracted cell pellets for the CRPC cell lines PC-3M, PC-3S, PC-3, DU-145, 

NCI-H660 and P4E6. Results are normalized by median of protein content in each sample. Cell lines/conditions sharing 

the same letter indicates absence of significant differences between them. 
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Interestingly, we also found that levels of free carnitine between PC-3M, PC-3 and PC-

3S were similar and significantly much lower than the rest of CRPC cell lines, suggesting 

that CPT1 activity could be intrinsically higher in PC-3 cell line to lead to decreased pools 

of unbound carnitine (4.1.11.D) and yet higher or similar amounts of acylcarnitines. 

Then, we calculated the sum of all acyl-carnitines (4.1.11.B) in each cell line, and the 

sum of total carnitine (free and bound) (4.1.11.C). From these results, we can conclude 

that PC-3M enhanced dependence on FAO to fuel proliferation relies on a combination 

of two features: enhanced CPT1 activity and higher carnitine synthesis capacity. The first 

affirmation is sustained on the observation that all the PC-3 subpopulations display a 

much lower amount of free carnitine than the rest of CRPC cell lines and PC-3M also 

displays the highest amounts of acyl-carnitines of all the cell lines. The second 

affirmation is supported by the evidence that PC-3M intracellular pools of total carnitine 

(the sum of both bound and free carnitine) are higher than PC-3 and PC-3S. This implies 

that, apart from the reported higher CPT1 activity [157], PC-3M must also have 

upregulation of carnitine biosynthesis, which leads to a higher amount of total carnitine.  

However, the analysis of  acylcarnitines of the CRPC panel did not unveil significant 

trends that can be associated to CRPC metastatic potential in our cell panel, since DU-

145 presented acyl-carnitine levels similar to poorly tumorigenic cell lines. Moreover, 

from the distribution of intracellular levels of short-chain (4.1.11.A) and long-chain 

(4.1.11.B) acylcarnitine molecules, as indicative of FAO, we also concluded that, of the 

three major carbon and energy sources, glucose, glutamine and fatty acids, only 

alterations in glutamine metabolism can be significantly associated to the tumorigenic 

potential in our cell panel. 

4.1.2.6. Distinct urea cycle/polyamine metabolism profiles in different 

CRPC phenotypes 

Linked to the alterations found in glutamine metabolism, one of the most interesting 

alterations that arises from integrating our results of consumption and production rates 

and intracellular metabolite pools is encountered regarding polyamine metabolism, 

supported by previous studies indicating the potential importance of dysregulated 

polyamine metabolism in PCa [146–149]. In summary, integrating the intracellular pools 
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and exchange fluxes of ornithine and polyamines, our analysis revealed up to four 

distinct metabolic profiles in our CRPC panel (4.1.12). 

 

Figure 4.1.12. Four distinct proposed polyamine metabolism profiles for castration resistant prostate cancer (CRPC). 

(1) Primary tumor cell line P4E6 displays the greatest rate of ornithine production, and yet is the only cell line that 

consumes polyamines (putrescine and spermidine) from the extracellular medium. (2) Cell lines previously 

characterized as highly tumorigenic or metastatic stem cell (MetSC) and prominently epithelial, PC-3M and DU-145, 

display a moderate ornithine production and slight putrescine production. (3) Parental prostate cancer (PCa) PC-3 

and its subpopulation enriched in invasive traits, PC-3S, display moderate ornithine production while high secretion 

of putrescine and spermidine to the extracellular medium. (4) The neuroendocrine prostate cancer (NEPC) cell line, 

NCI-H660, displays the lowest production of ornithine and is the only cell line in the panel that produces spermine. 

These four profiles can be summarized as: (1) high ornithine excretion and consumption 

of polyamines from the extracellular medium (primary tumor P4E6), (2) enhanced 

polyamine synthesis, intracellular accumulation and low secretion (MetSC-like cell lines, 

PC-3M and DU-145); (3) lower synthesis and significant secretion of putrescine and to a 

lesser extent spermidine (invasive and poorly tumorigenic PC-3S and PC-3), (4) secretion 

of spermine and low intracellular polyamine content (neuroendocrine NCI-H660).  

Notably, besides these similarities between PC-3M and DU-145 in terms of glutamine 

and polyamine synthesis, the set of interconnected pathways comprised by the Gln-P5C-

Orn axis, the urea cycle and polyamine metabolism also emerged as outstandingly 

significant in all the cell lines in the CRPC panel, both considering intracellular pools and 

extracellular secretions. These differences do not only arise between high 
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metastatic/low metastatic potential, but also among other CRPC traits and they could 

represent a significant discriminant in PCa metabolic subsets. For this, we decided to 

obtain a deeper insight on these interconnected pathways to evaluate whether these 

differences could allow us to determine biomarkers for different CRPC subsets or to 

design therapeutic strategies targeting the e-CSC phenotype of PC-3M, both in terms of 

consumption or production rates (4.1.13) and intracellular pools (4.1.14).  

 

Figure 4.1.13. Metabolite exchange flux rates of urea cycle intermediates, polyamines and related amino acids in 

the CRPC panel normalized by cell volume. (A) Glutamine, (B) Glutamate, (C) Citrulline, (D) Asparagine, (E) Aspartate, 

(F) Arginine, (G) Proline, (H) Ornithine, (I) Putrescine, (J) Spermidine, (K) Spermine. Extracellular flux rates are 

expressed as nmol consumed or produced per hour and normalized by cell number (million cells)/cell volume(pL/cell). 

Significance between initial and final metabolite concentrations were evaluated using a t-Student test with α=0.05. If 

the condition of significant consumption/production was met, comparison between cell lines/conditions normalized 

by cell volume was performed by one-way ANOVA and Tukey’s multiple comparison testing. Cell lines/conditions 

sharing the same letter indicates absence of significant differences between them. 

First, our results indicated that all the cell lines in the CRPC panel produced and secreted 

ornithine to the extracellular medium, the necessary precursor for polyamine synthesis 
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and urea cycle intermediate, and that intracellular ornithine pools did not correlate with 

other urea cycle intermediates, arginine and citrulline. Moreover, some of the cell lines 

also significantly excreted a small amount of citrulline to the extracellular medium, 

without a significant correlation with intracellular citrulline pools. 

Indeed, polyamine synthesis from ornithine can be achieved through various amino 

acids, such as arginine, glutamine, glutamate or proline. Among these, we found that 

only the three cell lines that displayed  strong polyamine secretory programs, PC-3S, PC-

3 and NCI-H660, significantly consumed arginine from the culture media, suggesting that 

arginine may be conditionally essential for invasive CRPC and NEPC survival or 

phenotype maintenance. On the contrary, PC-3M and DU-145, that accumulate 

important intracellular polyamine pools, displayed enhanced glutamine consumption, 

suggesting that, potentially, polyamine pools could be preferentially obtained through 

glutamine in these cell two cell lines. 

Apart from that, the alterations encountered in glutamine metabolism and polyamine 

synthesis in PC-3M and DU-145 can be interconnected in two different manners. The 

most evident is that ornithine, as previously mentioned, can be synthesized from 

glutamine via glutamate and P5C. The second, far less well-established, is that the 

recovery of the aminopropyl group of dcSAM after each step of spermidine or spermine 

synthesis, often termed as methionine scavenging pathway, requires a transamination 

reaction, in which glutamate, the most common fate of glutamine within the cell, is the 

most probable amino donor for methionine recovery, according to the scarce available 

evidence on this pathway in humans [405]. Apart from that, increased methionine 

consumption in PC-3M and DU-145 and lower intracellular methionine pools could also 

entail that these cell lines could be consuming uptaken methionine for polyamine 

production, instead of recycling MTA through the methionine scavenging pathway, or 

that they could be using both strategies to sustain polyamine synthesis. 
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Figure 4.1.14. Metabolite profiling of intracellular polyamines and precursor amino acids and urea cycle 

intermediates in all lines of the CRPC panel. Displayed values are mean ± standard deviation between three 

independently- extracted cell pellets for the CRPC cell lines PC-3M, PC-3S, PC-3, DU-145, NCI-H660 and P4E6. Results 

are normalized by median of amino acid content in each sample. Panels displayed A) Asparagine, B) Aspartate, C) 

Glutamate, D) Glutamine, E) Citrulline, F) Proline, G) Ornithine, H) Arginine, I) Putrescine, J) Spermidine, K) Spermine, 

and L) Methionine. Abbreviations: Argininosuccinate synthase 1 (ASS1), argininosuccinate lyase (ASL), ornithine 

transcarbamylase (OTC), glutamate oxaloacetate transaminase 1/2 (GOT1/2), glutaminase (GLS), arginine 

decarboxylase (ADC), ornithine decarboxylase (ODC), spermidine synthase (SPDSY), spermine synthase (SPMSY), 

decarboxylated S-adenosylmethionine (dcSAM), methylthioadenosine (MTA), argininosuccinic acid (ASA).  
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4.1.2.7. PC-3M/S display different expression profiles in the urea cycle, 

ornithine synthesis and polyamine metabolism  

Due to the observed differences among the CRPC panel in the urea cycle, polyamine 

metabolism and arginine, glutamine and methionine metabolism, and the common 

metabolic phenotype displayed by both highly tumorigenic PC-3M and DU-145 cell lines, 

we decided to deepen in the functional characterization of these pathways using the PC-

3M/S models of tumorigenic potential. Our aim is to assess how the reported alterations 

in glutamine, methionine and arginine metabolism, the urea cycle and polyamine 

synthesis pathways are functionally related to the enhanced tumorigenic potential of 

PC-3M cells.  

RNASeq analysis previously conducted in our group revealed significant differences 

between PC-3M and PC-3S in the transcript levels of almost all the enzymes of the set 

of interconnected pathways comprised by the urea cycle, polyamine metabolism, P5C 

metabolism and the methionine cycle (4.1.15). First, PC-3M displayed higher levels of 

polyamine-synthesizing enzymes, SPDSY and SPMSY, whereas PC-3S exhibited higher 

expression of the polyamine-catabolizing enzyme, PAOX.  

Moreover, PC-3S also displayed higher levels of the rate-limiting entrance to the 

polyamine synthesis pathway, ODC. Taken together, ODC overexpression, decreased 

polyamine synthesis and increased polyamine oxidation in PC-3S collectively point to a 

greater accumulation of putrescine in this cell line, which is consistent with the 

putrescine-secreting phenotype observed in PC-3S in the previous section (4.1.13). On 

the contrary, PC-3M secreted much lower amounts of putrescine to the extracellular 

medium and exhibited higher levels of intracellular spermidine and spermine (4.1.14), 

denoting increased synthesis, also in accordance with the transcriptomic evidence of 

increased SPDSY and SPMSY. 
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Figure 4.1.15. Schematic representation of the transcriptomic analysis by RNASeq of PC-3M and PC-3S in the urea 

cycle, polyamine metabolism and related pathways. Arrows and proteins shaded in red correspond to transcripts 

upregulated in PC-3M (LOG2FC>0.5), arrows and proteins shaded in green correspond to transcripts upregulated in 

PC-3S (LOG2FC<-0.5). Arrows and proteins shaded in black represent similar expression levels between the two cell 

lines (-0.5<LOG2FC<0.5). A red cross on top of a reaction indicates that the transcript for that particular enzyme was 

not detected by RNA sequencing. 

Indeed, polyamine synthesis requires ornithine and dcSAM. While ornithine can be 

obtained through different amino acids, SAM moieties can only be obtained through the 

methionine cycle, which relies on the uptake of the essential amino acid methionine. 

SAM is then converted into dcSAM by adenosylmethionine decarboxylase 1 (AMD1). 

Both decarboxylating enzymes, ODC and AMD have been reported as rate-limiting for 

polyamine synthesis. Interestingly, at the transcriptomic level, ODC is overexpressed in 

PC-3S cells, while AMD1 is overexpressed in PC-3M cells. Differential expression of both 
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enzymes could lead to a shift in polyamine synthesis bottleneck in PC-3M and PC-3S and 

could be the main cause of putrescine overflow and secretion in PC-3S, and of the 

increased accumulation of spermidine and spermine in PC-3M, supporting its enhanced 

tumorigenic potential though hypusination of Myc targets supporting Myc-driven 

tumorigenesis.  

Besides that, the RNASeq analysis also revealed that PC-3M overexpressed the enzymes 

that allow the conversion of glutamine into proline. In accordance, our metabolomic 

analysis evidenced that high amounts of proline are secreted and high proline 

intracellular pools are encountered in this cell line, while PRODH, the enzyme catalyzing 

the conversion of proline into P5C, is apparently silenced, further reinforcing the proline-

producing phenotype observed in PC-3M. However, as previously mentioned, this 

particularity of PC-3M cannot be ascribed to its highly tumorigenic potential, since 

similar proline levels and secretion were found in the primary tumor P4E6 and not for 

the also highly tumorigenic DU-145. In spite of that, this adaptation of the PC-3M/S 

models will allow us to limit the possible metabolic fuels of the urea cycle to only 

glutamine and arginine, assuming that proline cannot be converted into ornithine and 

enter the urea cycle in these cell lines. Moreover, to a lower extent, PC-3M also 

overexpressed ornithine aminotransferase (OAT), that catalyzes the reversible 

interconversion between glutamate-5-semialdehyde and ornithine, which could 

potentially represent a higher flexibility to fuel glutamine-derived carbons into the urea 

cycle in PC-3M. 

More importantly, the transcriptomic results also unveiled a strong overexpression of 

ASS1 (LOG2FC~5.5) in PC-3M. In fact, transcript expression levels of ASS1 (Appendix 1), 

would suggest that this enzyme is almost completely silenced in PC-3S. Precisely, ASS1 

is the rate-limiting enzyme of the urea cycle, and it has been reported to be frequently 

altered in cancer, both by silencing [406] and overexpression [407]. Indeed, ASS1 is 

silenced in many tumors, leading to a proliferative advantage, due to the ability to divert 

accumulated aspartate into pyrimidine synthesis [408]. This alteration results in arginine 

auxotrophy, as cells lacking ASS1 cannot synthesize arginine de novo, and opens an 

important therapeutic window against ASS1-deficient tumors, through the enzymatic 

depletion of arginine in the bloodstream using pegylated arginase or ADI [92]. On the 
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contrary, ASS1 overexpression has also been reported as correlated to poor prognosis 

and tumor aggressiveness in gastric cancer [407], with currently unknown mechanistic 

implications. 

In addition to ASS1 overexpression in PC-3M, both PC-3M and PC-3S displayed an 

apparent inability to synthesize arginine de novo, due to a complete lack of ornithine 

transcarbamylase (OTC) and almost of any nitric oxide synthase (NOS) transcript in both 

cell lines (Appendix 1). Indeed, OTC silencing may be devoted to allowing the redirection 

of carbamoyl phosphate into pyrimidine synthesis, whereas silencing of all NOS isoforms 

could be devoted to minimizing the tumor suppressor functions of NO.  

Indeed, the simultaneous absence of OTC and NOS results in a necessary dependence 

on the uptake of exogenous arginine. According to this, both PC-3-derived cell lines 

would be arginine auxotrophs, or at least display a marked sensitivity to arginine 

starvation that could be therapeutically relevant. To our knowledge, arginine 

deprivation strategies to counteract the metabolic reprogramming of ASS1-positive, or 

even ASS1-overexpressing, metastatic CRPC has not been addressed. 

4.1.2.8. PC-3M/S are arginine auxotrophs and sensitive to different 

arginine deprivation-based therapies according to OTC, NOS and ASS1 

transcript expression levels 

In light of the transcriptomic and metabolomic evidence gathered, we attempted to 

validate whether therapies based on arginine deprivation (AD) could be an effective 

option against highly tumorigenic CRPC. 

First, we assessed cell proliferation of PC-3M and PC-3S in full growth medium or an 

arginine-free medium. Our results point out that the proliferation of both cell lines was 

impaired under AD, especially in the case of PC-3M (4.1.16.A). Moreover, both cell lines 

appeared to shift to a more epithelial morphology and increase cell-to-cell contacts 

(4.1.16.B), more notably in PC-3S, which displays a more disordered growth and 

mesenchymal appearance in origin. 
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Figure 4.1.16. Cell proliferation and bright field images of PC-3M and PC-3S in full-growth medium vs. arginine 

deprivation (AD). (A) Growth curves of PC-3M and PC-3S in their control and arginine-depleted media. Proliferation 

is expressed as the relative cell number Nf/N0, where Nf and N0 are the final and initial number of cells, respectively. 

Significant differences among cell lines and/or conditions is indicated by Latin letters (48 h) or Greek letters (72 h). In 

all cases, one-way ANOVA and Tukey’s test for multiple comparisons were performed. (B). Bright field images of PC-

3M and PC-3S under full growth or arginine-depleted media at 40x. 

As explained in the introductory section, current AD-based therapies, designed for ASS-

negative tumors, rely on the enzymatic conversion of arginine into citrulline (ADI-PEG) 

or arginine into ornithine (Arg-PEG). According to the transcriptomic results (4.1.15), 

due to OTC silencing, the conversion of arginine into ornithine should be effective for 

both PC-3M and PC-3S, whereas conversion of arginine into citrulline should only be 

effective for PC-3S, since PC-3M would be able to synthesize arginine from citrulline due 

to ASS1 reactivation. To validate these hypotheses, we attempted to rescue the 

decrease in proliferation caused by AD by supplementing stochiometric amountsiii of 

either ornithine or citrulline in the culture medium. In agreement, the obtained results  

indicated that ornithine supplementation was unable to rescue the proliferation of 

either cell line, whereas citrulline supplementation was able to rescue the proliferation 

of only PC-3M (4.1.17), thus indicating that ASS1 reactivation is functional, and that Arg-

                                                      

 

iii Equivalent to the amount that the cells would be able to produce by transforming into ornithine or 
citrulline all the arginine present in RPMI-1640 full growth medium. 
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PEG therapy, but not ADI-PEG therapy would be effective against highly tumorigenic 

CRPC. 

 

 

 

 

 

 

Figure 4.1.17. Rescue of cell proliferation of PC-3M and PC-3S under full growth media and arginine-deprived 

conditions after 72 h using ornithine (A) or citrulline (B). Rescue of cell proliferation of PC-3M and PC-3S under full 

growth media and arginine-deprived conditions after 72 h. In all cases, one-way ANOVA and Tukey’s test for multiple 

comparisons were performed. Conditions sharing the same letter do not show significant differences with α=0.05.  

Next, due to the apparent shift in morphology (4.1.16), and previous evidence that 

linked the urea cycle to invasion [409], we decided to evaluate the effect of AD on the 

EMT phenotype of PC-3M and PC-3S. We observed a clear increase in E-cadherin and 

maintenance of N-cadherin (4.1.18.A) in both cell lines, suggesting that AD inhibits EMT. 

Supporting this notion, the EMT-TF ZEB1 clearly decreased in both cell lines and the EMT 

marker FN, only detectable in PC-3S, also decreased (4.1.18.A).  

To analyze the functional implications of the observed MET, we also evaluated the 

migratory capacity of PC-3M and PC-3S cells under AD by wound healing assay (4.1.18.B). 

Our results indicate that, despite the previous identification of PC-3S as enriched in 

mesenchymal traits [175], PC-3M and PC-3S presented similar rates of wound closure in 

the wound healing assay, indicating that their functional invasive capacities are indeed 

similar. This is in agreement with our recent molecular characterization of EMT and CSC 

drivers in these cell models, which reveal that PC-3S and PC-3M overexpress different 

sets of molecular drivers and effectors of the EMT program [410]. Concerning AD, our 

results indicate that invasive capacity was substantially reduced only in PC-3M at 3, 6 

and 24 h. Indeed, this indicates that the reprogramming of the EMT transcriptional 

cascade occurs faster in PC-3M, potentially tied to a higher urea cycle flux elicited by 
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ASS1 overexpression, whereas the inhibition of EMT is only evident in PC-3S in terms of 

EMT-TFs and CAMs after 72 h incubation (4.1.18.A). 

 

Figure 4.1.18. Effect of arginine deprivation (AD) on the EMT and the invasive phenotype of PC-3M and PC-3S. (A) 

Protein levels of epithelial marker E-cadherin, mesenchymal markers, N-cadherin and fibronectin (FN), and epithelial-

mesenchymal transition-related transcription factor Zeb1 (n=2, α-actin was used as loading control). (B) 

Representative bright field images from in vitro wound healing assays. (C) Summary graphs showing wound closure 

expressed as the area covered by the cells. (n=2; *p<0.05 versus control; **p<0.01 versus control; ***p<0.001 versus 

control).  
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In light of these results, we also assessed the effect of AD on the tumorigenic capacity 

of PC-3M and PC-3S cells. Consistent with previous observations in this Chapter, all the 

readouts for tumorigenic traits were significantly enhanced in PC-3M compared to PC-

3S (4.1.19). Interestingly, spheroid (4.1.19.ABD) and colony formation (4.1.19.C) 

capacities, and the expression of the CSC markers ALDH1A1 and Bmi1 (4.1.19.E) 

decreased under AD, whereas CD44 increased in both cell lines (4.1.19.E). Of note, the 

splicing isoform assessed is the CD44v variant (124 kDa), which has been previously 

identified as a marker of epithelial prostate cancer [376], and also implicated in the 

regulation of EMT [194]. Therefore, in our case, CD44v protein levels correlate with the 

EMT inhibition we observed under AD, rather than being a suitable marker of CSC traits. 

Figure 4.1.19. Effect of arginine deprivation on the tumorigenic capacity of PC-3M and PC-3S. (A) Representative 

bright field images of spheroids at 40x. (B) Quantification of percentage of area covered by spheroids (n=2). (C) Colony 

formation assay quantification represented as number of colonies (n=2). (D) Images of the spheroid mass in a 

representative well. (E) Western blot analysis of CSC markers (n=2). α-actin was used as loading control. In all cases, 

one-way ANOVA and Tukey’s test for multiple comparisons were performed. Conditions sharing the same letter do 

not show significant differences with α=0.05. 
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In summary, we have found that AD, besides greatly impairing cell proliferation of PC-

3M cells, simultaneously suppressed their invasive and tumorigenic traits, being a highly 

appealing therapeutic perspective against metastatic CRPC in both the e-CSC and 

invasive steps of the invasion-metastasis cascade. To infer whether these effects in EMT 

and CSC programs arise from the reported urea cycle rewiring, or if they are functionally 

related to ASS1 overexpression in PC-3M, we intended to rescue the alteration of 

EMT/CSC phenotypes caused by AD with ornithine and citrulline supplementation.  

First, we assessed the effect of ornithine and citrulline supplementation in the EMT 

phenotype, though wound healing assay (4.1.20). Interestingly, citrulline was able to 

completely rescue the invasive capacity of PC-3M at all time points after 3 hours, 

whereas ornithine had no effect on invasivity. In line with previous results shown, 

neither ornithine nor citrulline had any visible effect on the invasive capacity of PC-3S 

cells.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1.20. Rescue of wound healing capacity of PC-3M and PC-3S under full growth media and arginine-deprived 

conditions using ornithine and citrulline after 3,6, and 24 h using ornithine in PC-3M (A), citrulline in PC-3M (B), 
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ornithine in PC-3S (C), or citrulline in PC-3S (D). All panels show summary graphs showing wound closured expressed 

as the area covered by the cells. (n=2; *P<0.05 versus control; **P<0.01 versus control; ***P<0.001 versus control).  

Outstandingly, we observed that the same pattern obtained for proliferation was 

reproduced in colony formation assay (4.1.21): citrulline was able to recover the 

tumorigenic traits of PC-3M, but not PC-3S, whereas ornithine was unable to rescue the 

altered phenotype in neither cell line. 

 

 

Figure 4.1.21. Rescue of colony formation capacity of PC-3M and PC-3S under full growth media and arginine-

deprived conditions using ornithine and citrulline. All panels show summary graphs showing wound closured 

expressed as the area covered by the cells. (n=2; *P<0.05 versus control; **P<0.01 versus control; ***P<0.001 versus 

control).  

Intriguingly, we also found that ornithine supplementation had a strong inhibitory effect 

on the colony formation capacity of PC-3M cells in full growth medium conditions. We 

hypothesized that this observation could be explained in terms of an imbalance in 

polyamine pools caused by ornithine addition to full-growth conditions, in which PC-3M 

exhibits highly-active polyamine synthesis. As stated previously, polyamine metabolism 

is directly linked to tumorigenic potential due to their inference in Myc signaling, which 

is a known regulator of ODC, AMD1 and SPDSY, and thus modulates polyamine synthesis 

rates. Thus, to assess if the observed drop in colony formation capacity in PC-3M after 

ornithine supplementation could be explained in terms of a polyamine imbalance, we 

evaluated the effect of adding putrescine to the culture medium in control or AD 
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conditions. Strikingly, we observed that, even if the addition of putrescine to the culture 

medium had no significant effect in PC-3M proliferation in full growth medium, the same 

pattern observed with ornithine was found with putrescine regarding colony formation 

capacity (4.1.22), suggesting that the effect of ornithine supplementation on PC-3M 

tumorigenesis in full growth medium can be completely explained in terms of a 

polyamine synthesis pathway imbalance. Notably, the observed effect with both 

ornithine or putrescine supplementation can be unequivocally ascribed to tumorigenic 

capacity, since cell proliferation was unaffected. The same pattern was also detectable 

to a lesser extent in the much lower colony formation capacity of PC-3S.  

 

Figure 4.1.22. Rescue of colony formation and wound healing capacity of PC-3M and PC-3S under full growth media 

and arginine-deprived conditions using putrescine after 3,6, and 24 h using ornithine in PC-3M (A), citrulline in PC-

3M (B), ornithine in PC-3S (C), or citrulline in PC-3S (D). All panels show summary graphs showing wound closured 

expressed as the area covered by the cells. (n=2; *P<0.05 versus control; **P<0.01 versus control; ***P<0.001 versus 

control).  
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Whereas the addition of ornithine or putrescine to full growth conditions decreased the 

tumorigenic capacity of PC-3M and PC-3S cells, the opposite effect than was observed 

in colony formation of PC-3M and PC-3S under AD. Under AD, putrescine 

supplementation slightly rescued the tumorigenic capacity of both cell lines, which 

suggests that AD may cause a major reprogramming of polyamine biosynthesis and 

polyamine pools that could lead to opposing effects of ornithine and putrescine in full 

growth medium versus AD. Nevertheless, the decreased proliferation and stemness 

triggered by AD could not be rescued through putrescine addition, and only a partial 

rescue of invasion was found in PC-3M-AD. This suggests that polyamines are indeed 

tied to invasion in CRPC, as reported by previous studies [144,244], but that the 

observed response to AD occurs, at least partially, through a mechanism that is 

independent to polyamine metabolism, and that arises from the urea cycle or from 

other pathways connected to arginine metabolism. 

4.1.2.9. Metabolic reprogramming tied to arginine deprivation and 

glutamine deprivation in PC-3M and PC-3S 

The availability of arginine and the flux through the urea cycle appear to be important 

contributions to the maintenance of the partial EMT and CSC phenotypic programs that 

lead to the high degree of malignancy exhibited by PC-3M. In particular, the rewiring of 

the urea cycle and arginine metabolism could be at least partially devoted to the 

differential replenishment and fine-tuning of polyamine pools, as evidenced by the 

differential effect of ornithine and putrescine supplementation in full growth medium 

or AD conditions. However, the simultaneous remarkable decrease in tumorigenic and 

invasive capacities of PC-3M under arginine restriction cannot be explain, at least solely, 

in terms of depletion of polyamines, as putrescine addition does not rescue completely 

any of the two cellular functions: tumorigenesis or invasiveness. On the other hand, 

glutamine was also identified as an e-CSC vulnerability previously in this Chapter, 

functionally tied to tumorigenic potential, and it can also contribute to the urea cycle 

and polyamine flux through its subsequent conversion onto P5C and ornithine and, 

possibly, also through the donation of nitrogen atoms for the re-amination of dcSAM.  

Indeed, the results presented up until this point, have revealed that both glutamine and 

arginine are key vulnerabilities specific for highly tumorigenic phenotypes of CRPC. 
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Indeed, both amino acids can contribute to the urea cycle and polyamine metabolism, 

which we have identified as profoundly deregulated in CRPC and with a specific 

metabolic signature in highly tumorigenic models: higher accumulation of intracellular 

polyamines and decreased polyamine secretory profiles compared to lesser tumorigenic 

phenotypes of CRPC. Thus, in order to have a complete functional picture of these 

metabolic pathways in our cell models and to elucidate common mechanistic links 

between both, we next assessed the metabolic reprogramming of arginine deprivation 

(AD) and glutamine deprivation (GD) in PC-3M and PC-3S. Bearing this approach in mind, 

we explored the alteration of intracellular pools (4.1.24) by targeted metabolomics in 

PC-3M and PC-3S, under full growth media, arginine deprivation (AD), and glutamine 

deprivation (GD). The analysis of intracellular pools normalized by protein content 

revealed that the metabolic shift occasioned by GD is greater than by AD, as revealed by 

both the heatmap dendrogram and PCA analysis, consistent with the broader role of 

glutamine in cell metabolism, that impacts on the carbon and energy balance of the cell, 

through TCA cycle anaplerosis, and also has an important role as a precursor for 

glutathione synthesis.  

 

Figure 4.1.24. Metabolomic intracellular profiling of PC-3M, PC-3S under full growth medium vs. arginine 

deprivation (AD) or glutamine deprivation (GD). (A) Principal component analysis of the metabolomic profiling of 

the PC-3M, PC-3S under full growth medium, AD or GD. (B) Volcano plot (log10(p) vs log2FC) of PC-3M and PC-3S, 

where p is the p value assessed by Student’s t test with α=0.05 and FC stands for fold change. All significant features 
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are shown in red and features with no significant differences are shown in blue. (C) Heatmap and clustering of features 

and cell lines/conditions. Features below or above the LOQ of the analytical method were removed and all data was 

normalized by protein content of each sample and log transformed prior to the analysis. 

Nevertheless, performing a volcano plot analysis (4.1.25) also revealed that AD in PC-

3M and GD in PC-3S caused a significant common alteration that is not present in the 

opposite condition (PC-3M-GD and PC-3S-AD): a marked increase in spermidine 

intracellular content. Notably, as described earlier, spermidine is the key polyamine 

required for Myc-driven oncogenesis. Besides that, the heatmap also revealed that PC-

3S-GD and PC-3M-AD exhibit higher putrescine and ornithine intracellular pools than 

the rest of conditions. This differential response to AD and GD in both cell lines suggests 

that polyamine pools are sensitive to GD in PC-3S and to AD in PC-3M, which will be 

further investigated hereafter.  

 

Figure 4.1.25. Volcano plots for PC-3M and PC-3S full growth media vs. arginine or glutamine deprivation. Volcano 

plot (log10(p) vs log2FC) of PC-3M and PC-3S, where p is the p value assessed by Student’s t test with α=0.05 and FC 

stands for fold change. All significant features are shown in red and features with no significant differences are shown 

in blue. 

Interestingly, the metabolic phenotype of PC-3S-GD shifts closer to all PC-3M 

phenotypes, both indicated by the PCA analysis and a set of metabolites that can be 

identified in the heatmap, such as arginine, dimethylated arginine, carnosine or 
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polyamines. The rationale behind this observation may be related to the constitutively 

much lower glutamine pools in PC-3M than in PC-3S, in spite of higher glutamine 

consumption, due to increased glutaminase and glutamine utilization. This observation 

implicates that the constitutive low intracellular glutamine in PC-3M appears to be 

largely responsible for the distribution of intracellular pools of metabolites in PC-3M, 

since removing glutamine in PC-3S significantly increases its resemblance to PC-3M in 

PC2 (24.8%). Importantly, this suggests that arginine and polyamine metabolism 

rewiring in PC-3M could be an adaptative response to low levels of intracellular 

glutamine. Consistently, all these metabolites do not display significant alterations in PC-

3M-GD compared to PC-3M control, suggesting that PC-3M in full growth medium could 

rely on arginine, rather than  glutamine to support these pathways. 

As reported earlier in this Chapter and in an associated publication [157], PC-3M cells 

rely on long-chain FAO, whereas PC-3S cells preferentially use fatty acids for the 

production of eicosanoid precursors. Strikingly, under AD and GD we observed that 

intracellular pools of long-chain carnitines (C14, C16 and C18) decrease in PC-3M and 

increase in PC-3S. Moreover, according to the total amount of circulating carnitine (free 

+ bound), AD and GD cause a significant increase in carnitine synthesis in PC-3S, whereas 

total carnitine levels remain similar in PC-3M (4.1.26).  

 

Figure 4.1.26. Intracellular carnitine and acylcarnitine profiles in PC-3M and PC-3S under AD and GD. Intracellular 

pools of metabolites are expressed relative to protein content: (A) Intracellular ornithine, putrescine, spermidine and 
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spermine in PC-3M and PC-3S in full growth media and arginine starvation. (B) Intracellular ornithine, putrescine, 

spermidine and spermine in PC-3M and PC-3S in full growth media and glutamine starvation. 

To our knowledge, alterations in FAO as a response to AD have not been previously 

reported in the literature and they represent an encouraging perspective of potential 

source of vulnerabilities that can be exploited through combination therapies through 

simultaneous inhibition of FAO and arginine or glutamine metabolism. 

Due to the observation that indeed spermidine could be differentially involved in only 

PC-3M-AD and PC-3S-GD, we have set our focus on these pathways, by displaying a 

further nuanced version of intracellular metabolite pools per mg of protein (4.1.26) and 

metabolite consumption or production rates (4.1.27). 

Our targeted metabolomics analysis revealed that ornithine and citrulline pools are not 

depleted under either AD or GD. In the case of ornithine, its levels can be replenished 

by arginine under GD or glutamine under AD. On the contrary, according to the 

transcriptomic analysis, citrulline pools under AD can only be replenished through 

citrulline consumption. Moreover, all the conditions displayed significant intracellular 

citrulline pools, without significant citrulline consumption in either control or GD 

conditions. However, both PC-3M and PC-3S exhibited a lack of OTC and NOS expression, 

which implies that the two conventional citrulline-producing pathways are silenced.  

Interestingly, this analysis also showed that the pools of the first two polyamines, 

putrescine and spermidine are increased in PC-3M AD, whereas they are maintained 

under PC-3M GD. On the contrary, putrescine and spermidine pools increased in PC-3S 

GD, but not in PC-3S AD. Maintenance of polyamine pools in PC-3S under AD could be 

at least partially aided by the suppression of the polyamine-secreting phenotype of PC-

3S under AD, consisting on a decrease in putrescine production and the complete 

blockage of spermidine production. 
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Figure 4.1.27. Intracellular pools of urea cycle intermediates, polyamines and related amino acids in PC-3M and PC-

3S under arginine or glutamine starvation. Intracellular pools of metabolites are expressed relative to the median of 

amino acids: (A) Asparagine, (B) Aspartate, (C) Glutamine, (D) Glutamate, (E) Ornithine, (F) Arginine, (G) Putrescine, 

(H) Spermidine, (I) Spermine. Extracellular flux rates are expressed as µM consumed or produced per hour and million 

cells:  
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Figure 4.1.28. Exchange flux rates of urea cycle intermediates, polyamines and related amino acids in PC-3M and 

PC-3S under arginine or glutamine starvation. Intracellular pools of metabolites are expressed relative to the median 

of amino acids: (A) Asparagine, (B) Aspartate, (C) Glutamine, (D) Glutamate, (E) Ornithine, (F) Arginine, (G) Putrescine, 

(H) Spermidine, (I) Spermine. Extracellular efflux rates are expressed as µM consumed or produced per hour and 

million cells.  

Moreover, AD triggers an enhanced consumption of glutamine in both cell lines, 

whereas enhanced secretion of glutamate and proline was only observed in PC-3M. 

Consumption of citrulline, ornithine, asparagine and aspartate were also stimulated in 

both cell lines under AD. In the case of ornithine, both cell lines shifted from a clear 

overflow to a slight consumption, but insufficient to explain the observed sustenance of 

intracellular pools of polyamines and part of their secretory profiles. 
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4.1.2.10. PC-3M/S sustain a rewired urea cycle through arginine protein 

methylation 

The apparent inability to achieve the conversion of ornithine into citrulline in the PC-3M 

and PC-3S cell models that arose from the transcriptomic evidence and the ornithine 

supplementation functional assays, showed some inconsistency with the metabolomic 

analysis performed. Besides net citrulline pools and net citrulline production in PC-3S, 

our analysis also revealed important alterations in the metabolism of dimethylated 

arginine (DMA) species: asymmetrical dimethylarginine (ADMA) and symmetrical 

dimethylarginine (SDMA). Arginine methylation is an important PTM of histone and non-

histone targets elicited by the protein arginine methyltransferase (PRMT) family, with a 

prominent role in the pluripotency and developmental program, among many other 

signaling functions [411].  

We encountered that PC-3M and PC-3S shifted from net production of ADMA and SDMA, 

under full growth medium, to ADMA and SDMA consumption under AD (4.1.29). 

However, these species only constitute the by-product of protein catabolism after 

PRMT-mediated posttranslational modification of arginine in proteins with signaling 

purposes. The observed induction of DMA uptake under AD can be explained in terms 

of the activation of arginine transporters, which are also able to uptake DMA according 

to previous studies [412]. A lack of net DMA consumption or production under GD may 

respond to the growth arrest and previously reported global protein synthesis decrease 

caused by GD [413] and, consequently, an expected decrease in protein turnover. 

Our results also revealed that total DMA production was significant in both PC-3M and 

PC-3S. Also, in accordance to the transcriptomic evidence, PC-3M contained total 

intracellular DMA pools, which could indicate higher arginine methylation rates, also 

supported by increased methionine and serine consumption, and lower methionine 

intracellular pools.  
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Figure 4.1.29. Total DMA intracellular pools, ADMA and SDMA consumption/production rates in PC-3M and PC-3S 

in control, AD, and GD conditions. Intracellular pools of metabolites are expressed relative to protein content: (A) 

total DMA (ADMA+SDMA) in PC-3M and PC-3S in full growth media, AD and GD. Consumption or production rate of 

ADMA (B) and SDMA (C) in PC-3M and PC-3S in control, AD and GD conditions. 

The observations of both net citrulline production in spite of OTC and NOS silencing in 

PC-3M and PC-3S, and the shift from production to a clear consumption of methylated 

arginine species under AD made us hypothesize whether PC-3M and PC-3S cells could 

be using these methylated arginine species to close their apparently truncated urea 

cycle. Moreover, the ASS1 overexpression displayed by PC-3M, which we have already 

proven to be functionally relevant in these cells, would lack physiological significance if 

its substrate, citrulline, could not be produced in the cell and is not significantly 

consumed in control conditions. In this regard, the transcriptomic analysis revealed that 

a non-canonical version of the urea cycle, in which citrulline production was possible 

through arginine methylation, was more than feasible, compared to the expression 

levels of the canonical urea cycle citrulline-producing reactions, and was compatible 

with the results obtained from the metabolomic analysis. 

Indeed, we hypothesize that the urea cycle in our cell lines could only be completed and 

citrulline production could be achieved through protein arginine methylation, elicited 

by PRMTs and dimethylarginine dimethylaminohydrolases (DDAH) (4.1.30.B). 

Importantly, PRMT and DDAH transcript expression levels are outstandingly much 

higher than OTC or NOS (4.1.30.D), and this alternative pathway could potentially be the 

main contribution to the flux through the urea cycle in our cell models. 
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Figure 4.1.30. Transcript levels (FPKM) of the urea cycle reactions. A) Canonical and nitric oxide synthase (NOS)-

dependent urea cycle versions. B) Methyl-arginine-dependent version of the urea cycle unveiled by the transcriptomic 

analysis of our cell models. C) Transcriptomic levels of reactions shared by both pathways: arginase 1 and 2, 

argininosuccinate synthase (ASS1) and argininosuccinate lyase (ASL). D) Transcriptomic levels of canonical and NOS-

dependent reactions (ornithine transcarbamylase (OTC), NOS1, NOS2, and NOS3); and the proposed methyl-arginine-

dependent pathway, through protein arginine methyltransferases (PRMTs) and dimethylarginine 

dimethylaminohydrolase (DDAH). 

PRMTs are the effectors of the mono-methylation or di-methylation of arginine in 

histone and non-histone proteins, involved in signaling and epigenetic regulation 

through controlling mRNA splicing and translation and cell signaling. Indeed, PRMTs 

have recently bloomed in attention, due to their implication in cell differentiation, the 

EMT program, cancer progression and neurodegeneration [411]. Each PRMT family 
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member has specificity for a set of histone and non-histone protein targets. In particular, 

PRMT1 is involved in the regulation of EMT, by direct methylation of Twist1, required 

for its E-cadherin repression [414], PRMT2 is related to glucose sensing and hypoxia 

response, or PRMT3 is responsible for regulation of lipogenesis. Most PRMTs, notably 

PRMT1, PRMT4/CARM1, PRMT5, PRMT6 and PRMT7 are involved in the induction of 

pluripotency programs and activated during development. PRMT8 has been reported as 

a tumor suppressor with unclear mechanism. Similarly, PRMT10 has been identified but 

with currently unknown functions. Overexpression of most PRMTs tied to pluripotency 

programs in PC-3M (notably PRMT1, PRMT3, PRMT4/CARM1, PRMT5, PRMT6 and 

PRMT7) can contribute to explain the increase in stem-like features and tumorigenic 

capacity in this cell line. PRMT5 is a major driver of pluripotency to the extent that it is 

often considered among the Yamanaka pluripotency factors [411]. Functional studies 

reveal that depletion of PRMT5 reduced the number of induced pluripotent stem (iPS) 

cells, whereas the ectopic co-expression of Myc and PRMT5 increased the number of 

iPS-like cells compared to Myc alone.  

On the other hand, overexpression of DDAHs has been previously linked to invasive and 

migratory phenotypes, in consistence with the increase in mesenchymal markers 

observed in PC-3S. The link between invasion and DDAH overexpression has been so far 

ascribed to the depletion of DMAs, known inhibitors of NO synthesis [415]. In particular, 

DDAHs have been found overexpressed in PCa tissue compared to BPH or healthy 

prostatic tissue [415]. In our case, however, the rationale behind overexpression of 

DDAH would be less clear and would rule out the currently established hypothesis, due 

to the apparent silencing of all NOS genes, and could serve a different purpose, 

potentially tied to the ASS1 status. Nevertheless, the proposed model is consistent with 

the observation of higher accumulation of intracellular citrulline pools in PC-3S than in 

PC-3M (4.1.28), which agrees with both higher DDAH expression and decreased ASS1 

relative to PC-3M.  

Notably, the proposed rewiring of urea cycle (4.1.30.B) can confer metastatic CRPC 

several potential advantages: silencing of OTC and arginase enable the redirection of 

excess mitochondrial ammonia to pyrimidine synthesis. Inhibition of NOS can avoid the 

tumor-suppressing functions of NO, such as activation of apoptosis or suppression of 
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invasiveness [409], whereas an increased flux and turnover through PRMTs may 

contribute to an increased stem cell and tumorigenic capacities. In spite of that, the role 

of ASS1 reactivation in PC-3M in this scenario remains to be elucidated.  

Consistent to the proposed rewiring of urea cycle, all CRPC cell lines analyzed displayed 

significant ADMA intracellular pools, and all except DU-145 significantly excreted DMA 

to the extracellular medium, denoting overflow DMA production (4.1.19)iv. Moreover, 

all CRPC cell lines secreted amounts of ornithine to the extracellular medium similar or 

higher to PC-3M and PC-3S, with silenced OTC, suggesting that OTC silencing could 

potentially be a widespread alteration in CRPC, as it occurs for other cancer types such 

as CRC [107]. 

  

Figure 4.1.31. Intracellular pools of asymmetrical dimethyl arginine (ADMA) and total dimethylarginine (DMA) 

secretion in the CRPC panel.  

4.1.2.11. PC-3M and PC-3S present differential fuel preference for 

polyamine synthesis and a Myc-driven response is triggered only upon 

preferred fuel shortage 

The described interplay between polyamine levels and PRMT5 on the one hand, and 

PRMT5 and Myc on the other, lead us to the hypothesis that the polyamine-sensing 

ability of PRMT5 could be a dedicated regulatory mechanism that would allow Myc to 

sense and fine-tune spermidine levels, necessary for hypusination that activates the 

translation of Myc targets. Precisely, PRMT5 is a known Myc transcriptional regulator 

                                                      

 

iv SDMA intracellular pools were also detected below the LOQ of the analytical method in the LC-MS/MS 
AB SCIEX QTRAP 4000. ADMA and SDMA quantification in cell pellets and culture media was assessed and 
found significant for PC-3M and PC-3S in the more sensitive model LC-MS/MS AB SCIEX QTRAP 6500. 
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that is sensitive to the polyamine synthesis product MTA. In particular, MTA 

accumulation inhibits PRMT5, which in turn results in Myc downregulation. This loop 

could elicit a tight feedback regulation of polyamine levels, since Myc is responsible for 

the transcription of ODC, AMD1 and SPDSY, prominently governing polyamine synthesis 

until spermidine. Indeed, the surprising increase in intracellular polyamine pools in PC-

3M in response to AD, could be mediated by Myc. Potentially, an initial drop in 

polyamine levels could trigger PRMT5 activation, which in turn would activate Myc and 

cause the upregulation of ODC, AMD1 and SPDSY [154]. This hypothesis is also sustained 

on the observation that the maximal difference between PC-3M control and AD is found 

in spermidine, and that the difference between both conditions is greatly attenuated in 

spermine, since Myc regulates the transcription of ODC, AMD1, SPDSY, and several 

genes upstream to ornithine, but not SPMSY, because Myc oncogenic action requires 

spermidine, but not spermine. Accordingly, we observed that Myc was remarkably 

overexpressed under AD in PC-3M cells, but not in PC-3S, in complete agreement with 

the observed polyamine pools.  

 

Figure 4.1.32. Intracellular polyamine pools and Myc protein levels in PC-3M and PC-3S in full growth media 

Intracellular pools of metabolites are expressed relative to protein content: (A) Intracellular putrescine, spermidine 
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and spermine in PC-3M and PC-3S in full growth media and arginine starvation. (B) Myc protein levels in PC-3M and 

PC-3S in full growth media and arginine starvation. Postulated model of PRMT5-dependent regulation of polyamine 

pools by Myc. 

Possibly, the key difference between the two cell lines that would explain all our results 

could rely on a differential amino acid source for the replenishment of putrescine pools. 

Indeed, an alternative source of putrescine production through arginine decarboxylase 

(ADC) has also been described in humans. Arginine decarboxylation yields agmatine, an 

aminoguanidinic compound with a potent inhibitory effect on polyamine synthesis. 

Subsequently, agmatinase (AGMAT) can hydrolyze the guanidino group, yielding 

putrescine. Interestingly, ADC is strongly overexpressed in PC-3S while agmatinase is 

strongly overexpressed in PC-3M. This would in principle lead to an accumulation of 

agmatine in PC-3S, causing further inhibition of polyamine synthesis, which is consistent 

with the metabolic phenotype described so far along this Chapter. On the contrary, the 

pattern of expression of ADC and AGMAT in PC-3M suggests a rapid conversion of 

agmatine to putrescine in PC-3M, representing an alternative pathway to ODC, and 

avoiding the accumulation of agmatine, inhibitor of polyamine synthesis, further 

contributing to a higher polyamine synthesis flux in PC-3M. Moreover, according to our 

observation that AD causes fluctuations in polyamine pools of PC-3M, this alternative 

pathway of putrescine synthesis could even be dominant in PC-3M.  

 

Figure 4.1.33. Schematic representation of the transcriptomic analysis by RNASeq of PC-3M and PC-3S in two 

known entries of polyamine biosynthetic pathway. Arrows and proteins shaded in red correspond to transcripts 

upregulated in PC-3M (LOG2FC>0.5), arrows and proteins shaded in green correspond to transcripts upregulated in 

PC-3S (LOG2FC<-0.5). Arrows and proteins shaded in black represent similar expression levels between the two cell 

lines (-0.5<LOG2FC<0.5).  

.  
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Remarkably, the flux through ADC and AGMAT can only be fueled by arginine in our 

models, due to OTC deficiency. On the contrary, flux through ODC (overexpressed in PC-

3S) could in principle rely on both glutamine or arginine to produce ornithine. However, 

the expression levels of all enzymes that convert glutamine into ornithine (GLS, 

ALDH18A1 and OAT) are much higher than arginase expression, which is close to zero in 

both PC-3M and PC-3S, and only its mitochondrial form, ARG2, is detected, which would 

imply that ornithine can be produced from arginine in the mitochondria, not in the 

cytosol, where polyamine synthesis occurs. These expression patterns would suggest 

that an important fraction of ornithine produced, and thus of putrescine produced 

through ODC, comes from glutamine, whereas the flux through ADC-AGMAT can only 

derive from arginine. In line with these ideas, we observed that while AD triggered a 

spermidine increase in PC-3M, triggered by Myc overexpression, a parallel mechanism 

could be triggered in PC-3S under GD, denoting that the majority of polyamine flux in 

PC-3S could be fueled by glutamine through ODC. Consistently, glutamine pools in PC-

3S are much greater than in PC-3M. 

In this regard, a recent study in PCa has shown that Myc regulation as the main director 

of polyamine synthesis also depends on the peroxisome proliferator-activated receptor 

gamma coactivator 1-alpha (PGC1α), indicating that PGC1α expression inhibits 

polyamine synthesis and PCa aggressiveness through Myc downregulation in various 

PCa models, delineating the role of PGC1α as a tumor suppressor that acts by depleting 

polyamine pools in PCa [416]. Interestingly, this alternative mechanism may also be 

PRMT5-dependent, as another study also found that PRMT5 KD caused PGC1α 

activation, and that PRMT5 enzymatic activity was required for PGC1α regulation [417]. 

Our transcriptomic results indicate that PGC1α is scarcely detectable in our cell models, 

whereas Myc and PRMT5 display high levels in both cell lines, and are both 

overexpressed in PC-3M, suggesting that PRMT5 can also regulate Myc in a PGC1α-

independent manner.  

4.1.2.12. NF-κB rules over c-Myc in the regulation of glutaminase under 

AD 

To gather additional evidence on the implications of Myc overexpression in PC-3M under 

AD, we decided to evaluate the protein expression levels of GLS1, one of the most 
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characteristic Myc targets. According to our hypothesis, it would be logical to assume 

that, to preserve and even enhance polyamine pools under AD, polyamine biosynthetic 

pathway would shift from arginine to glutamine in PC-3M, reinforcing the enzymatic 

machinery to produce ornithine from glutamine, which is also regulated by Myc. 

Consistently, we had observed an increase in glutamine consumption in both PC-3M and 

PC-3S under AD. 

However, to our surprise, we encountered a clear downregulation of GLS1 in both cell 

lines under AD. Indeed, GLS expression is inhibited by Myc through miRNA23, which can 

be inhibited by both Myc and NF-κB [418]. Intriguingly, our results showed that Myc and 

NF-κB displayed opposite behaviors under an arginine starvation regime, and that NF-

κB apparently governs GLS1 expression over Myc in our cell models, whereas Myc 

overexpression in PC-3M permits the activation of polyamine biosynthetic machinery, 

uncoupled to GLS1 protein levels. 

 

Figure 4.1.34. Protein expression levels of Myc, β-catenin, NF-κB and GLS in PC-3M and PC-3S cells under arginine 

starvation. 

Importantly, the observed almost complete downregulation of NF-κB under AD in both 

cell lines contributes to provide a mechanistical explanation to the observed alterations 

in the EMT signature of PC-3M and PC-3S under AD, since NF-κB has been extensively 
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reported to be tied to metastasis and regulate several EMT-TFs [419,420]. Nevertheless, 

another possible explanation of the observed inhibition of EMT in PC-3M and PC-3S, 

according to the rewiring of the urea cycle through PRMT activity we proposed, is a 

decrease in PRMT1 activity, which has been described as an important mediator of EMT, 

since direct PRMT1 methylation of Twist1 is required for E-cadherin repression [414].  

4.1.2.13. Arginine or glutamine deprivation sensitize PC-3M cells to 

PRMT5 inhibition 

To further elucidate the importance of PRMT5 in driving polyamine biosynthesis in our 

cell models, we next decided to evaluate the effect of PRMT5 inhibition, using its 

selective chemical inhibitor EPZ015666. PRMT5 inhibition has previously been reported 

as effective in blocking the proliferation in vitro and in vivo of mantle cell lymphoma 

[421]; and PRMT5 inhibition alone or synergistically with PRMT1 inhibition has also been 

recently described to have antiproliferative potential against diffuse large B cell 

lymphoma [422]. 

Our results point out that PC-3M cells are resistant to EPZ015666 up to 200 μM, whereas 

PC-3S proliferation is decreased to roughly 50% at the same concentration (4.1.34).  

 

Figure 5.1.35. Effect of addition of PRMT5 inhibitor EPZ015666 on cell proliferation of PC-3M and PC-3S cells under 

full growth medium, arginine deprivation or glutamine deprivation. Significant differences of EPZ015666-treated 

cells relative to PC-3M or PC-3S cells under control, arginine-free or glutamine-free medium were evaluated by 

Student t-test and are indicated at p < 0.05 (*) and p < 0.001 (***). 

This is consistent with the transcriptomic evidence that PC-3M cells overexpress PRMT5. 

Outstandingly, when assessing the effect of PRMT5 inhibition under AD or GD, we 

observed that such treatments sensitized PC-3M cells to PRMT5 inhibition, in particular 

glutamine deprivation. Interestingly, this could entail that, as described throughout this 



Results and discussion 

 

 
152 

Chapter, PC-3M cells could be relying on PRMTs for urea cycle and polyamine fluxes, in 

which both arginine and glutamine are implicated. When any of the two is removed, 

even if polyamine pools are preserved, the metabolic flexibility of PC-3M is 

compromised. This sensitization can be explained in terms of an outstanding decrease 

in PRMT flux upon removal of one of the two amino acids, leading to a shift from net 

production to consumption of DMA species in AD or no significant production or 

consumption in GD. 

The mild efficacy of the inhibitor in full growth medium may be explained in terms of a 

redirection of arginine methylation from PRMT5 to other PRMTs, since a recent study 

has shown that simultaneous inhibition of PRMT1 (type I PRMT, ADMA-producing) and 

PRMT5 (type II PRMT, SDMA-producing) is highly synergistic in decreasing lymphoma 

tumor volume, by decreasing the production of both ADMA and SDMA, compared to 

each inhibitor alone [422]. PC-3M, overexpressing most PRMTs, may be particularly 

capable to redirect such flux and achieve resistance to PRMT5 inhibition. 

Altogether, our results suggest that additional metabolic regulation networks become 

activated after PRMT5 inhibition that allow the replenishment of polyamine pools, 

whereas these mechanisms can be hampered under the shortage of either one or the 

other source of polyamines in our cell models, decreasing the metabolic flexibility of PC-

3M cells. The mechanistic implications of the differential effect of PRMT5 inhibition in 

PC-3M and PC-3S remain to be elucidated, but these results reinforce the idea that 

PRMTs are crucial in mediating urea cycle and polyamine synthesis flux in our cell models, 

and that these fluxes may rely on different amino acids in a CSC and ASS1-proficient 

versus a non-CSC and ASS1-deficient subpopulation of metastatic CRPC. Moreover, ASS1 

reactivation in PC-3M could possibly act by supporting the CSC phenotype, by avoiding 

the accumulation of excess DMA species despite higher global PRMT activity in PC-3M, 

which would cause product inhibition and hamper sustained high rates of arginine 

methylation in PC-3M. In any case, the observed synergy between amino acid 

deprivation treatments and PRMT5 inhibition opens up an important therapeutic 

window to further improve the efficacy of arginine- or glutamine-based therapies in 

CRPC.  
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 Chapter 2: Characterization of the 

metabolic reprogramming associated to 

resistance to platinum-based chemotherapy in 

CRPC and CRC 

4.2.1. Introduction 

Platinum-based compounds are of capital importance for cancer therapy. They are 

extensively used in many types of tumors, including prostate [336,423] and colorectal 

[356,424]. Still, many tumors can circumvent the multitarget antineoplastic effect of 

platinum drugs by increasing drug efflux, altering active transport, enhancing DNA 

damage repair rates, upregulating drug detoxification mechanisms, and suppressing 

apoptotic stimuli [256,286].  

All these processes are necessarily tied to a major reprogramming of metabolic 

pathways that enables an increased synthesis of nucleotides for DNA damage repair [25], 

allows the alteration of active transport and redox balance, or nurtures the synthesis of 

drug-metabolizing enzyme (DME) machinery and antioxidant response [289]. However, 

the metabolic adjustments that are required to meet these newly-developed needs may 

be different depending on the metabolic profile of the cancer tissue of origin.  

For this, in this Chapter, we intended to investigate the metabolic reprogramming that 

arises in metastatic CRPC and CRC as a response to long term treatment with platinum 

compounds. In vitro long term acquired resistance approaches have been previously 

reported in the literature to investigate other molecular aspects of platinum resistance, 

such as apoptosis evasion [425], cell cycle dynamics [425], inflammatory protein 

secretion [426], EMT signature [427] and CSC signature [425]. All these studies were 

performed in many cell models, including esophageal carcinoma [426], neuroblastoma 

[427], NSCLC [425], or ovarian cancer [298]. The total time of drug exposure varies 

among studies between six and twelve months [425,427], whereas some authors use 

alternative approaches, such as multiple treatment cycles [426] or intermittent pulsed 

exposure [297] to platinum compounds.  
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In this work, we have generated isogenic cell models of CRPC (PC-3) and CRC (SW620) 

resistant to cisplatin, after continuous exposure to increasing cisplatin concentrations 

upon eight months, along with their age-matched controls. We expect that this 

approach will allow us to uncouple the effects of aging from acquired platinum 

resistance and will reveal the metabolic alterations that can be genuinely ascribed to 

acquired platinum resistance. By comparing CRPC and CRC models that are in origin 

radically opposed in metabolic terms, we will attempt to match the metabolic profiling 

obtained for each of them, seeking to unveil a common metabolic signature of platinum 

resistance across radically different types of metastatic solid tumors.  

4.2.2. Results and discussion 

4.2.2.1. CRPC PC-3 and CRC SW620 models display opposed metabolic 

signatures in terms of glucose energy metabolism 

In Chapter 1, we thoroughly characterized PC-3 in metabolic terms, along with a cell 

panel that included different CRPC cell lines. Our results pointed out that all CRPC cell 

lines relied prominently on aerobic glycolysis as a carbon and energy source. Indeed, as 

mentioned earlier in this work, this is a metabolic feature that arises from healthy 

prostatic tissue, with blocked TCA cycle at the aconitase step to achieve citrate secretion. 

Hence, both healthy prostatic tissue and CRPC can be considered to display pronounced 

Warburg phenotypes [319]. In opposition, CRC has previously been reported to have a 

prominently oxidative metabolism, with higher rates of OXPHOS than surrounding 

healthy tissue and without significant overexpression of glycolytic enzymes [93,94].  

First, we attempted to corroborate whether the selected parental cell models, PC-3 and 

SW620, could be considered as opposed in terms of glucose energy metabolism. To do 

so, we assessed glucose consumption (4.2.1.A), lactate production (4.2.1.B), and 

glutamine consumption (4.2.1.C), and we evaluated the cellular respiration (4.2.1.D) 

and glycolytic function (4.2.1.E) of both parental cell lines. Cells were cultured as 

specified in the Methods section. 

As expected, we encountered that PC-3 cells significantly consumed more glucose and 

produced more lactate than SW620 cells, and their glycolysis and glycolytic capacity 

were significantly higher. On the contrary, SW620 displayed higher glutamine 
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consumption, basal respiration, higher mitochondrial ATP production, and increased 

spare respiratory capacity relative to PC-3 cells.  

 

Figure 4.2.1. Compared mitochondrial and glycolytic function of PC-3 and SW620 cells (A) Glucose consumption rate, 

(B) Lactate production rate, (C) Glutamine consumption rate, (D) Representative example of the assessment of the 

mitochondrial function of PC-3 and SW620 cells and schematic representation of regions illustrating the calculation 

of different cell respiration-related parameters in XF MitoStress Test, (E) Representative example of the assessment 

of the glycolytic function in PC-3 and SW620 cells and schematic representation of regions illustrating the calculation 

of different glycolysis-related parameters in XF Glycolysis Test. Bars represent mean ± SD of n=3 (AB) and n=8 (CD). 

Significant differences relative to PC-3 are indicated in panels A and B at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***).  

Altogether, these results validate our parental cell models as contrasting in terms of 

glucose utilization and mode of energy obtention inside the cell and will allow us to 

evaluate the impact of platinum resistance in cancer cell metabolism when originated 

in glycolytic versus oxidative metastatic solid tumors. 
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4.2.2.2. Generation and phenotypic characterization of CRPC and CRC 

cisplatin-resistant cell lines 

In order to generate the platinum-resistant cell lines, PC-3 and SW620 cells were 

incubated with increasing concentrations of cisplatin, Δ(IC10), along eight months. At 

endpoint, final IC50 value for cisplatin and oxaliplatin were evaluated, and the resulting 

cells were found to display stable minimum 10-fold increases in IC50 to both platinum 

compounds over splits 45 to 60 (See Figure 4.2.2.C for PC-3 cells and 4.2.3.C for SW620 

cells). Indeed, the mechanisms developed by both cell models when exposed to cisplatin 

for a long term have also greatly increased their resistance to oxaliplatin, and thus will 

be termed hereafter as multiplatinum resistant (MPR), PC-3-MPR and SW620-MPR. In 

parallel, PC-3 and SW620 cells in full growth media without platinum exposure were 

subcultured to obtain an age-matched control of the resistant cells (PC-3-O and SW620-

O, split 45 to 60, no drug exposure). PC-3 or SW620 (split 15 to 30) v  were also 

characterized as the parental cells from which their respective isogenic models (O and 

MPR) were obtained. All experiments were performed between split 45 and 60 for PC-

3-O, PC-3-MPR, SW620-O, and SW620-MPR cells and between split 15 and 30 for PC-3 

and SW620. 

First, cell proliferation of all three CRPC cell lines was evaluated, finding that PC-3 and 

PC-3-O did not show significant differences between them, whereas PC-3-MPR 

displayed markedly decreased proliferation (4.2.2.A) as they increased about 10-fold 

their IC50 to cisplatin (4.2.2.C). Also, PC-3-MPR cells appeared to undergo significant 

morphological alterations that suggested the reinforcement of a front-rear polarity and 

lack of cell-cell contacts compared to PC-3 or PC-3-O (4.2.2.B). Indeed, PC-3 parental cell 

line already displayed a markedly mesenchymal phenotype, according to the EMT 

characterization carried out in Chapter 1. 

Finally, we also evaluated if the addition of cisplatin to all PC-3 cell lines significantly 

induced apoptosis (4.2.2.D). Even if slight significant changes were observed, our results 

                                                      

 

v In Chapter 1 and Chapter 3 of this work, PC-3 and SW620 were also used between passages 15-30 and 
thus are comparable to the parental cell lines used in this Chapter. 
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globally indicated that all PC-3 cells, both parental and resistant, were outstandingly 

capable of evading cisplatin-induced apoptosis at a concentration that significantly 

affected their proliferation (their respective IC50 values). Indeed, percentages of healthy 

cell populations vary only between 98 and 92%. These results indicate that the effect of 

cisplatin on the proliferation of PC-3 cells is essentially cytostatic.  

 
Figure 4.2.2. Cell proliferation, bright field images, and effect of cisplatin addition on apoptosis of PC-3, PC-3-O, and 

PC-3-MPR (A) Growth curves of PC-3, PC-3-O, and PC-3-MPR. Proliferation is expressed as the relative cell number 

Nf/N0, where Nf and N0 are the final and the initial number of cells, respectively. (B) Bright-field images of PC-3, PC-3-

O, PC-3-MPR at 40x. (C) IC50 (µM) of cisplatin and oxaliplatin in PC-3, PC-3-O, and PC-3-MPR. (D) Percentage variations 

of alive, early apoptotic and late apoptotic/necrotic cell populations at 72 h incubation with cisplatin at their 

respective IC50 concentrations in PC-3, PC-3-O, and PC-3-MPR. Cells were stained with propidium iodide (PI) and FITC-

annexin and were analyzed by flow cytometry. Bars represent mean ± SD of n=3. Significant differences between 

cisplatin addition and the untreated condition were evaluated by Student t-test (α=0.05) and are indicated at p < 0.05 

(*), p < 0.01 (**), and p < 0.001 (***). Significant differences among cell lines (untreated) relative to PC-3 are indicated 

at p < 0.05 (#), p < 0.01 (##), and p < 0.001 (###). Statistical significance is not shown in panel A. 
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Similarly, SW620 and SW620-O were found to proliferate at similar rates, whereas 

SW620-MPR proliferation rate was markedly lower (4.2.3.A). Moreover, SW620-MPR 

also increased by more than 10-fold their IC50 to cisplatin and oxaliplatin (4.2.3.C), and, 

unlike PC-3, apoptosis was induced to a significant extent in the parental and the SW620-

O cell lines (4.2.3.D). Interestingly, SW620-O showed enhanced resistance to cisplatin-

induced apoptosis relative to SW620, potentially denoting a certain acquired capacity to 

evade apoptosis with cell aging. On the other hand, SW620-MPR did not show any 

significant increase in apoptosis (Annexin V+ cells) or other kinds of cell death (PI+ cells) 

upon addition of cisplatin at their IC50 concentration, denoting an increased capacity to 

evade apoptosis and that the antiproliferative effect of cisplatin in SW620-MPR cells is 

essentially cytostatic. 

 

Figure 4.2.3. Cell proliferation, bright-field images and effect of cisplatin addition on apoptosis of SW620, SW620-

O, and SW620-MPR (A) Growth curves of SW620, SW620-O, and SW620-MPR. Proliferation is expressed as the 

relative cell number Nf/N0, where Nf and N0 are the final and initial number of cells, respectively. (B) Bright-field 

images of SW620, SW20-O, SW620-MPR at 40x. (C) IC50 (µM) of cisplatin and oxaliplatin in SW620, SW620-O, and 
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SW620-MPR. (D) Percentage variations of alive, early apoptotic and late apoptotic/necrotic cell populations at 72 h 

incubation with cisplatin at their respective IC50 concentrations in SW620, SW620-O, and SW620-MPR. Cells were 

stained with propidium iodide (PI) and FITC-annexin and were analyzed by flow cytometry. Bars represent mean ± SD 

of n=3. Significant differences between cisplatin addition and the untreated condition were evaluated by Student t-

test (α=0.05) and are indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). Significant differences among cell 

lines (untreated) relative to SW620 are indicated at p < 0.05 (#), p < 0.01 (##), and p < 0.001 (###). Statistical 

significance is not shown in panel A. 

Bright field images of SW620 revealed that they tend to proliferate in cell clusters, with 

a high degree of cell-cell contacts and marked apicobasal cell polarity, denoting a clear 

epithelial status (4.2.3.B), particularly when compared to PC-3. On the contrary, SW620-

MPR appeared to shift to a much more disordered and contact-independent growth, 

with an evident front-rear polarity, hinting to the activation of EMT [216]. Notably, the 

morphological differences between SW620-MPR and both untreated cell lines are 

qualitatively more evident than the ones observed in PC-3, PC-3-O, and PC-3-MPR. 

In light of the apparent morphological alterations in MPR cell lines we next characterized 

the EMT state and tumorigenic potential of parental, aged and platinum resistant cell 

lines, with the hypothesis that, in both cases, the activation of EMT is triggered upon 

acquisition of platinum resistance. In accordance to our hypothesis, both cell lines 

showed signs of having undergone EMT (4.2.4.AB). In all PC-3-derived cell lines, only N-

cadherin was detected, and its expression was notably increased upon acquisition of 

MPR. On the contrary, for SW620 and its isogenic cell lines, only E-cadherin was detected, 

denoting a significantly more epithelial phenotype in origin. SW620-MPR gradually 

decreased expression of E-cadherin upon acquisition of resistance, but a switch to 

expressing N-cadherin was not detected.  
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Figure 4.2.4. Characterization of E-cadherin and N-cadherin expression and spheroid formation capacity of PC-

3/O/MPR and SW620/O/MPR. (A) N-cadherin protein levels in PC-3, PC-3-O and PC-3-MPR determined by Western 

Blot. Actin was used as a protein loading control. (B) E-cadherin protein levels in SW620, SW620-O and SW620-MPR 

determined by Western Blot. Actin was used as a protein loading control. (C) Spheroid formation capacity of PC-3-

derived cell lines. When specified, cisplatin was added to the medium to a final concentration of 1 µM. (C) Spheroid 

formation capacity of SW620-derived cell lines, assessed seeding 103 cells in ultra-low-attachment plates. When 

specified, cisplatin was added to the medium to a final concentration of 5.5 µM. For C and D panels, spheroid 

formation capacity was assessed by seeding 103 cells in ultra-low-attachment plates. Spheroid plates were scanned 

after 7 days and quantified using Image J. Data shown is the mean ± SD from at least n=3. Significant differences 

relative to PC-3 or SW620 control cells were evaluated by Student t-test and are indicated at p < 0.05 (*), p < 0.01 

(**), and p < 0.001 (***). 

Indeed, both cell lines transitioned to a more mesenchymal phenotype, which has also 

been reported for other platinum-resistant solid tumors such as neuroblastoma [427]. 

This same study also identified that, even if EMT was functionally activated in all 

resistant cell lines, expression of EMT-TFs ZEB1 and Snai1 were suppressed upon 

acquisition of resistance. Indeed, this represents a potential link between the observed 

EMT activation and the metabolic phenotype of resistant cells. For instance, Snai1 has 

been reported to promote a Warburg-like phenotype, by inhibiting respiratory 

complexes and isoforms of glycolytic enzymes that divert the glycolytic flux into PPP, 

such as FBP1 or PFKP [241,435]. Hypothetically, this decrease in Snai1 upon platinum 



Results and discussion 

 

 
161 

resistance could be devoted to diverting glycolytic flux to PPP to increase NADPH 

production for ROS mitigation. 

On the other hand, both CRC and CRPC markedly decreased their spheroid-forming 

capacity (4.2.4.C). As discussed along Chapter 1, a decrease in the capacity to form 

spheroids, besides indicating a loss in CSC potential, can also denote a loss in epithelial 

traits, since the adherens junctions responsible for the formation of the epithelial mass 

through cell-cell contact require E-cadherin expression [371]. In accordance, the results 

of our spheroid formation assays would be consistent with the results obtained 

regarding E-cadherin and N-cadherin expression in both cell lines. 

4.2.2.3. PC-3-MPR and SW620-MPR cells present opposed alterations in 

glucose and glutamine metabolism 

Our aim in this Chapter is to perform a metabolic characterization of acquired platinum 

resistance in metastatic tumors, either prostate or colorectal, displaying opposite 

metabolic profiles. This approach can potentially allow us to unveil a common metabolic 

signature of platinum resistance that can serve as a prognostic biomarker for radically-

different metastatic solid tumors or that could be targeted in combination therapies in 

the future in order to overcome multiplatinum resistance. 

In an approach parallel to the followed in Chapter 1 for the CRPC panel, we first 

attempted to evaluate whether the generated resistant cell lines differed significantly 

from their age-matched controls in terms of central metabolism, by examining the 

glucose and glutamine consumption rates (4.2.5). To our surprise, we encountered that 

PC-3-MPR and SW620-MPR cell lines had deviated from their age-matched controls in 

opposite directions. PC-3, essentially glycolytic in origin, had decreased glucose and 

glutamine consumption upon acquisition of resistance since PC-3-MPR exhibited lower 

consumption rates than both PC-3 and PC-3-O (4.2.5.AC). On the contrary, SW620 cells, 

more oxidative in origin, significantly increased glucose and glutamine consumption 

rates upon acquisition of resistance since SW620-MPR displayed higher consumption 

rates than SW620 and SW620-O (4.2.5.BD). 
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Figure 4.2.5. Compared glucose and glutamine consumption rates of PC-3 and SW620 cells. Glucose consumption 

rates of PC-3-derived (A) and SW620-derived (B) cells. Glutamine consumption rates of PC-3-derived (C) and SW620-

derived (D) cells. Bars represent mean ± SD of n=3. In all cases, one-way ANOVA and Tukey test for multiple 

comparisons were performed. Cell lines/conditions sharing the same letter indicates the absence of significant 

differences between them. 

Apart from that, our analysis also revealed that both parental and age-matched control 

cell lines did not differ significantly in terms of glutamine consumption, which implies 

that the observed changes in glutamine metabolism can unequivocally be ascribed to 

acquired platinum resistance. On the other hand, PC-3-O appeared to be slightly more 

glycolytic than the parental cell line.  

4.2.2.4. PC-3-MPR and SW620-MPR present opposed alterations in amino 

acid metabolism  

To evaluate how these alterations in glucose and glutamine metabolism are translated 

into the metabolism of other amino acids, we next assessed the consumption and 

production rates of the rest of amino acids in PC-3, PC-3-O and PC-3-MPR (4.2.6) and 

SW620, SW620-O and SW620-MPR (4.2.7).  
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In the PC-3 model, we observed the general trend that both controls displayed similar 

and enhanced amino acid consumption rates compared to PC-3-MPR. The slightly higher 

glucose consumption rate in PC-3-O compared to PC-3 does not have any impact on the 

majority of amino acids, except for alanine, which can probably be correlated to the 

enhanced glucose uptake through an enhanced flux through alanine transaminase (ALT), 

due to enhanced pyruvate production [428].  

 

Figure 4.2.6. Amino acid consumption and production rates of PC-3, PC-3-O, and PC-3-MPR cells. Amino acid 

consumption (negative values) or production (positive values) in alphabetic order: (A) Alanine (Ala) to leucine (Leu) 

and (B) Lysine (Lys) to valine (Val). Abbreviations: arginine (Arg), asparagine (Asn), aspartate (Asp), glycine (Gly), 

histidine (His), isoleucine (Ile), methionine (Met), phenylalanine (Phe), proline (Pro), serine (Ser), threonine (Thr), 

tryptophan (Trp) and tyrosine (Tyr). Bars represent mean ± SD of n=3. Significance between initial and final metabolite 

concentrations were evaluated using a t-Student test with α=0.05. Absence of significant consumption or production 

is denoted by ns. If the condition of significant consumption/production is met, comparison between cell 

lines/conditions normalized by cell volume was performed by one-way ANOVA and Tukey’s multiple comparison 

testing. Cell lines/conditions sharing the same letter indicates absence of significant differences between them. 
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Besides that, a shift from proline consumption in PC-3 to no significant consumption or 

production in PC-3-O and significant proline production in PC-3-MPR was also observed. 

Interestingly, a shift from proline consumption to proline production was also observed 

between PC-3S and PC-3M in Chapter 1. However, this shift could not be ascribed to an 

increase in tumorigenesis, since the other highly-metastatic cell line, DU-145, displayed 

an opposed behavior than PC-3M. Nevertheless, even if the role of proline production 

remains elusive in the PC-3 model, a correlation between metastasis and acquired 

platinum resistance has been found, and  it could denote that proline production could 

be tied to tumor progression or tumor aggressiveness, but both cell aging and acquired 

platinum resistance contribute to this shift in the isogenic PC-3 models of Chapter 2. 

As expected for the SW620-MPR cell model, due to its increased glycolytic and 

glutaminolytic metabolic phenotypes, SW620-MPR significantly enhanced the 

production of amino acids that can be synthesized from either glutamate or pyruvate, 

such as alanine, aspartate, glycine, serine, arginine, or proline (4.2.7).  

Apart from that, a significant increase in the consumption of methionine and serine was 

also found in the resistant cell line, potentially denoting the activation of 1C metabolism, 

which would allow SW620-MPR cells to increase nucleotide synthesis to nurture DNA 

damage repair and palliate the effects of platin-DNA crosslinks.  
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Figure 4.2.7. Amino acid consumption and production rates of SW620, SW620-O, SW620-MPR cells Amino acid 

consumption (negative values) or production (positive values) in alphabetic order: (A) Alanine (Ala) to leucine (Leu) 

and (B) Lysine (Lys) to valine (Val). Abbreviations: arginine (Arg), asparagine (Asn), aspartate (Asp), glycine (Gly), 

histidine (His), isoleucine (Ile), methionine (Met), phenylalanine (Phe), proline (Pro), serine (Ser), threonine (Thr), 

tryptophan (Trp) and tyrosine (Tyr). Bars represent mean ± SD of n=3. Significance between initial and final metabolite 

concentrations was evaluated using a t-Student test with α=0.05. Absence of significant consumption or production 

is denoted by ns. If the condition of significant consumption/production is met, comparison between cell 

lines/conditions normalized by cell volume was performed by one-way ANOVA and Tukey’s multiple comparison 

testing. Cell lines/conditions sharing the same letter indicates the absence of significant differences between them. 

4.2.2.5. SW620-MPR upregulate their polyamine secretory profile  

However, in line with our results in Chapter 1, the simultaneous increase in arginine, 

glutamine, and methionine consumption in the SW620-MPR cell line also led us to the 

hypothesis whether polyamine metabolism could be altered in SW620-MPR. Indeed, 
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polyamines require either arginine or glutamine to produce putrescine and 

decarboxylated S-adenosylmethionine (dcSAM) as an aminopropyl donor.  

In accordance to our hypothesis, SW620-MPR increased putrescine secretion compared 

with SW620 and SW620-O and, remarkably, also began to significantly secrete 

spermidine (4.2.8), a capacity that was not found in neither control cell line. Spermine 

was not detected in the culture media of any of the conditions for SW620 cell lines above 

our lower limit of quantification (LOQ) (5 nM). Remarkably, this increase in polyamine 

secretion can further contribute to scavenge ROS, since polyamines are polycations that 

can react with oxidant species, including ROS [432]. Moreover, the observation of 

increased putrescine and spermidine in SW620-MPR contribute to stimulate the 

hypothesis that Pt-polyamine complexes could be formed and constitute an alternative 

manner to achieve platinum excretion in the resistant cell lines. In line with this, other 

authors have reported the synthesis of such platinum-polyamine complexes, and have 

determined that they possess antiproliferative activity against cisplatin-resistant ovarian 

cancer [433]. 
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Figure 4.2.8. Metabolite exchange flux rates of urea cycle intermediates, polyamines and related amino acids in 

SW620, SW620-O and SW620-MPR. (A) Glutamine, (B) Glutamate, (C) Asparagine, (D) Aspartate, (E) Arginine, (F) 

Proline, (G) Ornithine, (H) Putrescine, (I) Spermidine. Extracellular flux rates are expressed as nmol consumed or 

produced per hour and million cells. Significance between initial and final metabolite concentrations were evaluated 

using a t-Student test with α=0.05. If the condition of significant consumption/production was met, comparison 

between cell lines/conditions normalized by cell volume was performed by one-way ANOVA and Tukey’s multiple 

comparison testing. Cell lines/conditions sharing the same letter indicates absence of significant differences between 

them. Abbreviations: Argininosuccinate synthase 1 (ASS1), argininosuccinate lyase (ASL), ornithine transcarbamylase 

(OTC), glutamate oxaloacetate transaminase 1/2 (GOT1/2), glutaminase (GLS), arginine decarboxylase (ADC), 

ornithine decarboxylase (ODC), spermidine synthase (SPDSY), spermine synthase (SPMSY), decarboxylated S-

adenosylmethionine (dcSAM), methylthioadenosine (MTA), argininosuccinic acid (ASA). 

On the contrary, for PC-3-derived cell lines, polyamine secretion was slightly reduced 

(4.2.9), correlated with the consumption or production rates of glutamine, glutamate 

and ornithine. 

 



Results and discussion 

 

 
168 

 

Figure 4.2.9. Metabolite exchange flux rates of urea cycle intermediates, polyamines and related amino acids in 

PC-Y, PC-3-O and PC-3-MPR. (A) Glutamine, (B) Glutamate, (C) Citrulline, (D) Asparagine, (E) Aspartate, (F) Proline, 

(G) Ornithine, (H) Putrescine, and (I) Spermidine. Extracellular flux rates are expressed as nmol consumed or produced 

per hour and normalized by cell number (million cells). Significance between initial and final metabolite 

concentrations were evaluated using a t-Student test with α=0.05. If the condition of significant 

consumption/production was met, comparison between cell lines/conditions normalized by cell volume was 

performed by one-way ANOVA and Tukey’s multiple comparison testing. Cell lines/conditions sharing the same letter 

indicates absence of significant differences between them. 

4.2.2.6. Intracellular metabolite profiling of metastatic multiplatinum-

resistant models unveils a common metabolic signature  

To complete the metabolic characterization of acquired platinum resistance uncoupled 

from cell aging in both models, we also evaluated intracellular pools of amino acids, 

several non-proteinogenic amino acids, polyamines and some other relevant biogenic 
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amines through targeted metabolomics, evaluating our results separately for the PC-3 

model (4.2.10) and SW620 (4.2.11), and then matching the results for both cell models 

(4.2.12), to obtain a common fingerprint for acquired platinum resistance, despite the 

opposed effects of platinum resistance in glucose and glutamine metabolism in CRPC 

and CRC. 

 

Figure 4.2.10. Intracellular metabolomic profiling of PC-3, PC-3-O and PC-3-MPR. (A) Principal component analysis 

of the metabolomic profiling of PC-3, PC-3-O and PC-3-MPR. (B) Top 10 features with highest statistical significance 

of the presented data, assessed by one-way ANOVA. All significant features are shown in red and features with no 

significant differences are shown in blue (α=0.05). (C) Heatmap and clustering of features and conditions of PC-3, PC-

3-O and PC-3-MPR. Features below or above the LOQ of the analytical method were removed and all data was 

normalized by median of amino acids of each sample and log transformed prior to the analysis.  

Concerning the CRPC model, our results indicated that PC-3-O and PC-3-MPR were more 

similar in metabolic terms between them than to the parental PC-3, indicating that they 

both co-evolved and that a significant part of the metabolic alterations observed can be 

associated to cell aging. Indeed, in the principal component analysis (PCA) analysis, PC 1 

(46,9%) could be ascribed to cell aging, whereas PC 2 (36,3%) to the acquisition of 

platinum resistance (4.2.10.A). This observation is of particular interest, considering that 

there are no significant differences in terms of proliferation between PC-3 and PC-3-O, 

whereas PC-3-MPR is markedly less proliferative. Thus, such observed effects are 

completely uncoupled from cell proliferation. Apart from that, we also identified certain 

alterations that can only be associated to acquired platinum resistance, since MPR 
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displayed the opposite trend than PC-3 and PC-3-O. Interestingly, these resistance-tied 

features include arginine, citrulline, or glutamate intracellular pools hinting, as found in 

Chapter 1, alterations potentially tied to the urea cycle in this cell line. In support of this 

notion, arginine, ornithine or putrescine appear among the most significantly different 

features in our analysis (4.2.10.B).   

Performing a similar analysis in the SW620 model, revealed that the majority of 

alterations of metabolite intracellular pools were associated to the acquisition of 

platinum resistance. Significant differences between SW620-MPR and the two control 

cell lines were found, as shown by both PCA (4.2.11.A), in which the component that 

can be associated to resistance weights 87%, and the heatmap (4.2.11.C), in which 

SW620-MPR displayed the opposite behavior than the two other cell lines in the vast 

majority of metabolites, whereas SW620 and SW620-O were remarkably similar. 

As with PC-3-derived cell lines, alterations in the Gln-Orn-Pro axis and polyamine 

metabolism also appeared to be amongst the most relevant features upon acquisition 

of platinum resistance in CRC (4.2.11.B), similar to our findings for the PC-3 model. 

 

Figure 4.2.11. Intracellular metabolomic profiling of SW620, SW620-O and SW620-MPR. (A) Principal component 

analysis of the metabolomic profiling of SW620, SW620-O and SW620-MPR. (B) Top 10 features with highest statistical 

significance of the presented data, assessed by one-way ANOVA. All significant features are shown in red (α=0.05). 

(C) Heatmap and clustering of features and conditions of SW620, SW620-O and SW620-MPR. Features below or above 
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the LOQ of the analytical method were removed and all data was normalized by median of amino acids of each sample 

and log transformed prior to the analysis.  

Finally, we also attempted to match the results obtained for both cell models to unveil 

a common metabolic fingerprint of acquired platinum resistance and, indeed, we 

encountered that the levels of a definite set of metabolites converge in PC-3-MPR and 

SW620-MPR (4.2.12), despite their adaptations in opposite directions regarding glucose 

and glutamine metabolism. Namely, the metabolites that converge in normalized levels 

in both cell lines are amino acids (alanine, glycine, proline, methionine, serine, valine, 

lysine, and phenylalanine), non-proteinogenic amino acids (ornithine, ADMA, acetyl-

ornithine) and the polyamine putrescine. 

Interestingly, in some of these identified metabolites, namely ornithine, alanine and 

glycine, PC-3-MPR displayed levels comparable to both PC-3 controls, whereas SW620-

MPR shifted towards PC-3. The opposite was found in some others, in which PC-3-MPR 

shifted towards SW620, such as methionine or serine levels. Regarding the other 

identified common metabolites, we encountered distinct patterns including partial 

association to aging. Besides that, this joint analysis also revealed that the metabolic 

alterations found in SW620-MPR relative to its controls are markedly larger in 

magnitude than in PC-3-MPR. Indeed, these results could indicate that the metabolic 

alterations that are necessary for the acquisition of a similar degree of platinum 

resistance may occur to different extents depending on the metabolic phenotype of the 

original tumor.  
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4.2.12. Comparison of the metabolic profile of acquired multiplatinum resistance in CRPC and CRC. Heatmap and 

clustering of features and conditions of PC-3, PC-3-O, PC3-MPR, SW620, SW620-O and SW620-MPR. Features below 

or above the LOQ of the analytical method were removed and all data was normalized by median of amino acids of 

each sample and log transformed prior to the analysis. Metabolites that displayed similar levels in the resistant cell 

lines and different to controls are denoted by a white square. 

In this regard, we hypothesize that cancer cells originally relying prominently in OXPHOS 

for energy obtention (SW620) need to readjust their central metabolism to a greater 

extent than cancer cells prominently relying on aerobic glycolysis (PC-3). Potentially, 

SW620 cells would require more significant adaptations due to their necessity to 

simultaneously cope with cisplatin-derived ROS and mitochondrial metabolism-derived 

ROS. In line with this, the encountered increase in glutamine consumption could also be 

devoted to increase glutathione synthesis to further contribute to ROS scavenging. 
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Thus, we next aimed to investigate whether PC-3-MPR and SW620-MPR presented 

distinct capacities to mitigate oxidative stress, and if they achieve redox homeostasis by 

increasing their capacity to produce glutathione in response to exposure to the drug or 

if they do so by altering their glycolytic function or their mitochondrial respiration. 

Furthermore, from our results in this Section we have identified that PC-3-O and SW620-

O are suitable controls for uncoupling cell aging from acquired platinum resistance, and 

that their metabolic phenotypes have not deviated significantly from the parental 

models. Thus, in the following sections, PC-3-MPR and SW620-MPR will only be 

compared to their age-matched controls. 

4.2.2.7. PC-3-MPR and SW620-MPR completely suppress cisplatin-

induced ROS by enhancing glutathione synthetic capacity 

As a starting point of the metabolic characterization of our cell models, we first 

hypothesized that the most direct impact of cisplatin on cell metabolism would be on 

cellular redox balance and ROS homeostasis. As mentioned previously, Pt(II) compounds 

can oxidize a wide variety of biomolecules inside the cell and, in particular, highly 

nucleophilic cellular ROS scavengers such as cysteine residues, ascorbic acid or 

glutathione. The oxidation of such molecules by platinum compounds necessarily 

decreases the availability of their reduced forms, damaging the capacity of the cell to 

quench ROS that are normally produced in the ETC during mitochondrial respiration.  

Hence, we evaluated ROS levels in our CRPC and CRC cell models. Our results indicated 

that addition of cisplatin (at the IC50 of each cell line) caused a 50% increase in ROS in 

PC-3-O and almost no increase in PC-3-MPR (4.2.13.A), whereas it caused a 350% 

increase in SW620-O and almost no increase in SW620-MPR (4.2.13.B). These results 

indicate that both MPR cell lines have acquired a notable capacity to mitigate cisplatin-

induced oxidative stress. Besides that, the remarkable difference obtained between 

both control cell lines could certainly be ascribed to the prominently more oxidative 

metabolism of SW620, which renders them more vulnerable to a ROS imbalance than 

PC-3 cells, mainly relying on aerobic glycolysis.  
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Figure 4.2.13. ROS levels and total intracellular glutathione in PC-3-O/MPR and SW620-O/MPR cells. ROS levels 

after 72 h incubation with cisplatin at the IC50 concentration in the PC-3-O/MPR (A) and SW620-O/MPR cells (B). Cells 

were stained with 2’,7’-dichlorofluorescin diacetate. Total intracellular glutathione content (GSSG+GSSH) at different 

time points (2-24 h) after the addition of cisplatin to the culture medium of PC3/O/MPR (C) and SW620/O/MPR (D). 

Bars represent mean ± SD of n=3. Significant differences relative to parental PC-3 or SW620 were evaluated by 

Student t-test and are indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). 

Moreover, we had previously determined that PC-3-MPR and SW620-MPR displayed 

similar degrees of platinum resistance and they both had completely suppressed any 

apoptotic stimuli upon incubation with cisplatin, which is in accordance with the 

absence of ROS induction upon cisplatin exposure. Apart from that, we also unveiled 

that PC-3 cells are intrinsically resistant to apoptosis, whereas we detected significant 
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levels of apoptosis activation in SW620-O than in PC-3-O. Those results are also in 

accordance to the induction of higher ROS levels by cisplatin in SW620-O, since 

accumulation of ROS is an important trigger of proapoptotic stimuli.  

On the other hand, achieving the complete suppression of such a significant ROS 

induction in SW620-MPR (from 350% in SW620-O to almost 0% increase in SW620-MPR) 

necessarily requires a significant reprogramming of their oxidative metabolism, which 

could involve several significant hypothetic alterations. First, in order to decrease their 

vulnerability to cisplatin-induced oxidative stress, SW620-MPR could have shifted their 

energy production to aerobic glycolysis, adopting a more Warburg phenotype. Also, they 

could have upregulated their synthesis of ROS scavengers, to be able to quench both 

cisplatin and the amounts of ROS produced through mitochondrial metabolism.  

To validate this second hypothesis, we also analyzed the effect of cisplatin addition on 

the total glutathione content in PC-3 and SW620, since glutathione is the most abundant 

antioxidant and the main contributor to ROS scavenging in human cells [395]. Our results 

showed that PC-3-MPR cells had significantly higher total intracellular glutathione pools 

than PC-3-O (4.2.13.C). SW620-MPR also had significantly higher glutathione levels than 

SW620-O, but such increase was not significant at 6 h (4.2.13.D).  

4.2.2.8. PC-3-MPR cells downregulate glycolysis and differentially 

utilize exogenous glucose and pyruvate 

As mentioned previously, enhancement of glycolysis and PPP are frequently 

encountered metabolic adaptations in chemotherapy-resistant cancer cell models, 

especially in the case of electrophilic drugs such as platinum compounds [429]. The 

increased levels of intracellular glutathione detected in PC-3-MPR and SW620-MPR 

could also entail an increase in the NADPH demand for ROS detoxification, since NADPH, 

mainly produced in PPP, provides the necessary reducing power to fuel the ROS-

scavenging machinery of the cell [430]. Apart from that, a shift from oxidative to 

glycolytic metabolism could also represent an additional mechanism to mitigate 

cisplatin-derived oxidative stress.  

Thus, to deepen in the changes in glucose consumption encountered in Section 4.2.2.3, 

we first interrogated the glycolytic function of our MPR PC-3 model. In line with the 
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observed decrease in glucose consumption, our findings also underlined a slight 

diminishment in glycolytic flux through decreased glucose consumption and lactate 

production (4.2.14.B), supported by a significant decrease in ECAR upon glucose 

addition (4.2.14.E) in PC-3-MPR. However, the ratio between both metabolites was 

maintained, indicating that the rate of glycolysis, but not the fate of glucose inside the 

cell, was significantly altered. Indeed, these differences between both cell lines could be 

ascribed to decreased proliferation of the PC-3-MPR model. 

 

Figure 4.2.14. Glycolytic function of PC-3-O and PC-3-MPR cells (A) Glucose consumption rate, (B) Lactate production 

rate, (C) Lactate to glucose ratio, (D) Representative example of glycolysis test in PC-3-O/MPR and schematic 

representation of regions illustrating the calculation of different glycolysis-related parameters in XF Glycolysis Test, 
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(E) Functional parameters of the glycolytic function of PC-3-O/MPR. Bars represent mean ± SD of n=3. Significant 

differences relative to PC-3-O are indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). 

In light of the observed decrease in the glycolytic rate in PC-3-MPR, we decided to also 

interrogate if the addition of glucose or pyruvate contributed differentially to the 

respiration and acidification rates of PC-3-O and PC-3-MPR cells. Interestingly, the 

addition of glucose decreased mitochondrial respiration in both cell models (4.2.15.A), 

especially in PC-3-MPR up to 10 mM, whereas pyruvate addition increased respiration 

in both cell lines (4.2.15.C), in particular in PC-3-O up to 1 mM. On the contrary, both 

glucose (4.2.15.B) and pyruvate (4.2.15.D) caused an increase in ECAR in both cell lines. 

Notably, the increase in ECAR in PC-3-MPR is significantly lower than in PC-3-O at 1.5 

and 2 mM.  

 

Figure 4.2.15. Contribution of glucose and pyruvate to mitochondrial respiration and extracellular acidification of 

PC-3-O and PC-3-MPR cells (A) Effect of glucose addition on OCR of PC-3-O and PC-3-MPR cells, (B) Effect of pyruvate 

addition on OCR of PC-3-O and PC-3-MPR cells, (C) Effect of glucose addition on ECAR of PC-3-O and PC-3-MPR cells, 

(D) Effect of pyruvate addition on the ECAR of PC-3-O and PC-3-MPR cells. Significant differences among the addition 

of different concentrations of metabolite is indicated by Latin letters (PC-O) or Greek letters (PC-3-MPR). In all cases, 

one-way ANOVA and Tukey’s test for multiple comparisons were performed (α=0.05). Significant differences between 

PC-3-MPR and PC-3-O at each metabolite addition were evaluated by Student t-test (α=0.05) and are indicated at p < 

0.05 (*), p < 0.01 (**), and p < 0.001 (***). 
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This indicates that the response to the addition of glucose in both cell lines is a clear shift 

from oxidative to glycolytic metabolism, indicating that they both preferentially adopt a 

Warburg-like phenotype if glucose is available. Moreover, the decrease in respiration at 

5 and 10 mM is higher in PC-3-MPR, potentially denoting an enhanced contribution of 

glucose to ATP production in basal conditions. On the contrary, the addition of pyruvate 

causes the simultaneous activation of OXPHOS (4.2.15.C) and apparently increased 

lactate excretion (4.2.15.D), even if a slight contribution of H+ produced to the 

extracellular medium can also be generated through CO2 production in OXPHOS. In 

either case, this entails that exogenous pyruvate, but not exogenous glucose, causes 

inhibition of PDK forcing the entrance of pyruvate to the TCA cycle. At the same time, 

lactate is simultaneously produced from excess pyruvate and excreted; since pyruvate, 

lactate and alanine pools tend to exist in equilibrium in mammal cells [428]. The lower 

decrease in ECAR in PC-3-MPR could entail decreased LDH activity than PC-3-O, which 

would also be coherent with results presented earlier regarding the glycolytic function 

of PC-3-MPR (4.2.14). 

4.2.2.9. SW620-MPR cells upregulate glycolysis and differentially utilize 

exogenous glucose and pyruvate 

We next performed a similar analysis of the glycolytic function of SW620-derived cell 

lines. Unlike PC-3-MPR cells, SW620-MPR significantly shifted towards a markedly 

glycolytic behavior compared the aged control cell lines, increasing significantly glucose 

consumption (4.2.16.A) and lactate production (4.2.16.B). In spite of that, even if 

SW620-MPR presented slightly increased glycolytic capacity, glycolysis was not 

significantly altered (4.2.16.CD). 
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Figure 4.2.16. Glycolytic function of SW620, SW620-O and SW620-MPR cells (A) Glucose consumption rate, (B) 

Lactate production rate, (C) Lactate to glucose ratio, (D) Representative example of glycolysis test in SW620/O/MPR 

and schematic representation of regions illustrating the calculation of different glycolysis-related parameters in XF 

Glycolysis Test, (E) Functional parameters of the glycolytic function of SW620/O/MPR. Bars represent mean ± SD of 

n=3. Significant differences relative to SW620-O are indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). 

Indeed, glucose consumption and lactate production were found to be about three 

times higher in the SW620-MPR than in the parental and aged control cell lines 

(4.2.17.AB). However, the ratio between uptaken glucose and excreted lactate was 

similar in both cell lines (4.2.17.C). In the extracellular acidification assay, glycolysis was 

found to be enhanced in both SW620-O and SW620-MPR relative to the parental cell 

line. Indeed, the increase changes found in SW620 regarding glucose consumption were, 
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in magnitude, much greater than the changes encountered in PC-3 (-0.5 nmol/h·million 

cells in SW620 vs. +0.15 nmol/h·million cells in PC-3).  

We also evaluated the dose-dependent addition of glucose and pyruvate on OCR and 

ECAR of SW620-O and SW620-MPR cells. As with the PC-3 model, we also encountered 

that the effect on the OCR of the addition of glucose (4.2.17.A) and pyruvate (4.2.17.B) 

had opposite directions. The decrease in OCR in both cell lines upon adding glucose was 

similar in both cell lines, denoting a similar capacity to oxidize other fuels when glucose 

is not present. However, the addition of glucose caused a significantly higher increase in 

ECAR in the SW620-MPR model, which implies a higher glycolytic rate. On the other 

hand, pyruvate doses up to 2 mM progressively enhanced OCR in a similar manner in 

both cell lines (4.2.17.C), whereas a higher increase in ECAR was found in SW620-MPR 

than in SW620-O (4.2.17.D). Considering the similarity in the OCR result, a greater 

increase in ECAR in SW620-MPR could imply an increase in pyruvate transport into the 

cell and the conversion of excess pyruvate into lactate.  

 

Figure 4.2.15. Contribution of glucose and pyruvate to mitochondrial respiration and extracellular acidification of 

PC-3-O and PC-3-MPR cells (A) Effect of glucose addition on OCR of PC-3-O and PC-3-MPR cells, (B) Effect of pyruvate 

addition on OCR of PC-3-O and PC-3-MPR cells, (C) Effect of glucose addition on ECAR of PC-3-O and PC-3-MPR cells, 

(D) Effect of pyruvate addition on the ECAR of PC-3-O and PC-3-MPR cells. Significant differences among the addition 
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of different concentrations of metabolite is indicated by Latin letters (PC-O) or Greek letters (PC-3-MPR). In all cases, 

one-way ANOVA and Tukey’s test for multiple comparisons were performed (α=0.05). Significant differences between 

PC-3-MPR and PC-3-O at each metabolite addition were evaluated by Student t-test (α=0.05) and are indicated at p < 

0.05 (*), p < 0.01 (**), and p < 0.001 (***). 

4.2.2.10. PC-3-MPR minimize the damage of cisplatin on mitochondrial 

function and retain respiration levels and mitochondrial ATP 

production of control cells 

After characterizing the glycolytic function of our cell models, we next moved to analyze 

whether PC-3-MPR displayed an altered mitochondrial metabolism. It is well-established 

that cisplatin binds to mitochondrial DNA, impairing normal mitochondrial physiology 

[290]. Moreover, platinum-based compounds are highly electrophilic and they oxidize a 

wide variety of biomolecules inside the cell, including ROS-scavenging molecules. This 

implies decreased availability of antioxidant defenses, compromising the maintenance 

of high rates of oxidative metabolism to support proliferation. 

For this, we evaluated the mitochondrial function of our cell models by monitoring OCR 

during the addition of oligomycin, CCCP and rotenone + antimycin A. Our results indicate 

that the mitochondrial function of PC-3-MPR was not significantly impaired despite their 

continuous exposure to a high dose of cisplatin: basal respiration and mitochondrial ATP 

production were similar to PC-3-O (4.2.18.A). Indeed, this implies that PC-3-MPR cells 

have completely reverted the impact of the drug on mitochondrial metabolism, which 

mainly involves ATP depletion via mitochondrial damage and collapse of mitochondrial 

membrane potential [431]. Supporting this notion, we also found that the addition of 

increasing doses of cisplatin caused a more significant decrease in the respiration of PC-

3-O than in PC-3-MPR cells (4.2.18.C), indicating an acquired capacity to minimize 

cisplatin-induced mitochondrial impairment. 
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Figure 4.2.18. Mitochondrial function of PC-3, PC-O and PC-3-MPR and effect of cisplatin addition on the respiration 

of PC-3-O and PC-3-MPR.  

On the other side, SW620-MPR decreased basal respiration and mitochondrial energy 

production relative to SW620-O control (4.2.19.AB), which could be understood as a 

mechanism to decrease overall levels of ROS and mitigate the effect of the drug in this 

regard while, as discussed earlier in this Chapter it shifts its energy production to aerobic 

glycolysis. Interestingly, unlike PC-3-MPR, which have an improved capacity to mitigate 

the effect of cisplatin addition on mitochondrial respiration (4.2.19.C), SW620-MPR cells 

present a similar impairment of mitochondrial respiration compared to SW620-O, 

denoting that these cells are less proficient on mitigating the effect of cisplatin in the 

mitochondria. 
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Figure 4.2.19. Mitochondrial function of SW620, SW620-O and SW620-MPR and effect of cisplatin addition on the 

respiration of PC-3-O and PC-3-MPR.  

4.2.2.11. Anaplerosis of glutamine into the TCA cycle is altered in both 

PC-3-MPR and SW620-MPR 

We also expected to find alterations in glutamine metabolism in our MPR models as 

glutamine plays an important role in mitochondrial metabolism, deeply altered by the 

action of cisplatin. Moreover, glutamine is also an important precursor of the ROS 

scavenger glutathione, enhanced in both MPR cell lines as described earlier in Section 

4.2.2.3. 

First, we evaluated glutamine consumption and glutamate production for all six cell lines 

(4.2.20.AD). We encountered that PC-3-MPR reduced their glutamine uptake, whereas 

SW620-MPR increased it relative to both parental cell lines. PC-3-O produced more 

glutamate than both the parental and the resistant cell lines. In SW620, correlated with 

glutamine consumption, SW620-MPR secreted significantly more glutamine than both 

untreated cell lines. Importantly, the ratio glutamine to glutamate was maintained 

between the three cell lines.  
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Figure 4.2.20. Glutaminolytic signature of PC-3/O/MPR and SW620/O/MPR cells. (A) Glutamine consumption and 

(B) glutamate production of PC-3, PC-3-O and PC-3-MPR cells; (C) glutamine consumption and (D) glutamate 

production of SW620, SW620-O and SW620-MPR cells; effect of the addition of glutamine to the OCR of (E) PC-3-O 

and PC-3-MPR cells and (F) SW620 and SW620-MPR cells; (G) Glutamine MitoFuel test for PC-3, PC-3-O and PC-3-MPR 

cells; (H) Glutamine MitoFuel test for SW620-O and SW620-MPR cells; protein levels of GLS1, GLDH and Myc in (I) PC-

3-derived cell lines and (J) SW620-derived cell lines. Actin was used as the loading control. Bars represent mean ± SD 

of n=3. For panel A-F statistical significance was evaluated using one-way ANOVA followed by a Tukey test for multiple 

comparisons. In panels A-D, cell lines/conditions sharing the same letter indicates absence of significant differences 

between them. In panels E and F, significant differences among the addition of different concentrations of glutamine 

is indicated by Latin letters (PC-O and SW620-O) or Greek letters (PC-3-MPR and SW620-MPR). Significant differences 
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between PC-3/SW620 aged control and MPR were evaluated by t-test (α=0.05). In panels G and H, statistical 

significance was also evaluated by t-test (α=0.05). Significant differences relative to PC-3-O (E,G) or SW620-O (F,H) 

are indicated at p < 0.05 (*), p < 0.01 (**), p < 0.001 (***) and p < 0.0001 (****). 

We also evaluated the relative changes in OCR upon the addition of increasing 

concentrations of glutamine in PC-3-O/PC-3-MPR (4.2.20.E) and SW620-O/SW620-MPR 

(4.2.20.F). Our results showed almost no significant alteration of OCR upon glutamine 

addition in any of PC-3 cell lines, and no significant correlation to the concentration of 

glutamine added, denoting that glutamine contribution to mitochondrial respiration is 

limited in this cell line or in its platinum resistant version. On the contrary, SW620 

showed 10 times higher fold change increase in OCR upon glutamine addition and a 

dose-dependent response up to 4 mM in both SW620-O and SW620-MPR. Importantly, 

we encountered no significant differences between SW620-O and SW620-MPR in the 

effect of glutamine addition to respiration. This is indicative that the relative 

contribution of glutamine to respiration in SW620-O and SW620-MPR is maintained. 

This result is supported by the complete lack of significant differences between both cell 

lines in the glutamine MitoFuel test (4.2.20.H), which evaluates the contribution of 

glutamine to respiration relative to the sum of glucose, glutamine and fatty acids. 

Interestingly, we observed an increase in GLS1 expression in SW620-MPR (4.2.20.J), 

whereas GLDH expression was maintained. Together with the extracellular flux rates and 

the Seahorse assays, our results for SW620-MPR indicate that this cell line does not 

increase the contribution of glutamine to TCA cycle anaplerosis, but it does increase 

glutamine consumption and its conversion into glutamate, probably to support 

enhanced glutathione synthesis. Other authors have also found an upregulation of 

glutamine transporter ASCT2 and an increase in glutaminase in cisplatin-resistant 

ovarian cancer [296]. 

On the contrary, PC-3-MPR decreased the expression of both Myc and GLS1 relative to 

PC-3-O (4.2.20.I), consistent with decreased glutamine uptake in this cell line. The 

relative contribution of glutamine to TCA cycle anaplerosis was not altered significantly 

between PC-3-O and PC-3-MPR cell lines (4.2.20.G). Thus, we can conclude that no clear 

changes in glutaminolysis associated to acquisition of platinum resistance are observed 

in the PC-3 model. 
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In summary, we have unveiled that PC-3-MPR and SW620-MPR cells exhibit opposed 

metabolic alterations in terms of glucose and glutamine metabolism. PC-3 cells, 

glycolytic in origin, undergo very little alterations in intracellular metabolite pool 

distributions, whereas they generally decreased the consumption and production rates 

of the vast majority of metabolites measured, possibly tied to a decrease in proliferation. 

Indeed, our results indicate that PC-3-MPR enter into a metabolically more quiescent 

state, which could be compatible with the acquisition of CSC traits [434]. Indeed, the 

acquisition of a CSC-enriched quiescent state upon acquisition of platinum resistance 

has been previously reported in the literature [188].  

On the contrary, SW620-MPR, originally more OXPHOS-dependent, display a set of 

metabolic adaptations in response to acquired cisplatin resistance: they increase their 

glucose and glutamine consumption and upregulate Myc, deriving in increased 

glutathione synthesis and they acquire the capacity to secrete significantly greater 

amounts of putrescine and spermidine.  
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 Chapter 3: Biological evaluation of novel 

platinum (II) and platinum (IV) compounds in 

prostate, colorectal and lung cancer 

4.3.1. Introduction 

The unparalleled importance of platinum compounds in the history of chemotherapy 

and their continuous usage up to the present days propitiate constant research and 

development of new platinum compounds with improved antineoplastic potential [292]. 

Over the last years, platinum (IV) compounds have drawn considerable attention as 

novel chemotherapeutic agents since their axial ligands can be rationally designed to 

improve efficacy and selectivity of their platinum (II) precursors, or modulate 

physicochemical parameters such as lipophilicity, stability or reduction potential 

[287,291].  

The final aim of platinum research, to which platinum (IV) compounds can greatly 

contribute, is to encounter a compound that has cytotoxic specificity for tumor cells and 

can be administered at low doses with minimal side effects. For this reason, in this 

Chapter, we present the antiproliferative screening of over 40 novel platinum (II) and 

platinum (IV) compounds. All compounds presented here were synthesized and 

structurally characterized by the laboratory of Prof. Margarita Crespo (Faculty of 

Chemistry, University of Barcelona), and were evaluated in this work in different cancer 

cell panels that include prostate, colorectal, lung and breast cancer cell lines. 

The main molecular mechanism of action of platinum compounds is the formation of 

platin-DNA intra-strand cross-links via platin-N7 guanine adducts. These will impair DNA 

replication and repair, inducing cell cycle arrest at S or G2/M phases and triggering 

apoptosis [286]. Moreover, due to the electrophilic nature of platinum compounds, they 

react with the ROS-scavenging machinery of the resulting in the reduction of platinum 

(sequentially, Pt(IV) to Pt(II), and Pt(II) to Pt(0)) impacting on redox homeostasis and 

generating oxidative stress. In consequence, the lead candidates of each family of 

related chemical structures have been further evaluated in terms of their effect on the 
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progression of cell cycle and their ability to induce oxidative stress and apoptosis in the 

treated cells. Moreover, we also investigated the effect of some of these lead 

compounds on the multiplatinum resistant CRPC and CRC models generated in Chapter 

2, in an attempt to find platinum compounds with low cross-resistance with 

conventional platinum anticancer agents (namely cisplatin, carboplatin and oxaliplatin) 

that could circumvent the mechanisms of acquired platinum resistance, and potentially 

be effective as second-line treatments for platinum-resistant tumors. 

4.3.2. Results and discussion 

4.3.2.1. Effect of cyclometallated platinum (IV) iodido complexes 

First, we investigated the antineoplastic effect of a set of platinum (IV) derivatives 

obtained from three different platinum (II) compounds displaying the general structure 

[PtX{(CH3)2N(CH2)3NCH(4-ClC6H3)}] (4.3.1.A), with three different substitutions 1a (X=Cl), 

1b (X=CH3) and 1c (X=I). Six different derivatives (4.3.1.B) were obtained by 

intermolecular oxidative addition with methyl iodide (compounds 2a-2c) or iodine 

(compounds 3a-3c). Further details on the synthesis of these compounds and additional 

biological characterization of their effect can be found in the associated publication 

[436]. 

Figure 4.3.1. Chemical structures of the cyclometallated platinum (II) parental compounds and their iodido 

platinum (IV) derivatives. (A) Chemical structures of the three parental compounds, [PtX{(CH3)2N(CH2)3NCH(4-

ClC6H3)}], where X=Cl (1a), X=CH3 (1b) or X=I (1c). (B) Chemical structures of the six platinum (IV) derivatives obtained 

by oxidative addition of iodine or methyl iodide, containing as axial ligands (Y,Z) either methyl or iodide groups.  
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The antiproliferative effect of series 1 (square planar Pt(II) compounds) and series 2 and 

3 (octahedral Pt(IV) derivatives) was tested on A549 lung cancer cell line, MDA-MB-231 

and MCF-7 breast cell lines and HCT-116 CRC cell line (4.3.2). Platinum (II) compounds, 

1a-1c, were generally comparable to cisplatin in terms of antiproliferative capacity. 1a 

and 1c displayed improved efficacy relative to cisplatin only in MCF-7 cell line.  

Series 2 (2a, 2b and 2c), containing methyl or iodine as axial ligands, showed the lowest 

IC50 values, particularly for A549 lung (1.4–2.6 µM), HCT-116 colorectal (1.3–5.4 µM) and 

MDA-MB-231 (2.1–4 µM) breast cancer cells.  

  Cell line 

 A549 MDA-MB-231 MCF-7 HCT-116 

C
o

m
p

o
u

n
d

 

1a 6 ± 4 8 ± 4 7.7 ± 0.8 6.3 ± 0.3 

1b 10 ± 2 7.3 ± 0.6 31.3 ± 0.5 10.6 ± 0.2 

1c 6 ± 3 10 ± 3 10.2 ± 0.5 7.1 ± 0.2 

2a 2.5 ± 0.2 2.3 ± 0.3 12.4 ± 0.8 5.4 ± 0.1 

2b 2.6 ± 0.3 2.1 ± 0.5 7.9 ± 0.7 2.3 ± 0.3 

2c 1.4 ± 0.1 4 ± 2 6.8 ± 0.4 1.3 ± 0.2 

3a 5 ± 4 5 ± 2 8.4 ± 0.4 5.1 ± 0.1 

3b 6.7 ± 1.3 7.3 ± 0.2 7.7 ± 0.1 4 ± 2 

3c 23 ± 3 14 ± 4 >100 12.1 ± 0.7 

cisplatin 5.2 ± 0.1 12.3 ± 0.4 24.9 ± 0.4 6.5 ± 0.4 

 

Table 4.3.2. Antiproliferative activity on A549 lung, MDA-MB-231 and MCF-7 breast, and HCT-116 colorectal cancer 

cell lines for the novel platinum (II) and platinum (IV) compounds and cisplatin as reference compound. IC50 values 

(µM) of compounds 1a-3c and cisplatin (cis-[PtCl2(NH3)2]), assessed by MTT cell viability assay. Data shown represents 

mean ± SD of n=3 of at least two independent experiments. Cisplatin is taken as the reference compound. 

Compound 2c, containing one iodido group arranged in trans to the imine nitrogen, was 

particularly effective, significantly more potent than cisplatin in all cell lines of the cancer 

cell line panel. Interestingly, series 2 displayed selectivity for the triple negativevi breast 

                                                      

 

vi  Triple negative breast cancer is an aggressive subset of breast cancer defined by the absence of 
expression of estrogen receptor (ER), progesterone receptors (PR) and hormone epidermal growth factor 
receptor 2 (HER-2). 
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cancer cell line, MDA-MB-231 (2.3-4 µM) relative to he ER and PR positive cell line, MFC-

7 (6.8–12.4 µM). Regarding series 3, 3a and 3b platinum (IV) compounds showed higher 

efficacy than cisplatin for all the cell lines. Contrarily, compound 3c displayed much 

higher IC50 values than the rest of the compounds, possibly due to its low solubility in 

cell culture media. 

In summary, compounds 2b and 2c were significantly more potent than cisplatin in all 

cell lines and thus they were selected for further investigation of their molecular 

mechanisms of action in the lung adenocarcinoma cell line A549, in terms of cell cycle 

progression, apoptosis and generation of intracellular ROS. 

Our results indicated that both 2b and 2c were capable of triggering apoptosis in A549 

cells (4.3.3.A), since a significant fraction of cells treated with either 2b or 2c were 

detected as annexin V+/PI-. However, an increase in PI+ cells relative to control was only 

detected in 2b-treated A549 cells after 72 h incubation. On the contrary, only 2c-treated 

A549 cells displayed a percentual increase in ROS (4.3.3.B), evaluated through the 

incubation with the H2O2-reacting fluorescent probe 2’,7’-dichlorofluorescin diacetate. 

Finally, both compounds triggered a similar cell cycle arrest in the synthesis phase 

(4.3.3.C), denoting a similar effect in impairing DNA replication in A549 cells. However, 

differential effects between both compounds on the induction of apoptosis or the 

generation of ROS in A549 cells could indicate additional mechanisms of action. 

Remarkably, in the associated publication we also reported a marked inhibitory effect 

of compound 2b on topoisomerase IIα [436], which was significantly stronger than 

etoposide, the conventional anticancer therapy based on topoisomerase inhibition. 

Topoisomerase inhibition by chemical compounds has been extensively reported to be 

accompanied by significant induction of apoptosis [437,438], which is in accordance to 

our results. Indeed, topoisomerase IIα inhibitory activity was detected for compound 2b, 

but not 2c, which is consistent with our observation of markedly higher apoptosis 

induction in 2b-treated cells.  
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Figure 4.3.3. Effect of compounds 2b and 2c on the cell cycle distribution, apoptosis and generation of reactive 

oxygen species (ROS) of A549 lung adenocarcinoma cells. (A) Percentage variations of alive, early apoptotic and late 

apoptotic/necrotic cell populations at 72 h incubation with compounds 2b and 2c at their IC50 concentration in the 

A549 lung adenocarcinoma cell line. Cells were stained with propidium iodide (PI) and FITC-annexin and were 

analyzed by flow cytometry. (B) ROS levels after 72 h incubation with compounds 2b and 2c at their IC50 concentration 

in the A-549 lung adenocarcinoma cell line. Cells were stained with 2’,7’-dichlorofluorescin diacetate. (C) Cell cycle 

phase distribution at 72 h incubation with compounds 2b and 2c at their IC50 concentration in the A549 lung 

adenocarcinoma cell line. Cells were stained with PI and their DNA content was analyzed by flow cytometry. Bars 

represent mean ± SD of n=3. Significant differences relative to A549 control were evaluated by Student t-test and are 

indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). 



Results and discussion 

 

 
192 

4.3.2.2. Effect of cyclometallated platinum (IV) chloro and bromo 

fluorinated complexes 

Some members of the cyclometallated families of compounds of the previous section 

were found to be highly effective and able to hinder cancer cell viability via different 

molecular mechanisms. However, as described in detail in the associated publication, 

we did not detect in vitro oxidation of ascorbic acid after 10 day incubation with the 

compounds 2b and 2c [436]. Indeed, oxidation of cell endogenous ROS scavengers is 

desirable in the design of platinum compounds with antineoplastic potential, since it 

leads to increased oxidative stress in cancer cells, which ultimately can contribute to 

cancer cell death. Thus, we next aimed to refine the structures obtained in the previous 

section by introducing subtle modifications in the cyclometallated structure and the 

axial ligands, which could potentially increase the reduction potential of the obtained 

species. For this, we obtained the Pt (II) structures [PtX{(CH3)2N(CH2)3NCH(4-FC6H3)}] 

(4.3.4.A) and [PtX{(CH3)2N(CH2)2NCH(4-FC6H3)}] (4.4.4.C), in which, for both, X can be a 

chloride or bromide substituent. Then, by oxidative addition with either chlorine or 

bromine, we also obtained four Pt(IV) derivatives in total, with chloride or bromide axial 

ligands (4.3.4.BD).  

 

Figure 4.3.4. Chemical structures of the cyclometallated platinum (II) parental compounds and their chloro and 

bromo platinum (IV) derivatives. (A) Chemical structures of the two parental compounds, [PtX{(CH3)2N(CH2)3NCH(4-
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FC6H3)}], where X=Cl (4a) or X=Br (4b) (B) Chemical structures of the two platinum (IV) derivatives obtained by 

oxidative addition of chlorine or bromine, containing as axial ligands (X) either chloride (5a) or bromide groups (5b). 

(C) Chemical structures of the two parental compounds, [PtX{(CH3)2N(CH2)2NCH(4-FC6H3)}], where X=Cl (4a’) or X=Br 

(4b’) (D) Chemical structures of the two platinum (IV) derivatives obtained by oxidative addition of chlorine or 

bromine, containing as axial ligands (X) either chloride (5a’) or bromide (5b’) groups. 

The antiproliferative capacity of this series of compounds was tested in NSCLC cell line 

A549, CRC SW620, breast cancer MCF-7, and CRPC PC-3, using both cisplatin and 

oxaliplatin as reference compounds (4.3.5). Remarkably, the IC50 of all the compounds 

except 4a’ and 4b’ were significantly lower than both cisplatin and oxaliplatin for the 

breast cancer cell line MCF-7. Also, some of the Pt(IV) derivatives of both series of 

compounds displayed IC50 values in the nanomolar range for SW620 and PC-3, being 

significantly more potent than cisplatin and, in some cases, also oxaliplatin. In particular, 

our results indicate that 5a’ was the most effective compound against SW620 (0.41 µM), 

whereas 5a displayed the highest efficacy against PC-3 (0.9 µM), A549 (1.4 µM) and 

MCF-7 (5.4 µM) . In particular, the Pt(II) structure 4a had a similar effect than the Pt (IV) 

derivatives in PC-3. In A549, all four Pt(IV) derivatives were slightly more potent than 

cisplatin and the best of them, compound 5a, had an efficacy similar to oxaliplatin. 

  Cell line 

 A549 SW620 MCF-7 PC-3 

C
o

m
p

o
u

n
d

 

4a 5 ± 2  5.7 ± 1.1 6 ± 2 1.1 ± 0.6 

4b 5 ± 2 5.5 ± 0.4 7 ± 2 2.1 ± 1.3 

4a’ 57 ± 3 4.6 ± 0.8 >100 19 ± 5 

4b’ 48 ± 5 3.1 ± 1.1 >100 66 ± 13 

5a 1.4 ± 0.5 0.9 ± 0.3 3.3 ± 0.5 0.9 ± 0.2 

5b 3.39 ± 0.12 1.8 ± 0.7 6.6 ± 0.8 1.46 ± 0.13 

5a’ 4.1 ± 0.3 0.41 ± 0.04 5.4 ± 1.0 1.2 ± 0.5 

5b’ 4 ± 2 0.7 ± 0.4 8.0 ± 0.8 1.46 ± 0.11 

cisplatin 5.5 ± 0.2 1.4 ± 0.5 25.6 ± 0.7 1.5 ± 0.4 

oxaliplatin 1.3 ± 0.2 0.3 ± 0.2 23.4 ± 0.2 1.2 ± 0.3 

 

Table 4.3.5. Antiproliferative activity on A549 lung, SW620 colorectal, MCF-7 breast, and PC-3 prostate cancer cell 

lines for the novel platinum (II) and platinum (IV) compounds with cisplatin and oxaliplatin as reference compounds. 

IC50 values (µM) of compounds 4a-5b’, cisplatin (cis-[PtCl2(NH3)2]) and oxaliplatin (C8H12N2O4Pt), assessed by MTT cell 

viability assay. Data shown represents mean ± SD of n=3 of at least two independent experiments. Cisplatin and 

oxaliplatin are taken as the reference compounds. 

https://pubchem.ncbi.nlm.nih.gov/#query=C8H12N2O4Pt
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In summary, the antiproliferative effect of this series of compounds against the studied 

cancer cell line panel was highly heterogeneous, even if compounds 4a’ and 4b’ were 

generally much less effective than the rest of compounds. Such heterogeneous effects 

among cell lines potentially indicates the existence of more than one molecular 

mechanism of action for the studied compounds. Furthermore, unlike the previous 

series of compounds, in which Pt(IV) compounds were significantly better than their 

Pt(II) precursors, in the present case structures 4a and 4b had similar effect than some 

of their Pt(IV) derivatives.  

In general terms, compound 5a (best in PC-3, MCF-7 and A549) and compound 5a’ (best 

in SW620) could be selected as the lead compound of this series. Moreover, the parental 

Pt(II) structure 4a was also highly effective per se and has the potential of leading to 

even more promising results than the obtained with its derivative 5a when being further 

investigated with different axial ligands. For this reason, we next decided to investigate 

the selectivity of 4a, 5a and 5a’ for cancer cells, by studying the antiproliferative effect 

of the three compounds in a healthy immortalized fibroblast cell line, BJ, in the range of 

doses that is sufficient to completely block the proliferation of all four investigated 

cancer cell lines. Encouragingly, our results showed that compound 5a is highly selective 

for all four cell lines in doses equal or higher than 5 µM, and also at 1 µM for PC-3 and 

SW620 (4.3.6.A). Importantly, at this dose the proliferation of BJ cells was completely 

unaffected by the drug, which could open an important therapeutic window against 

highly proliferative metastatic solid tumors. Compound 5a’ was also highly selective for 

all cell lines at 5 µM and, unlike 5a, it did not have any effect on BJ cells at this dose 

(4.3.6.B). Importantly, compound 5a’ also displayed a significant selectivity for SW620 

at 1 µM. Finally, compound 4a was also highly selective for PC-3, SW620 and A549 at 5 

µM, and also for MCF-7 at 10 µM (4.3.6.C), denoting also a good selectivity profile for 

cancer cell lines.  
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Figure 4.3.6. Selectivity of Pt(II) compound 4a and Pt(IV) compounds 5a and 5a’ for cancer cells. Normalized cell 

viability after 72 h incubation with 0, 1, 5 or 10 µM of 5a (A), 5a’ (B), or 4a (C) in BJ healthy foreskin fibroblasts, SW620 

colorectal cancer, PC-3 metastatic prostate adenocarcinoma, A549 lung adenocarcinoma and MCF-7 breast cancer 

cells determined by MTT antiproliferative assay. Bars represent mean ± SD of n=3. Significant differences between a 

given compound concentration relative to the respective untreated control cells were evaluated by Student t-test 
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and are indicated at p < 0.05 (#), p < 0.01 (##), and p < 0.001 (###). Significant differences in response to the same 

dose between cancer cells (SW620, PC-3, A549 or MCF-7) and BJ cells (healthy control) at each dose were evaluated 

by Student t-test and are indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). Absence of the specified symbols 

denotes absence of statistical significance. 

4.3.2.3. Cross-resistance of novel cyclometallated Pt(IV) chloro and 

bromo fluorinated compounds with multiplatinum-resistant cell lines 

Compounds in Section 4.4.2.1 and Section 4.4.2.2 displayed an encouraging potential 

to be further developed as anticancer agents due to their high efficacy, selectivity for 

cancer cells and their multiple molecular mechanisms of action, which collectively 

hinder the emergence of acquired resistance: cell cycle arrest, inhibition of 

topoisomerase activity, induction of apoptosis and disruption of redox homeostasis of 

cancer cells. Bearing this in mind, we next interrogated the capacity of these compounds 

to circumvent the resistance to cisplatin, carboplatin and oxaliplatin acquired by the 

CRPC and CRC platinum resistant cell models generated in Chapter 2¸ PC-3-MPR and 

SW620-MPR, respectively.  

To assess this, we evaluated the cell viability of age-matched parental cell lines PC-3-O 

and SW620-O and multiplatinum resistant cell lines PC-3-MPR and SW620-MPR. We 

used the drug resistance index (DRI), defined as the ratio between the IC50 values of the 

same compound in two cell lines [439,440]. We used this index to evaluate the degree 

of resistance to a certain compound acquired by either cell aging, DRIaging (PC-3 vs. PC-

3-O); prolonged exposure to cisplatin, DRIresistance (PC-3-O vs. PC-3-MPR); or the 

combination of both factors, DRItotal (PC-3 vs. PC-3-MPR), or equivalently in the isogenic 

CRC cell lines, SW620, SW620-O and SW620-MPR. Strikingly, our results unveiled that 

the acquisition of conventional multiplatinum resistance was completely uncoupled 

from resistance to the novel cyclometallated compounds for both resistant PC-3 (Table 

4.3.7) and SW620 (Table 4.3.8). In the majority of cases, the antiproliferative effect of 

PC-3-MPR and SW620-MPR was indistinguishible from their respective age-matched 

control. 

On the other hand, these experiments also allowed us to detect a slight general 

tendency to acquire resistance to both conventional platinum compounds and the 

cyclometallated compounds as cancer cells aged in cell culture, denoting the mutational 



Results and discussion 

 

 
197 

burden acquired during cell aging contributes to span the arsenal of mechanisms that 

cancer cells can use to dodge the effect of a broad spectrum of chemotherapeutic agents.  

 Compound 

4a 5a 5b 5a’ 5b’ cisplatin oxaliplatin 

PC-3 1.1 ± 0.7 0.9 ± 0.2 1.46 ± 0.13 1.2 ± 0.5 1.46 ± 0.11 1.5 ± 0.4 1.2 ± 0.3 

PC-3-O 0.67 ± 0.11 1.4 ± 0.8 5.3 ± 0.3 2 ± 2 4 ± 2 2.5 ± 0.9 0.69 ± 0.02 

PC-3-MPR 1.6 ± 0.2 1.5 ± 0.3 3.7 ± 1.3 2.9 ± 0.4 3.7 ± 0.4 23 ± 9 51 ± 12 

DRIaging 0.6 1.5 3.7 1.9 2.4 1.7 0.6 

DRIresistance 2.5 1 0.7 1.3 1 9.1 74 

DRItotal 1.5 1.6 2.5 2.4 2.5 15 42 

 

Table 4.3.7. Antiproliferative activity of Pt(IV) compounds 4a, 5a-5b’, cisplatin and oxaliplatin on PC-3, PC-3-O and 

PC-3-MPR and drug resistance index (DRI) between cell lines. IC50 values (µM) of compounds 5a-5b’, cisplatin (cis-

[PtCl2(NH3)2]) and oxaliplatin (C8H12N2O4Pt), assessed by MTT cell viability assay. DRI is defined as the ratio of IC50 

values of: PC-3-O to PC-3 (DRIaging), PC-3-MPR to PC-3-O (DRIresistance) and PC-3-MPR to PC-3 (DRItotal). Data shown 

represents mean ± SD of n=3 of at least two independent experiments. Cisplatin and oxaliplatin are taken as the 

reference compounds. 

 Compound 

4a 5a 5b 5a’ 5b’ cisplatin oxaliplatin 

SW620 5.7 ± 1.1 0.9 ± 0.3 1.8 ± 0.7 0.41 ± 0.04 0.7 ± 0.4 1.4 ± 0.5 0.32 ± 0.10 

SW620-O 7 ± 3 2.2 ± 0.3 3.6 ± 1.2 1.1 ± 0.7 0.8 ± 0.4 1.1 ± 0.9 0.3 ± 0.2 

SW620-MPR 7.1 ± 0.6 3 ± 2 4.8 ± 1.4 1.64 ± 0.01 1.4 ± 0.7 21 ± 4 3.2 ± 1.1 

DRIaging 1 2.4 2 2.8 1.2 0.8 1 

DRIresistance 1 1.2 1.3 1.4 1.7 19 10 

DRItotal 1.3 2.8 2.7 4 2 15 10 

 

Table 4.3.8. Antiproliferative activity of Pt(IV) compounds 4a, 5a-5b’, cisplatin and oxaliplatin on SW620, SW620-O 

and SW620-MPR and drug resistance index (DRI) between cell lines. IC50 values (µM) of compounds 5a-5b’, cisplatin 

(cis-[PtCl2(NH3)2]) and oxaliplatin (C8H12N2O4Pt), assessed by MTT cell viability assay. DRI is defined as the ratio of IC50 

values of: SW620-O to SW620 (DRIaging), SW620-MPR to SW620-O (DRIresistance) and SW620-MPR to SW620 (DRItotal).  

Data shown represents mean ± SD of n=3 of at least two independent experiments. Cisplatin and oxaliplatin are taken 

as the reference compounds. 

Other recent studies, such as the one by Li et al. with Pt(IV) prodrugs containing 

microtubule inhibitors as axial ligands have also found low DRIs against a cisplatin 

resistant ovarian cancer [440]. Similarly, another work by Qin et al. also found low 

resistance indexes in cisplatin resistant gastric cancer to Pt(IV) compounds conjugated 

to chlorambucil, a nitrogen mustard agent typically used in chemotherapy [441]. Indeed, 

https://pubchem.ncbi.nlm.nih.gov/#query=C8H12N2O4Pt
https://pubchem.ncbi.nlm.nih.gov/#query=C8H12N2O4Pt
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a common factor between both studies is the combination of Pt(IV) with axial ligands 

that have molecular mechanisms of action that do not overlap with the action of Pt(II). 

Thus, in both cases upon release of the axial ligands, these can act either independently 

or in combination with Pt(II) to impair cancer cell proliferation. However, in our case the 

axial ligands are bromide and chloride ions, which are unlikely to promote any 

independent cytotoxic effect. In support of this notion, Pt(II) precursor 4a also displayed 

similar cross-resistance levels than the Pt(IV) derivatives. In consequence, the absence 

of cross-resistance necessarily relies on the square-planar cyclometallated structure 

that surrounds the platinum atom, and not on the axial ligands. Indeed, the alteration 

of the platinum mechanism of action in the lead compound of this series will require 

further investigation in the near future. 

Also, the observation that both PC-3/SW620-O and -MPR cells behave in a similar 

manner to 5a-5b’, but they are both slightly more resistant than the parental cell line 

reinforces our idea that 5a-5b’ act, at least in part, through different mechanisms than 

conventional platinum compounds, and thus hold great promise as an effective 

alternative for tumors no longer responding to conventional platinum drugs. In addition, 

the fact that parallel effects are observed in completely different cancer types, CRPC and 

CRC, supports the idea that this response could be also exportable to other solid tumor 

types, such as breast or lung, in which we have also observed that the compounds have 

similar efficacy than in prostate and CRC. This would be of particular interest for lung 

cancer in which, for certain subsets, platinum compounds are the only available 

therapeutic option [442]. 

Given the promising results of the compounds in the PC-3/SW620-MPR cell lines, we 

also analyzed the selectivity of compounds 5a and 5a’ against the immortalized healthy 

fibroblast cell line BJ. We also found that both compounds were highly selective at 5 and 

10 µM (4.3.9), doses at which cell viability of PC-3/SW620-O and -MPR cell lines is 

drastically compromised.  
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Figure 4.3.9. Selectivity of Pt(IV) compounds 5a and 5a’ for multiplatinum resistant (MPR) colorectal and prostate 

cancer cell models, SW620-MPR and PC-3-MPR, and their age-matched controls, SW620-O and PC-3-O. Normalized 

cell viability after 72 h incubation with 0, 5 or 10 µM of 5a (A) or 5a’ (B), in BJ healthy foreskin fibroblasts, SW620-

MPR, PC-3-MPR, SW620-O and PC-3-O determined by MTT antiproliferative assay. Bars represent mean ± SD of n=3. 

Significant differences between a given compound concentration relative to the respective untreated control cells 

were evaluated by Student t-test and are indicated at p < 0.05 (#), p < 0.01 (##), and p < 0.001 (###). Significant 

differences in response to the same dose between cancer cells (SW620-MPR, PC-3-MPR, SW620-O and PC-3-O) and 

BJ cells (healthy control) at each dose were evaluated by Student t-test and are indicated at p < 0.05 (*), p < 0.01 (**), 

and p < 0.001 (***). Absence of the specified symbols denotes absence of statistical significance. 

In Chapter 2 we concluded that part of the metabolic reprogramming undergone by 

both prostate and colorectal cancer cells to become platinum-resistant was devoted to 

increase intracellular glutathione content. In consequence, our platinum resistant cell 

models would, in principle, also be resistant to any electrophilic cytotoxic agent that 

could be inactivated by glutathione, including all the novel compounds described in this 

Chapter. 
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However, the DRI of the novel lead compounds analyzed here is much lower than the 

ones of cisplatin and oxaliplatin in our multiplatinum resistant cell models. This could 

hypothetically be ascribed to the higher oxidation state of the Pt(IV) central atom of the 

lead compounds. To inactivate the cytotoxicity of platinum compounds, ROS scavenging 

machinery of the cell must reduce the Pt atom to Pt(0). In consequence, Pt(IV) 

compounds would need stoichiometrically twice as ROS scavenging agents as Pt(II) to 

be completely inactivated. Despite that, if Pt(IV) was the only reason why these novel 

compounds display low cross-resistance with conventional platinum drugs in our cell 

models, the expected DRI value would be about half the DRI of cisplatin or oxaliplatin, 

which is far from what our results suggest.  

Bearing this idea in mind, and to further characterize the effect of compound 5a’ on 

platinum-resistant cells, we next evaluated the effect of either cisplatin or 5a’ in SW620-

O and SW620-MPR, in terms of cell cycle progression, apoptosis and intracellular ROS 

levels. Our results indicated that the effect of cisplatin and 5a’ on the cell cycle of 

SW620-O and SW620-MPR cells was radically different. First, cisplatin caused a 

remarkable G2/M arrest in SW620-O (4.3.10.A), while a much smaller but still significant 

G2/M arrest in SW620-MPR (4.3.10.B). In this case, it is worth noting that the cisplatin 

dosage in both cell lines for this experiment is the IC50 dose for each cell line, which is 

about one order of magnitude greater for the resistant cell line. Still, our results showed 

that the relative contribution of cell cycle arrest to the 50% decrease in proliferation 

(IC50) is decreased in the resistant cell line relative to SW620-O (roughly 10% vs 40% in 

decrease in G0/G1, in SW620-MPR and SW620-O respectively). On the other hand, 5a’ 

caused a significant arrest in S phase, in detriment to G2/M phase in SW620-O and had 

no significant effect on the cell cycle of the resistant cell line. Interestingly, both the 

results obtained with cisplatin and 5a’ for SW620-MPR indicate that acquired 

multiplatinum resistance in CRC involves the minimization of DNA-platinum interactions 

or their consequences, either by improving DNA repair and replication mechanisms or 

by reducing the amount of platinum that can enter the nucleus. Either way, the fact that 

the IC50 for 5a’ is similar in SW620-O and SW620-MPR necessarily implies that other 

cytotoxic mechanisms emerge, potentially inexistent in conventional platinum 

compounds, to which SW620-MPR has not developed resistance. 
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Indeed, these could be tied to the alteration of redox homeostasis and related metabolic 

networks. In this regard, cisplatin caused a dramatic increase in ROS production in 

SW620-O cell line, whereas a much lesser increase in the SW620-MPR cell line, given the 

10-fold increase in cisplatin dose (4.3.10.C). On the contrary, compound 5a’ only caused 

a significant ROS increase in SW620-MPR but not on the parental cell line. This 

observation would be consistent with the idea that SW620-MPR are reprogrammed to 

reduce the amount of platinum compound that enters the nucleus. In this way, 

increased cytosolic 5a’ in SW620-MPR could potentially be responsible for this increase 

in intracellular ROS in the resistant cell line. Still, further experiments would be required 

to deepen in this matter. 

Unlike the differences found in cell cycle and ROS production between the control and 

resistant cell lines, compound 5a’ was able to significantly induce apoptosis in both cell 

lines after 72 h incubation (4.3.10.DE). Our flow cytometry analyses detected about 70% 

of PI+ cells in SW620-O and 50% of PI+ cells in SW620-MPR. Cisplatin displayed much 

more modest effects than compound 5a’ on inducing apoptosis in both cell lines. 

Remarkably, despite the 10-fold increase in dose, the effect on the resistant cell line was 

significantly decreased: only 10% reduction on the healthy population, whereas a 25% 

reduction was found on SW620-O when exposed to cisplatin.  

In general terms, our results indicate that conventional platins rely more on cell cycle 

arrest and less on induction of apoptosis than the cyclometallated structures we have 

generated. In accordance, the resistant cell line SW620-MPR is adapted to such cell cycle 

disruption, and minimizes its effects, but is still similarly vulnerable to the induction of 

apoptosis caused by 5a’, and potentially the rest of compounds in the series. 
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Figure 4.3.10. Effect of cisplatin and compound 5a’ on the cell cycle distribution, apoptosis and generation of 

reactive oxygen species (ROS) of SW620-O and SW620-MPR cells. Percentage variations of alive, early apoptotic and 

late apoptotic/necrotic cell populations at 72 h incubation with cisplatin and compound 5a’ at their respective IC50 

concentrations in SW620-O (A) and SW620-MPR (B). Cells were stained with propidium iodide (PI) and FITC-annexin 

and were analyzed by flow cytometry. (C) ROS levels after 72 h incubation with cisplatin and compound 5a’ at their 

IC50 concentrations in the SW620-O and SW620-MPR cells. Cells were stained with 2’,7’-dichlorofluorescin diacetate. 

Cell cycle phase distribution at 72 h incubation with cisplatin and compound 5a’ at their respective IC50 concentrations 

in SW620-O (D) and SW620-MPR (E) cell lines. Cells were stained with PI and their DNA content was analyzed by flow 

cytometry. Bars represent mean ± SD of n=3. Significant differences relative to the untreated condition in each cell 

line were evaluated by Student t-test and are indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). 
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4.3.2.4. Effect of cyclometallated platinum (IV) complexes containing a 

para-tolyl ligand 

Given the promising antineoplastic effect introduced by the oxidative addition of 

halogen and methyl groups on cyclometallated platinum structures, explored in 

Sections 4.3.2.1 to 4.3.2.3, we next decided to further evaluate similar cyclometallated 

structures by generating a third subset of platinum (IV) complexes. We introduced para-

tolyl ligands and tridentate [C,N,N’] or a bidentate [C,N] ligands, to explore if the 

tridentate structure (similar to the ones in Section 4.3.2.1 and 4.3.2.2) is indeed partly 

responsible of the cytotoxic effect of the novel Pt(II) and Pt(IV) compounds, as 

hypothesized in the previous sections. 

All three parental compounds (4.3.11) were prepared from the reaction of a common 

platinum precursor [Pt(4-CH3C6H4)2{µ-S(CH2CH3)2}]2 and two different imines L1 and L2 

(4.3.12), leading to parental compounds cm1 and cm2. Parental compound cm3 was 

prepared by substitution of the diethyl sulfide ligand in cm2 by triphenylphosphine 

(PPh3). Finally, Pt(IV) derivatives of cm1, cm2 and cm3 were obtained by intermolecular 

oxidative addition reaction with methyl iodide (cm1-3MeI series) or iodine (cm1-3I2 

series). Further synthetic details for all the compounds can be found in the publication 

associated to the synthesis and biological evaluation of the compounds analyzed in this 

section [443]. 

 

Figure 4.3.11. Chemical structures of the cyclometallated platinum (II) parental compounds. Square planar Pt(II) 

compounds derived from the general precursor [Pt(4-CH3C6H4)2{µ-S(CH2CH3)2}]2 all containing a para-tolyl ligand. 

Compound cm1 contains a tridentate [C,N,N’] ligand, whereas compounds cm2 and cm3 contain the same bidentate 

[C,N] ligand and a diethyl sulfide (cm2) and triphenylphosphine (cm3), respectively.  
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Figure 4.3.12. Chemical structures and synthetic details of the cyclometallated platinum (II) parental compounds 

and their methyl-iodo and iodo platinum (IV) derivatives. Chemical structures of the three parental compounds, 

derived from the general structure [Pt(4-CH3C6H4)2{µ-S(CH2CH3)2}]2 , and synthetic procedure of all compounds used 

in this series: (i) Toluene, 90 °C, 6 h; (ii) toluene, RT, 24 h; (iii) +PPh3, acetone, 2 h; (iv) +CH3I, acetone, RT, 24 h; (v) +I2, 

acetone, RT, 2 h. 

First, we evaluated the antiproliferative capacity of all compounds of the cm1, cm2 and 

cm3 series, with the structures detailed in (4.3.12). Our results of the antiproliferative 

screening (4.3.13) revealed that, in general, cm1 and cm2 Pt(II) precursors had an 

efficacy similar to cisplatin for lung and CRC cell lines A549 and HCT-116. Interestingly, 

in both breast cancer cell lines the IC50 values of both cm1 and cm2 are significantly 

smaller than cisplatin. This is particularly relevant for the breast cancer cell line MCF-7, 

inherently more resistant to cisplatin than the rest of cell lines in the panel. For this cell 

line, the values of both cm1 and cm2 are reduced by half compared to cisplatin. On the 

contrary, cm3 displayed no cytotoxic activity up to 100 µM in any of the cell lines in our 

cell panel. 

Regarding the Pt(IV) derivatives, some of them notably improved the efficacy of their 

Pt(II) precursor. In particular, cm1MeI had a stronger effect than cisplatin in all four cell 
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lines, whereas cm1I2 was also more potent than cisplatin in all cell lines except A549. On 

the other hand, cm2MeI and cm3MeI were far less effective.  

Interestingly, for the case of cm2MeI, the introduction of the axial ligands decreased the 

activity of the parental compound, while cm3MeI had the opposite effect, probably due 

to the alteration of the lipophilic profile of the precursors. In this regard, compounds 

cm2I2 and cm3I2 could not be analyzed due to strong insolubility in cell culture medium. 

  Cell line 

 A549 MDA-mb-231 MCF-7 HCT-116 

C
o

m
p

o
u

n
d

 

cm1 9.8 ± 0.3 7.7 ± 1.0 13.8 ± 3.3 6.5 ± 1.3 

cm2 6.5 ± 0.3 5.5 ± 0.2 10.2 ± 0.6 4.0 ± 0.4 

cm3 >100 >100 >100 >100 

cm1I2 9.7 ± 0.4 7 ± 2 11.1 ± 0.8 5.13 ± 0.03 

cm1MeI 3 ± 2 1.6 ± 0.6 10 ± 4 1.8 ± 0.6 

cm2MeI 76 ± 13 26 ± 3 >100 8.6 ± 0.9 

cm3MeI >100 38 ± 7 >100 31 ± 7 

cisplatin 5.19 ± 0.09 12 ± 2 24.8 ± 0.4 6.5 ± 0.4 

 

Table 4.3.13. Antiproliferative activity on A549 lung, MDA-MB-231 and MCF-7 breast, and HCT-116 colorectal 

cancer cell lines for the novel platinum (II) and platinum (IV) compounds and cisplatin as reference compound. IC50 

values (µM) of compounds cm1, cm2, cm3, cm1I2, cm1MeI, cm2MeI, cm3MeI and cisplatin (cis-[PtCl2(NH3)2]), 

assessed by MTT cell viability assay. Data shown represents mean ± SD of n=3 of at least two independent experiments. 

Cisplatin is taken as the reference compound. 

For this set of compounds, we selected cm1MeI and cm1I2 as representative of the 

family, and the CRC cell line HCT-116 to further evaluate the biological activity of these 

compounds on cancer cells. Importantly, between both compounds the only difference 

is one axial ligand (methyl or iodine). Thus, any differences encountered between both 

compounds can, in principle, be directly ascribed to the lability of the axial ligands. In 

this regard, we found that, after incubation with the IC50 value for 72 h, the fractions of 

annexin+ and/or PI+ cells were significantly larger for cm1MeI than cm1I2 (4.3.14.A). One 

possible explanation could be that the higher lability of iodine as leaving group upon a 

nucleophilic attack by ROS scavengers can result in an easier deactivation of the Pt atom 

in cm1I2 than in cm1MeI. In accordance, cm1MeI has enhanced cytotoxic activity in all 

cell lines tested, except in MCF-7, in which both compounds display similar results. In 
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spite of that, when incubated at their IC50, both compounds display a similar increase of 

intracellular ROS at 72 h (4.3.14.B) and a similar cell cycle arrest both in S phase and in 

G2/M phase (4.3.14.C). 

 

Figure 4.3.14. Effect of compounds cm1MeI and cm1I2 on the cell cycle distribution, apoptosis and generation of 

reactive oxygen species (ROS) of HCT-116 colorectal cancer cells. (A) Percentage variations of alive, early apoptotic 

and late apoptotic/necrotic cell populations at 72 h incubation with compounds cm1MeI and cm1I2 at their IC50 

concentration in HCT-116 cells. Cells were stained with propidium iodide (PI) and FITC-annexin and were analyzed by 

flow cytometry. (B) ROS levels after 24, 48 or 72 h incubation with compounds cm1MeI and cm1I2 at their IC50 

concentration in the HCT-116 colorectal cancer cell line. Cells were stained with 2’,7’-dichlorofluorescin diacetate. (C) 

Cell cycle phase distribution at 72 h incubation with compounds cm1MeI and cm1I2 at their IC50 concentration in HCT-
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116 cells. Cells were stained with PI and their DNA content was analyzed by flow cytometry. Bars represent mean ± 

SD of n=3. Significant differences relative to HCT-116 control cells were evaluated by Student t-test and are indicated 

at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). 

Given the promising cytotoxic activity of cm1MeI and cm1I2, we decided to also explore 

their ability to selectively impair cancer cell proliferation. For this, we compared their 

cytotoxic effect at selected concentrations with the effected on healthy fibroblast cell 

line BJ. Our results indicate that cm1I2 (4.3.15.B) is selective for cancer cells against all 

evaluated the tumor models, whereas cm1MeI (4.3.15.A) is only selective against HCT-

116 and MDA-mb-231. However, it is remarkable that at 5 μM of cm1MeI concentration 

we have a complete inhibition of MDA-mb-231 and HCT-116 proliferation with no 

significant effect on the healthy control. Instead, cm1I2 shows a slight decrease (~20%) 

in BJ proliferation for all the concentrations tested.  

 

Figure 4.3.15. Selectivity of compounds cm1MeI and cm1I2 for cancer cells. Normalized cell viability after 72 h 

incubation with 0, 5, 10, 25 or 50 µM of cm1MeI (A) or cm1I2 (B) in BJ healthy foreskin fibroblasts, HCT-116 colorectal 

cancer, MDA-mb-231 and MCF-7 breast cancer, and A549 lung adenocarcinoma cells determined by MTT 

antiproliferative assay. Bars represent mean ± SD of n=3. Significant differences between a given compound 

concentration relative to the respective untreated control cells were evaluated by Student t-test and are indicated at 

p < 0.05 (#), p < 0.01 (##), and p < 0.001 (###). Significant differences in response to the same dose between cancer 

cells (HCT-116, MDA-mb-231, MCF-7, A549) and BJ cells (healthy control) at each dose were evaluated by Student t-
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test and are indicated at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***). Absence of the specified symbols denotes 

absence of statistical significance. 

Finally, two more sets of Pd(II) cyclometallated compounds containing nitro ligands and 

ester/methyl-ester ligands, with eight members in each family, were also screened and 

found to display lower antiproliferative activities than the ones presented in this 

Chapter, which discouraged any further biological evaluation. The results of the 

screening of these sixteen additional compounds are presented in Appendix 2. 

As a general conclusion, in this Section we have characterized a set of Pt(II) and Pt(IV) 

compounds with para-tolyl ligands containing either tridentate [C,N,N’] ligands, similar 

to the ones in Sections 4.3.2.1 and 4.3.2.2, as oposed to bidentante [C,N] ligands. We 

unveiled that Pt(IV) compounds that belong to the cm1 series, with a tridentate 

structure, displayed enhanced cytotoxicity than the Pt(IV) compounds of the other two 

series of this set, cm2 and cm3. On the contrary, the parental Pt(II) structures cm1 and 

cm2 displayed similar results. Indeed, this observation validates our hypothesis of the 

previous sections that the tridentate [C,N,N’] structure plays a crucial role in the 

cytotoxicity of the studied compounds, and that it may act through molecular 

mechanisms that are distinct to the ones of conventional platinum compounds. 

However, the similarity between Pt(II) precursors cm1 and cm2 also indicates that both 

the cyclometallated structure and the oxidation state of the Pt atom are necessary to 

explain the enhanced cytotoxicity of the lead compounds of each series. Also, the 

distinct mechanisms of action that arise from the combination of these two features, 

allow cyclometallated compounds to completely circumvent acquired multiplatinum 

resistance in prostate and colorectal metastatic tumors.  

Indeed, Pt(IV) is emerging as a trend in platinum-based drug design and as an 

encouraging alternative to conventional Pt(II) [287], since other authors have also 

recently reported enhanced anticancer activity of different Pt(IV) structures relative to 

their Pt(II) precursor structures [444–446]. Our results in this Chapter encourage further 

development of these compounds as a novel class of platinum chemotherapeutic agents, 

either as second-line chemotherapeutic options after the appearance of platinum 

resistance, or even as first-line substitutes to conventional platinum compounds. 
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 Chapter 4: Effect of macromolecular 

crowding on the kinetics of lactate 

dehydrogenase (LDH) 

4.4.1. Introduction 

The interior of living cells is a highly occupied space, where the total concentration of 

macromolecules ranges from 200 to 400 g L-1 [308]. However, determinations involving 

enzyme kinetics and activities are commonly performed in protein extracts typically 

around 1-10 g L-1, including the ones performed in Chapters 1 and 2 of this work.  

Consistent with this idea of a high-volume occupancy inside the cell, in vitro metabolic 

readouts will significantly differ from the ones that would be obtained within the cellular 

environment. First, diffusion coefficients of any solute moving through the intracellular 

environment will be altered due to macromolecular crowding, either being reduced or 

presenting anomalous diffusion at short times [303,447–449]. Indeed, mTORC 

regulation of ribosome synthesis has been recently postulated as crucial for modulating 

in vivo diffusion coefficients [315], which, due to the prominent oncogenic role of 

AKT/mTOR signaling, alterations in diffusion could be essential for cancer metabolism. 

Besides hindering diffusion, macromolecular crowding has also been extensively 

reported to affect biochemical reactions, by altering the structure of enzymes in terms 

of protein folding, self-association or protein-protein interactions [300,304,450–452], 

which in turn will alter enzymatic activity. Therefore, in order to achieve a better 

predictive capacity through in vitro experiments of enzyme activity, the effect of 

macromolecular crowding on the in vivo function of enzymes should be mimicked. In 

this regard, an important number of works have studied how enzyme kinetics is affected 

by crowded environments [305,313,453–455].  

An optimal approach for this sort of studies would certainly be using concentrated cell 

extracts. However, the experimental data collection and interpretation would be 

challenging due to the high heterogeneity in cell extract geometrical and physical 

properties. Indeed, as postulated recently by Rivas and coworkers, it is expected that 
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the discrepancies encountered between in vitro and in vivo account for additional 

phenomena besides macromolecular crowding [308]. Thus, the implications and 

consequences of crowding need to be understood in depth first, before addressing 

further complexity. Therefore, the majority of experimental studies on macromolecular 

crowding effect currently use purified globular and inert macromolecules as crowding 

agents.  

In recent years, the effects of crowding on enzyme catalysis have been explored by 

different works, outstandingly reviewed by Minton and coworkers [308,456]. Most of 

them indicate that under Michaelis-Menten conditions in crowded media, excluded 

volume is a major player in modulating enzymatic behavior. Moreover, gathering many 

different the contributions published so far, some general trends are encountered. For 

instance, a slight reduction in the apparent substrate-binding affinity constant, Km is 

usually reported, despite of the characteristics of the crowding agent [300,313,455,457–

460]. In contrast, in crowded media experiments kcat can increase in some cases 

[305,453,457,460], or it can also decrease [300,313,453,455]. 

In previous studies conducted in our group we reported the effect of crowding on the 

hydrolysis of N-succinyl-L-phenyl-Ala-p-nitroanilide catalyzed by alpha-chymotrypsin 

[310]. We encountered that the total volume fraction occupied by Dextrans, but not 

Dextran size, triggers significant changes on the reaction rate. We obtained a vmax 

decrease and an Km increase upon increasing Dextran concentrations. We also showed 

that the slower diffusion of alpha-chymotrypsin in presence of Dextrans was responsible 

for the observed rise in Km, whereas the decrease in vmax could be explained in terms of 

a mixed inhibition by product, enhanced by crowding. In another study performed 

previously in our group, we reported the effect of macromolecular crowding the 

oxidation of 2,2’-azino-bis(3-ethylbenzothiazoline-6-sulfonate) (ABTS) by H2O2 catalyzed 

by Horseradish Peroxidase (HRP) [461]. Our results revealed that the reaction rate was 

also significantly influenced by the excluded volume effect, but it was independent of 

the Dextran size. Both vmax and Km decayed when increasing the concentration of the 

crowder in solution, suggesting an activation control. In other words, the catalytic 

constant (kcat) brings a significant contribution as a result of the environmental 

surroundings influence. This contribution may be the consequence of one or the additive 
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effect of the following aspects: the rise of the ratio of the activity coefficients between 

the enzyme and the complex formed by enzyme and substrate as a consequence of a 

crowded microenvironment; the boost of water chemical activity favored by a dense 

solution; or the conformational change of the enzyme active site induced by crowding.  

Here, we studied how the crowding by Dextrans at several concentrations and sizes 

affects the catalytic reaction of lactate dehydrogenase (LDH), a crucial player of the 

Warburg effect in cancer cells and, unlike our two previous case studies, an oligomeric 

enzyme. Besides that, we also chose this enzymatic reaction as a model process for other 

several reasons. First, it is a well-known reaction in which small substrates and products 

lead to the occurrence of the reaction without a significant variation in excluded volume. 

Second, there are no interactions between the enzyme and the Dextrans used as 

crowding agents. And third, the LDH size (Mw = 140 kDa) is intermediate between those 

of the selected Dextrans (from 50 to 410 kDa).  

Therefore, here we illustrate how the reaction catalyzed by LDH is strongly influenced 

by different amounts of neutral polymers of different dimensions, mimicking the known 

intracellular crowding levels. Specifically, we studied the dependence of vmax and Km 

parameters on the total volume of the solution excluded by the crowder and the 

individual volume occupied by each of the polymeric coils. 

4.4.2. Theoretical framework 

The oxidation of NADH by pyruvate catalyzed by LDH can be treated as a single substrate 

reaction and its kinetic study can be performed using the scheme proposed by Henri 

[462]:  

               (1) 

 

where k1, k-1, and k2 are rate constants. This system can be described using Michaelis-

Menten equation [462,463]:  

𝑣0 =
𝑣max[S]0

𝐾m+[S]0
        (2) 
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where vmax is the maximum velocity and Km is the Michaelis-Menten constant. With the 

combination of (1) and (2) some definitions can be stated: Km can be defined as Km=((k(-

1)+k2 ))⁄k1 , and for vmax,  vmax= kcat [E]T, and kcat = k2.  

Since Michaelis and Menten studies, it has been assumed that enzyme activity can be 

studied applying equation (2), obtaining data to fit that equation by performing 

measurements of the initial rate of product formation at different substrate 

concentrations.  

4.4.3. Results and discussion 

For a suitable evaluation of the influence exerted by macromolecular crowding on the 

kinetic parameters, one must consider at least two important features of the study. First, 

the reactions under investigation should be processes the kinetic behavior of which has 

an established and generally accepted interpretation. In our case, the reaction between 

NADH and pyruvate catalyzed by LDH is a well-known process following a Michaelis-

Menten mechanism and it can easily be monitored by UV-spectroscopy. Second, the 

crowding induced effect should be accounted only by the changes incurred by the 

crowding polymers with regard to its dimensions and concentration. Besides, as stated 

above, the selected reaction is accompanied by an insignificant variation of excluded 

volume during the progression of the reaction, owing to the small size of NADH, 

pyruvate, NAD+ and L-lactate.   

We studied how the selected system presents a different kinetic response than in dilute 

solution when different concentrations and sizes of Dextran are added to the reaction 

media. An initial linear decrease followed by a plateau is observed when measuring the 

absorbance of NADH at 320 nm in all the studied cases (results not shown). As explained 

in Material and Methods, initial velocity (v0) values were acquired by the fitting of the 

linear part of the absorbance-time plot for each sample.  

Figure 4.4.1 shows v0 values as a function of the substrate concentration. Each data 

point is obtained from the mean between 3 to 5 samples with the same reaction 

conditions in terms of substrates, enzyme and Dextran concentrations. Each figure, A to 

D, represents a given Dextran size, from the smallest to the biggest Dextran. Dextran 

concentration in mg/mL and excluded volume are directly proportional. A significant 
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dependence of v0 on both the excluded volume and the obstacle dimension is clearly 

found.  

Figure 4.4.1. v0 versus substrate concentration plot for the oxidation of NADH in presence of pyruvate catalyzed by 

LDH in Dextran crowded media with different Dextran sizes: (A) Mw = 50 kDa; (B) Mw = 150 kDa; (C) Mw = 275 kDa 

and (D) Mw = 410 kDa. In each figure, the curves corresponding to four Dextran concentrations are plotted: 0 mg/mL 

(solid square), 25 mg/mL (open circle), 50 mg/mL (solid up-triangle) and 100 mg/mL (open down-triangle).  

Figure 4.4.2 reveals that reaction rate decreases as a function of Dextran size when high 

Dextran concentrations (> 50 mg/mL) are used. In this case, the process behavior 

depends not only on the excluded volume but also on the dimension of the obstructive 

particles present in the reaction media. This result is consistent with the results of 

Homchaudhuri et al. [459]. These authors stated that alkaline phosphatase makes the 

hydrolysis of p-nitrophenyl phosphate with a velocity which depends on the crowder 

size for a given excluded volume conditions. They showed that for samples of Dextrans 

of about 20% (w/w) the reaction rates decrease with the increase of Dextran size: a 

decrease of about 2, 5 and 7-fold was observed for Dextrans of 15-70, 200 and 500 kDa, 
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respectively. However, it is in contrast with the results showed in our previous works 

[310,461] and with the results of Minton et al. [447,450,456]. In all these works, only 

excluded volume but not obstacle size was presented as a major factor influencing 

enzymatic reactions occurring in reaction media crowded by macromolecules.  

Figure 4.4.2. Example of v0 variation with Dextran size and concentration for the oxidation of NADH in presence of 

pyruvate catalyzed by LDH for three fixed substrate concentrations: 0.22 mM (A), 0.34 mM (B) and 0.40 mM (C). In 

each figure, three Dextran concentrations are plotted: 25 mg/mL (open circle), 50 mg/mL (solid up-triangle) and 100 

mg/mL (open down-triangle).  

The major difference between the studies is the relative dimension of the protein in 

respect to the obstacle. It has to be acknowledged that the size of alkaline phosphatase 

(105 kDa) is comparable with that of LDH (140 kDa). As such, the rate of the reactions 

they catalyze has similar behavior in crowded media unlike the rate of the other 

investigated processes catalyzed by much smaller proteins: alpha-chymotrypsin (25 kDa) 

and HRP (42 kDa). As revealed by Homchaudhuri et al. [459], occasioned by the big size 

of the protein, large crowding agents make enzyme and substrates to come across less 
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often. However, this effect is partially offset when using small obstacles and the 

decrease is less significant, due to a certain caging effect that causes an enhanced 

enzymatic activity. Our results underline the fact that the degree of crowding effect 

relies both on the size and concentration of the obstructive particles. In spite of that, 

the relative size of the enzyme in respect to the crowder seems to exert a significant 

influence when larger molecules are present in the system.  

The values of Michaelis Menten constants, Km and vmax, were estimated by fitting Eq. 2 

to each data set in Figure 4.4.1, in order to get information about how the excluded 

volume could affect the oxidation of NADH by LDH in crowded media. Figures 4.4.3 and 

4.4.4 show how Km and vmax are dependent on the amount of volume excluded by 

macromolecular inert obstacles. In fact, we can perceive that only high concentrations 

and large sizes of Dextran affect both vmax and Km values, whereas for smaller sizes of 

Dextran, the enzymatic system behaves in a similar way to our previous studies with α-

Chymotrypsin [310].  

Figure 4.4.3. Variation of 𝒗𝒎𝒂𝒙 values with Dextran size and concentration for the oxidation of NADH in presence 

of pyruvate catalyzed by LDH. The four Dextran sizes used are plotted: D50 (solid square), D150 (open circle), D275 

(solid up-triangle) and D410 (open down-triangle). 
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Figure 4.4.4. Variation of 𝑲𝒎 values with Dextran size and concentration for the oxidation of NADH in presence of 

pyruvate catalyzed by LDH. The four Dextran sizes used are plotted: D50 (solid square), D150 (open circle), D275 

(solid up-triangle) and D410 (open down-triangle).  

Firstly, examining vmax values we see (Figure 4.4.3 and Table 4.4.5) that they diminish 

with the increase of size and concentration of Dextran. In the Figure it is shown that the 

value of vmax in presence of D50, which size is lower than LDH, decreases slightly with 

respect to the value in diluted solution, but it is independent of the concentration of 

D50. Moreover, the presence of low concentrations (25 and 50 mg/mL) of D150 and 

D410, whose sizes are, respectively, equal and two times the LDH size, affects the value 

of vmax in the same sense, i.e. its value decays slightly with respect to the value in diluted 

solution, but it is independent of the concentration. However, high concentration of 

both Dextrans, D150 and D275, decreases hugely the value of vmax. In the same direction 

but even enhanced, the presence of a high concentration of D410, which size is three 

times the LDH size, causes biggest decreases of vmax. 

 
Concentation 

(mg/mL) 
𝒗𝐦𝐚𝐱 (mM/s) 𝑲𝐦 (mM) 

𝒗𝐦𝐚𝐱
𝑲𝐦

⁄  (s-1) r2 

Diluted 
Solution 

- 0.81 0.01 0.47  0.01 1.7  0.1 0.9825 

D50 25 0.63 0.02 0.45  0.01 1.4  0.1 0.9893 

 50 0.57  0.02 0.46  0.01 1.2  0.1 0.9758 

 100 0.54  0.05 0.46  0.01 1.2  0.1 0.9733 
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D150 25 0.53  0.03 0.43  0.01 1.2  0.1 0.9879 

 50 0.53  0.03 0.43  0.01 1.2  0.1 0.9820 

 100 0.21  0.01 0.34  0.01 0.6  0.1 0.9918 

D275 25 0.58  0.03 0.41  0.01 1.4  0.1 0.9865 

 50 0.59  0.02 0.41  0.01 1.4  0.1 0.9846 

 100 0.21  0.01 0.35  0.01 0.6  0.1 0.9965 

D410 25 0.59  0.02 0.43  0.01 1.4  0.1 0.9925 

 50 0.39  0.03 0.43  0.01 0.9  0.1 0.9855 

 100 0.11  0.07 0.37  0.01 0.3  0.1 0.9970 

Table 4.4.5. Obtained kinetic parameters for the kinetics of LDH under crowded media 

As stated previously, vmax is defined as vmax=kcat[E]T, with kcat=k2. Therefore, its decrease 

with high concentration or large size of Dextrans could be due to two main reasons: the 

variation of the effective enzyme concentration or the deviation of the catalytic rate 

constant (kcat). On the one hand, the excluded volume in crowded media is responsible 

for an increase of the effective enzyme concentration [300,447,456]. In fact, an increase 

of vmax in crowding situations is usually explained as a result of a raise in the effective 

enzyme concentration [305,457,460]. On the other hand, when a decrease in vmax is 

found in crowding situations, it is normally explained by the reduction of kcat as a result 

of conformational changes of the catalytic center of the protein derived from 

surrounding variations induced by the crowded media [305,313,455,464]. In our case, it 

is reasonable to assume that kcat would be unaffected by the presence of Dextran. Since 

the catalytic site is protected from the bulk solution, Dextran cannot denaturize or 

somehow alter the inner cavities of the protein in contrast with other molecules 

[301,305,313,455,457,464]. In fact, in this particular case we should also consider the 

comparable size between LDH and the obstacles to understand the decrease of vmax in 

crowded media. In presence of large obstacles, the comparable size between both, LDH 

and Dextrans, causes a reduction of the encounters between enzyme and substrates. 

On the contrary, a minor decrease in the vmax value is found in presence of small 

obstacles because the crowding effect is partially compensated by the improvement of 
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enzymatic activity that a certain cage effect can induce. In our opinion, only this situation 

could explain our results.  

Secondly, we analyzed the Km behavior. As it is shown in Figure 4.4.4 and Table 4.4.5, 

only a high concentration of large Dextran, 100 mg/mL of D150, D275 or D410, decays 

the Km value. As was explained in Materials and Methods section, the Michaelis-Menten 

constant is defined by Km=(k(-1)+k2)⁄k1 following the general chemical equation for 

enzymatic processes presented in Eq. 1.  

In a situation of diffusion control, an increase in Km value can be expected since the 

bimolecular constant (k1) will decrease with crowding [465,466]. In the literature, there 

are few works that report this situation [310,465–467]. In these reported cases, a high 

diffusion resistance in the sample is responsible of a Km increase with Dextran 

concentration. However, most of the enzymatic reaction studies in crowding situations 

showed a slight decrease in Km compared to that of the dilute solution. These studies 

excluded a diffusion control of the enzymatic process and the modification of k1 by the 

presence of crowding agents (e.g. [460]). A variation in kcat with crowding is usually 

found in the cases where a Km decrease is reported. The Km constant is sensitive to the 

sample composition since it depends on the substrate activity coefficient. Therefore, a 

decrease in Km with crowding is usually attributed to several factors. On the one hand, 

due to non-ideal conditions of the crowded solution, chemical activity of the substrate 

is modified. On the other hand, there is an increase of the activity coefficients relation 

between the free enzyme and the complex formed by enzyme and substrate [313,455]. 

Moreover, substrate binding event is depending on water activity, because both the 

substrate and the active site must be dehydrated for the binding to occur. Therefore, k2 

value may be affected. In our opinion, as it was explained in detail in our previous work 

[310], both hindered diffusion and alterations in the active site must be considered to 

better understand the results. In fact, the behavior showed in this study by Km at high 

concentration of large Dextrans is in agreement with these previous studies. In this case, 

at high concentration of large Dextrans, the decrease of both constants, vmax and Km, are 

in agreement with a decrease in the k2 value, which depends on the amount of 

encounters between enzyme and substrates. The existence of a high quantity of large 

Dextrans reduces the number of these encounters and consequently the constant value. 
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In addition, if we compute the vmax ⁄ Km ratio (Table 4.4.5), we observe a decrease in its 

value at high concentration of large Dextrans, which could indicate some possible effect 

of inhibition. Excess-substrate inhibition of rabbit muscle LDH is well documented for 

the case of pyruvate [468,469]. However, we observe a slight and constant decrease of 

the value of the vmax ⁄ Km ratio with respect to the case of diluted solution until the 

excluded volume achieves some limit value. This behavior suggests that the possible 

substrate inhibition reported in the earlier literature does not explain the obtained 

values. Recent simulation and experimental studies reported on diffusion processes of 

enzymes in crowded media [303,470] show that the effective diffusion coefficient is 

higher in dilute samples than in crowding situations. A decrease in the diffusion 

coefficient may imply a decrease in the bimolecular constant (k1) with crowding 

[465,466]. In a situation where the enzymatic reaction depends on the diffusion, the Km 

value should increase because of the decrease of k1. However, we find that Km remains 

constant until high concentration of large Dextrans. On the other hand, our results show 

that k2 decreases with crowding, which is in agreement with an activation control. Thus, 

a mixed activation-diffusion control could explain the rough decreases of the 

experimental fitted values of vmax and Km for high Dextran sizes and concentrations In 

particular, the decrease vmax is produced by the decrease of k2 with size and 

concentration of Dextrans. The quasi-constant value of Km can be seen as a result of the 

combined effect of the decreasing of the diffusion-controlled constant k1, with size and 

concentration of Dextrans and the decreasing of k2. This concordance breaks for high 

concentration of large Dextrans when Km is not constant anymore.  

In conclusion, our results reveal, on the one hand, that the initial velocity of the reaction 

depends on both the size and amount of Dextran present in the media. In addition, and 

in contrast with previous reported works, we have found that the enzyme relative size 

respect to the crowding molecules represents another important factor influencing the 

velocity of the reactions occurring in crowded media. When enzymes are small the 

reaction rate mainly relies on the excluded volume of the solution. However, for large 

enzymes (in our case LDH) the reaction rate is also influenced by the size of obstacles 

present in the reaction environment. On the other hand, we obtained a decrease in both 

Michaelis-Menten constants, vmax and Km, with the amount of crowding agent in the 
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sample, but this decrease is only significant in the case of samples with high 

concentrations of large Dextrans. The decrease in vmax also depends on the size of 

Dextran present in the media. This result is attributable to the activation control of the 

enzymatic process, but it must be taken into account the fact that as a result of the 

relative large size of LDH, large obstacles reduce the encounters among enzymes and 

substrates. However, an activation control of the LDH reaction is against the decay found 

in Km only in cases with high concentration of large Dextrans. This decrease can be 

explained by a mixed activation-diffusion control of this enzymatic process in crowding 

media produced by Dextrans. Only a mixed control can explain the behavior found in 

both Michaelis-Menten constants, and probably it is due to the relative large size of the 

LDH and the difference between the enzyme and the crowding agent size. In our opinion, 

the enzyme relative size with respect to the crowding agent represents a significant 

factor to be considered in enzymatic reaction studies carried out in macromolecular 

crowded media. 
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 Chapter 5: Effect of macromolecular 

crowding on the kinetics of glutamate 

dehydrogenase (GLDH) 

4.5.1. Introduction 

After having studied the impact of macromolecular crowding on the kinetics of LDH, as 

a determinant kinetic step in the Warburg phenotype of cancer cells, we next assessed 

the impact of crowding on the glutaminolytic pathway, which is also a major source of 

carbon and energy for cancer cells through TCA cycle anaplerosis, and identified as a 

phenotype-defining pathway in the metastatic cell models studied in Chapter 1 and 

Chapter 2.  

4.5.1.1. Glutaminolysis 

Glutaminolysis, as described throughout the introductory section of this work, is 

comprised by two sequential reactions that convert glutamine into α-ketoglutarate. The 

first, conversion of glutamine into glutamate, can be performed by three different 

enzymes (KGA, GAC or LGA) termed generally as glutaminase, which are encoded by two 

different genes (GLS1 and GLS2). Next, glutamate is converted into α-ketoglutarate by 

glutamate dehydrogenase (GLDH) and it can then enter the TCA cycle (4.5.1). 

 

Figure 4.5.1. Schematic representation of glutaminolysis. L-glutamine is converted into L-glutamate by glutaminase 

(PDB structure: 3VP1) and L-glutamate is converted into α-ketoglutarate in an NAD(P)+-dependent manner by 

glutamate dehydrogenase (PDB structure: 1L1F). Both deamination reactions require H2O and also yield ammonia. 

Throughout Chapter 1 and Chapter 2 of this work, we have identified that glutaminase 

protein expression levels in cancer cells are extremely sensitive to different 
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perturbations, such as amino acid starvation (e.g. arginine), acquisition of platinum 

resistance or cell aging, whereas the protein expression levels of GLDH remained largely 

unaltered. We selected GLDH as a model for study since, to our understanding, unlike 

glutaminase, it truly represents the flux through TCA cycle anaplerosis, whereas the 

previous step can be directed to other biosynthetic purposes such as glutathione, 

proline synthesis or urea cycle anaplerosis. 

Moreover, different classical kinetic studies established a marked negative cooperative 

behavior in GLDH kinetics and that its activity can be fine-tuned by a wide variety of 

allosteric effectors [471], as summarized in Table 4.5.2. In particular, GLDH is activated 

by ADP and inhibited by GTP or ATP, denoting a capacity to sense and respond to the 

mitochondrial energy status. In line with this, it is also inhibited by the presence of 

palmitoyl-CoA and other fatty acid-CoA esters, implying that the utilization of glutamine 

as a carbon and energy source for the TCA cycle is inhibited at the GLDH step when cells 

can oxidize fatty acids instead [471]. Collectively, all these regulation mechanisms 

support the notion that GLDH could be the limiting step of glutaminolytic TCA cycle 

anaplerosis in the mitochondria. 

ALLOSTERIC ACTIVATORS Adenosine diphosphate (ADP) 

Leucine 

Monocarboxylic acids  

ALLOSTERIC INHIBITORS Guanosine-5’-triphosphate (GTP) 

NADH 

Adenosine triphosphate (ATP) 

Steroid hormones such as diethylbestrol (DES) 

Hydrophobic compounds such as Palmitoyl CoA 

Zn2+ 

NEGATIVE COOPERATIVITY Coenzyme (NAD(P)+) 

SUBSTRATE INHIBITION Glutamate (high pH) 

α-Ketoglutarate (low pH) 

 

Table 4.5.2. Summary of glutamate dehydrogenase allosteric regulation. Adapted from Smith, T.J. and Stanley, C.A. 

Trends. Biochem. Sci. 2008 33: 557-564 [471]. 

Thus, in this Chapter, we hypothesized that the overall rate of glutaminolysis, 

determined by the GLDH reaction, could be heavily influenced by macromolecular 

crowding, as it occurs entirely inside the mitochondrial matrix, which is the intracellular 
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microenvironment with highest volume occupancies (up to 500 g/L) [472]. Bearing this 

in mind, we have performed a thorough study of the kinetic behavior of GLDH in absence 

and presence of macromolecular crowding mimicked by dextrans of different sizes and 

at different concentrations. 

Importantly, another important reason for choosing GLDH as a model for study in 

crowded media experiments is that, to our knowledge, the impact of macromolecular 

crowding on the cooperative behavior of oligomeric enzymes has not yet been 

addressed. 

4.5.1.2. Glutamate dehydrogenase 

GLDH in an homohexameric enzyme found in all living organisms that catalyzes the 

reversible oxidative deamination of glutamate to α-ketoglutarate by converting NAD+ or 

NADP+ (with nearly equal affinity in mammals [473]) to their corresponding reduced 

forms, NADH and NADPH. Importantly, product inhibition of GLDH by NADH has been 

reported previously [471]. Under physiological conditions in mammals, the GLDH 

reaction is expected to occur only in the oxidative deamination direction, due to the high 

KM for ammonia. However, a recent work by Spinelli et al. has postulated that the high 

ammonia concentrations found in cancer cells could force the reverse reaction [142].  

The GLDH homohexamer is assembled as a dimer of trimmers stacked directly on top of 

each other (4.5.3). Each subunit is composed of at least three domains: the bottom 

domain that makes extensive contacts with a subunit from the other trimmer, the NAD-

binding domain which is on top of the bottom domain and the antenna which rises 

above the NAD-binding domain and lies immediately behind the adjacent, counter-

clockwise neighbor [471]. 
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Figure 4.5.3. Glutamate dehydrogenase structure. Schematic representation of the six identical monomers of GLDH 

(shown in different colors). The NAD-binding domain (1), the catalytic cleft (2), the antenna (3) and the trimmer-

trimmer interaction loop (4) are highlighted. Adapted from Smith, T.J. and Stanley, C.A. Trends. Biochem. Sci. 2008 

33: 557-564. 

Substrate binds in the depths of the cleft between the NAD-binding domain and the 

bottom domain. Coenzyme binds on the NAD-binding domain and it closes down upon 

the substrate and coenzyme. As the catalytic site closes, the base of each antenna 

rotates out in a counter-clockwise manner, pushing away the pivot helix of the adjacent 

subunit. The three pairs of subunits move rigid towards each other, compressing the 

cavity at the core of the hexamer [474]. 

Unlike bacterial GLDH, only regulated at a transcriptional level, mammalian GLDH 

presents a rich variety of allosteric regulation, as described earlier in this section. The 

structural basis for such mechanisms lies in the antenna-like domain, only found in the 

allosteric regulated forms of GLDH [471]. 

On the other hand, the possible roles for negative cooperativity of GLDH are not 

completely understood, even if the main consequence of negative cooperativity is that 

enzymes displaying it become significantly less sensitive to fluctuations in substrate 

concentration[475]. This could be relevant in the case of GLDH, since decreasing its 

dependence on NAD+/NADP+ pools could magnify GLDH sensitivity to the energy status 

(ATP/ADP ratio), mitochondrial pH, or to the availability of fatty acyl-CoA esters (see 

Table 4.5.2).  
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4.5.1.3. Negative cooperativity of GLDH 

Glutamate dehydrogenase exhibits an unusual kinetic behavior with an unclear 

physiological role, negative cooperativity. This phenomenon was first reported for this 

enzyme in 1969 [476], in a study in which deviation from Michaelis-Menten behavior 

was detected when varying NAD+ and NADP+ concentrations.  

Negative cooperativity in GLDH is caused by coenzyme-induced conformational changes 

and requires a dicarboxylic acid substrate or an analog with a 2-position substituent 

[473]. With alternative amino acidic substrates, such as norvaline, cooperative 

interactions are absent [476]. 

Over the years some studies have explained negative cooperativity in GLDH with a 

compulsory order mechanism, two different mechanisms depending on pH. However, 

some mathematical inconsistencies detected in 1970 [477] provided clear proof that the 

enzyme does not follow a compulsory mechanism. Independent evidence [478] for a 

random-order mechanism obtained by studying isotope exchange at equilibrium was 

also found. Although alternative models have been proposed [479], a model to explain 

the negative cooperativity in GLDH is still not found. 

The unusual kinetic behavior exhibited by glutamate dehydrogenase has been 

attributed to the interactions between its six sites (or subunits) and also by different 

conformational transitions. The presence of cooperativity caused by interactions within 

the sites was demonstrated by the ideal kinetic behavior presented by a bacterial form 

of the enzyme when performing experiments deactivating five of the six subunits [480] 

[34]. By mutating tryptophan and phenylalanine residues at the trimer-trimer interface 

results suggest that conformational transitions between different active sites mediate 

the cooperative behavior [481]. 

4.5.2. Theoretical framework 

The behavior of an oligomeric enzyme, with s sites, can be described by the following 

reaction scheme: 

        (1)  
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where -E represents the free binding sites, S is the substrate and -ES are the occupied 

sites. Kc is the mean effective association function of the substrate at each different 

value of substrate concentration, [S], and can be expressed as [482]: 

𝐾𝑐([𝑆]) =
[𝐸−𝑆]

[𝐸−]·[𝑆]
=

1

[𝑆]
· (

𝜃

1−𝜃
) =

1

[𝑆]
· (

𝜈

𝑠−𝜈
)    (2) 

𝜈 is the average number of occupied sites, and it is related to the fractional occupancy 

of the sites, 𝜃, as: 

𝜈 = 𝑠 · 𝜃      (3)  

The fractional occupancy can be experimentally approximated as a ratio between the 

initial and maximum velocities of the reaction (2) and, therefore, the average number 

of occupied sites also depends on that ratio: 

𝜃 ≡
𝑣0

𝑣𝑚𝑎𝑥
 ;  𝜈 ≡ 𝑠 ·

𝑣0

𝑣𝑚𝑎𝑥
      (4) 

where v0 is the initial rate and vmax is the maximum velocity. 

With this kinetics parameters, the mean effective association function (2) can also be 

written as: 

𝐾𝑐(𝑆) ==
1

[𝑆]
· (

𝑣0

𝑣𝑚𝑎𝑥−𝑣0
)     (5) 

In terms of the macroscopic or stoichiometric association constants (Ki), the average 

number of occupied sites can be written in terms of the Adair’s equation [483]: 

𝜈(𝑆) =
∑ 𝑗·𝑏𝑗·[𝑆]𝑗𝑠

𝑗=1

∑ 𝑏𝑖·[𝑆]𝑖𝑠
𝑖=0

   ;   𝑏𝑗 ≡ ∏ 𝐾𝑖  ;   𝑏0 = 1
𝑗
𝑖=1     (6) 

Where j represents the number of catalytic centres (j=1,…, s) and bj parameters are the 

products of the macroscopic association constants (Ki). 

The Adair equation can also be expressed in terms of the binding polynomial, Ξ(𝑆), 

which is the macrocanonical partition function of the sites, Ξ(𝑆) = ∑ 𝑏𝑗[𝑆]𝑗𝑠
𝑗=0  

[484,485]. Then 

𝜈(𝑆) =
𝜕𝑙𝑛Ξ(𝑆)

𝜕(𝑆)
 ⇒  𝜈(𝑆) = 〈𝑗〉 = ∑ 𝑝𝑗𝑗𝑠

𝑗=0     (7) 
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where, pj, are the probability of have j sites occupied, 𝑝𝑗(𝑆) = 𝑏𝑗[𝑆]𝑗 Ξ(𝑆) 𝜖(0,1)⁄ . With 

this interpretation, the coefficients of the binding polynomial can be seen as the 

canonical partition function of the macrostates with j occupied sites. 

It is important to define the intrinsic constants and its relation with the macroscopic 

ones. An intrinsic constant, 𝐾𝑗
𝑖𝑛𝑡, is an effective association constant that represents the 

average binding properties of a site when (j-1) sites have already been occupied, 

independently of the statistical factor of choosing a specific free site between the total 

of (s-j) free sites. The relationship between macroscopic or stoichiometric and the 

intrinsic constants are given elsewhere [485,486]: 

𝐾𝑗 = (
𝑠−𝑗+1

𝑗
) · 𝐾𝑗

𝑖𝑛𝑡      (8) 

4.5.2.1. Non-cooperative behavior 

The non-cooperative or ideal behavior corresponds to the Michaelis-Menten [463] 

model. It is important to describe this model because it is commonly used to 

characterize kinetic behaviors, even when they are cooperative. 

First, the model involves an enzyme (E) which is combined with the substrate (S) in a 

first and reversible step to form the enzyme-substrate complex (ES). The dissociation of 

this complex yields to the product (P) and the recovery of the enzyme. This can be 

schematized as: 

     (9) 

Where kf and kb are the rate constants of formation (forward) and decomposition 

(backward) of the complex, respectively, and kcat is the rate constant for product 

formation (catalytic). By assuming that product formation is an irreversible step and 

supposing the stationary state conditions, i.e. assuming constant value for the complex 

concentration, which holds for cases of excess substrate concentration (constant) over 

enzyme concentration, the Michaelis-Menten equation for the initial rate (v0) can be 

written down as [463]: 

𝑣0 =
𝑣𝑚𝑎𝑥·[𝑆]

𝐾𝑀+[𝑆]
       (10) 
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where vmax is the maximum velocity and can be expressed as: 

𝑣𝑚𝑎𝑥 = lim
[𝑆]→∞

𝑣0 = 𝑘𝑐𝑎𝑡 · [𝐸]    (11) 

and Km is the pseudo-dissociation constant for the complex, which is named as Michaelis 

constant, and can be related to the enzyme affinity for the substrate: 

𝐾𝑀 ≡
[𝐸][𝑆]

[𝐸𝑆]
=

𝑘𝑐𝑎𝑡+𝑘𝑏

𝑘𝑓
              (12) 

The Michaelis-Menten equation gives a sigmoidal behavior, typical for non-ideal 

behavior or non-cooperativity behavior (4.5.4).  

 

 

 

 

 

Figure 4.5.4. Plot of the Michaelis-Menten equation as the variation of the initial rate with substrate concentration. 

The parameters vmax and KM are used to describe kinetic behaviors even when they are 

cooperative; in that case they are used as apparent parameters (vmax
app, KM

app) 

𝑣0 =
𝑣𝑚𝑎𝑥

𝑎𝑝𝑝·[𝑆]

𝐾𝑀
𝑎𝑝𝑝+[𝑆]

      (13) 

The non-cooperative case can be also described by Adair’s equation (6) in which the 

association intrinsic constants of all the sites will be equal: 

𝐾𝑐
𝑖𝑑 ≡ 𝐾 = 𝐾1

𝑖𝑛𝑡 = ⋯ = 𝐾𝑠
𝑖𝑛𝑡 = 𝐾𝑀

−1   (14) 

and 

𝜈𝑖𝑑([𝑆]) =
𝑠·𝐾·[𝑆]

1+𝐾·[𝑆]
      (15) 

If the expression is rearranged in terms of the Michaelis constant, which is the inverse 

of an association constant, the Michaelis-Menten equation is obtained 

𝜈𝑖𝑑([𝑆]) =
𝑠·[𝑆]

𝐾𝑀+[𝑆]
 ; 𝐾𝑐

𝑖𝑑 ≡ 𝐾 = 𝐾𝑀
−1   (16) 
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In general, 𝐾𝑐
𝑖𝑑 ≡ 𝐾, can be obtained as: 

𝐾𝑐
𝑖𝑑 ≡ 𝐾 = lim

[𝑆]→0
𝐾𝑐 = 𝐾1

𝑖𝑛𝑡 =
𝐾1

𝑠
     (17) 

4.5.2.2. Negative cooperativity model for hexameric enzymes 

One of the objectives of this study was to properly define the cooperative behavior of 

GLDH by proposing a model that fits the experimental data and allow some 

interpretation of its functioning. To this end and owing to the background of the group 

[37], some microscopic models compatible with the Adair’s equation (see section 3.1) 

were proposed and are outlined. 

The {bj} parameters of Adair’s equation in the proposed models depend on other 

microscopic parameters, in which are included microscopic association constants, {kj}, 

and the interaction between trimmers. Four types of models have been proposed 

varying the number and type of these parameters, they can be schematized as: 

Two parameters (k1, k2) 

 

Three parameters (k1, k2, k3) 

 

Four parameters (k1, k2, k3, w), with an alternated conformation of the two trimmers 

 

Four parameters (k1, k2, k3, w’) with an eclipsed conformation of the two trimmers 
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The terms of the interaction between trimmers (w and w’) are Boltzmann’s factors 

associated to the free energy of interactions: 

𝑤 = 𝑒−𝐸𝑖𝑛𝑡/𝑘𝐵𝑇  ;  𝑤′ = 𝑒−𝐸𝑖𝑛𝑡
′ /𝑘𝐵𝑇     (18) 

Where Eint is the energy associated with the interaction, kB is Boltzmann constant and T 

is temperature. 

In table 4.5.5, the relationship between {bj} parameters and the microscopic association 

constants {kj} is presented for the four different models, obtained from mechanical 

statistics development in the microcanonical collective. 

bi Config. 
Statistical 

weight 

Relationship of microscopic parameters 

2 parameters  

(k1, k2) 

3 parameters  

(k1, k2, k3) 

4 parameters  

(k1, k2, k3, w) 

4 parameters  

(k1, k2, k3, w’) 

0 
 

1 1 1 1 1 

1 
 

6 6k1 6k1 6k1 6k1 

2 
 

9 

9k1
2 + 6k1k2 9k1

2 + 6k1k2 
3k1

2+6k1
2w + 

6k1k2 

6k1
2+3k1w’ + 

6k1k2 

 
6 

3 
 

18 

18k1
2k2 + 2 k1k2

2 18k1
2k2 + 2k1

2k3 
12k1

2k2w+6k1
2

k2w2 + 2k1
2k3 

12k1
2k2w’+6k1

2k

2 + 2k1
2k3 

 
2 

4 
 

9 

9k1
2k2

2 + 6k1k2
3 9k1

2k2
2 + 6k1

2k2k3 

3k1
2k2

2w2+6k1
2

k2
2w3 + 

6k1
2k2k3w2 

3k1
2k2

2w’+6k1
2k2

2w’2 + 6k1
2k2k3w’ 

 
6 

5 
 

6 6k1k2
4 6 k1

2k2
2k3 6 k1

2k2
2k3w4 6 k1

2k2
2k3w’2 
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6 
 

1 k2
6 k1

2k2
2k3

2 k1
2k2

2k3
2w6 k1

2k2
2k3

2w’3 

 

Table 4.5.5. Relationship of microscopic parameters for each bi parameter and schematic representation of 

substrate binding on the possible configurations 

It should be noticed that for each configuration there is a product of microscopic 

association parameters {kj}, and the resulting bi parameter is the sum of the products 

for all the possible configurations. 

These bi parameters are introduced in Adair’s equation to obtain the final fitting 

equation for each model. The data was fitted by a least square adjustment with GNU 

Octave, varying the microscopic parameters. 

4.5.3. Results and discussion 

4.5.3.1. Kinetic characterization of negative cooperativity of GLDH in 

dilute solution 

First, we obtained experimental initial velocities as a function of NAD+ for a range of 

NAD+ concentrations evenly distributed between 0.1 and 2 mM (4.5.6.A), maintaining a 

constant excess concentration of L-glutamate so that the reaction can be considered as 

monosubstrate. All these experiments were performed in dilute solution conditions. As 

expected, the Scatchard plot (4.5.6.B) presented the typical curvature expected for 

negative cooperativity. This dilute solution data was fitted into the different microscopic 

models proposed in Section 4.5.2.2. 

 

Figure 4.5.6. Initial rate variation with substrate concentration (A) and Scatchard plot (B) of the experimental data 

obtained in dilute solution conditions. Substrate (S) concentration (NAD+) was increased from 0.1 to 2 mM. Data 

shown represents mean ± SD of n = 10-15.  



Results and discussion 

 

 
232 

In order to fit the data to the proposed models, it was necessary to obtain the vmax value, 

which was initially obtained by fitting our data to the Michaelis-Menten equation (13) 

using Origin 7. The vmax
app value obtained was (1.39 ± 0.03)·10-6 M·s-1.  

Next, we fitted the obtained experimental data to the four proposed models, using GNU 

Octave. The obtained results with the four different models are presented in the form 

of v vs. [S] representation and Scatchard plot (4.5.7).  

  

Figure 4.5.7. Variation of the average number of occupancy with substrate concentration (A) and Scatchard plot (B) 

of the experimental data and the fittings to the different models (different numbers of parameters). In the Scatchard 

plot, the ideal behavior expected is also plotted (depends on k1 obtained by fitting). 

The plot for v on substrate concentration (4.5.7.A) showed a good fitting for all the 

models, although the 3 parameters and 4 parameters (w’) models seemed to fit better 

the experimental data. On the other hand, the fitting of each model in a Scatchard plot 

(4.5.7.B) showed that only the 3 parameters and the 4 parameters (w’) models achieved 

a proper fitting of the data. The 2 parameters model seemed to represent a non-

cooperative behavior and the 4 parameters (w) clearly did not fit the data. 

In order to numerically compare the models, the values and errors of the microscopic 

parameters and also the reduced chi-squared, 𝜒𝑟
2, for every model are depicted (in Table 

4.5.8). 

Model Fitted parameters 𝝌𝒓
𝟐 

2 parameters k1 1.91 ± 0.10 (mM) 0.0618 

k2 1.72 ± 0.02 (mM) 

3 parameters k1 2.8 ± 0.3 (mM) 0.0590 

A B 
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k2 1.0 ± 0.2 (mM) 

k3 2.6 ± 0.4 (mM) 

4 parameters (w) k1 3.6 ± 1.3 (mM) 0.0674 

k2 1.2 ± 1.3 (mM) 

k3 14 ± 8 (mM) 

w -(5 ± 2) ·102  

4 parameters (w’) k1 2.3 ± 0.4 (mM) 0.0592 

k2 1.4 ± 0.6 (mM) 

k3 8 ± 5 (mM) 

w' (3.9 ± 1.2)·102  

 

Table 4.5.8. Parameters values and reduced chi-squared, 𝝌𝒓
𝟐, obtained from fitting the experimental data to four 

different models.  

The first two models have reasonable microscopic parameters and their corresponding 

errors. The 4 parameters (w) model has greater relative errors and a negative constant, 

which means that it does not fit well the data, which is in accordance with the graphical 

representation (4.5.5.B). The 4 parameters (w’) model has also higher errors than the 2 

and 3 parameters models. 

In terms of χ2 reduced, the 3 parameters model has the smallest χ2 reduced. Therefore, 

the 3 parameters model is the one that fitted best the experimental data and, 

consequently, the one that defines better with the minimum number of parameters 

GLDH’s negative cooperativity. 

In Figure 4.5.7, the fitting of the data to the 3 parameters model can be seen in different 

plots. It is also noteworthy that the Kc plot (4.5.7.C) showed a decrease relative to the 

ideal behavior depicted in the graphical representation. 
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Figure 4.5.7. Alternative graphical representations of the fitting to the 3p model. Variation of the initial rate with 

substrate concentration plot (A), Scatchard plot (B) and variation of the effective association constant (Kc) with 

substrate concentration plot (C) of the experimental data and the fitting to the 3 parameters model. The ideal or non-

cooperative behavior is shown in B and C, with its deduction. 

The {bj} parameters and the intrinsic association constants (8) obtained by fitting the 

data are depicted in Table 4.5.8. 

Fitted {bj} parameters 

b1 (mM-1) b2 (mM-2) b3 (mM-3) b4 (mM-4) b5 (mM-5) b6 (mM-6) 

17 ± 2 (9 ± 2)·10 (1.5 ± 0.4)·103 (10 ± 4)·10 (2.1 ± 1.3)·10 1.4 ± 1.5 

 

Intrinsic association constants (mM-1) 

K1
int

 K2
int K3

int K4
int K5

int K6
int 

2.8 ± 0.3 2.1 ± 0.2 1.6 ± 0.2 1.4 ± 0.2 1.6 ± 0.2 2.6 ± 0.4 

Table 4.5.8. Values for the {bj} parameters and the intrinsic association constants obtained by fitting the experimental 

data to the proposed model. 
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The values of the intrinsic association constants allow us to predict the mean affinity of 

the enzyme for the substrate at every situation. As can be deduced by observing the 

values of the Ki
int in Table 4.5.8, the enzyme seems to present negative cooperativity, 

the constants values decrease, until four substrates are bind. It also seems to recover its 

initial affinity in the last two binding events. This behavior can be clearly seen when 

representing the intrinsic association constants and the variation of the effective 

association constant (Kc) with the average number of occupied sites (4.5.9). 

 

Figure 4.5.9. Plot of the intrinsic association constants (Ki
int) values and the variation of the fitted mean effective 

association constant (Kc) with the average number of occupied sites (ν). 

Although it seems to recover its initial association affinity, there is not an experimental 

evidence about this because the last experimental point was obtained before ν=5 (it can 

be clearly seen in the Scatchard plot in 4.5.7.B). It was not possible to obtain values at 

higher site occupancies than ν=5 in the conditions of this work since the assumption of 

excess glutamate would be compromised and the reaction could not be considered as 

monosubstrate. These results are further discussed in Section 4.5.3.3. 

4.5.3.2. Kinetic characterization of GLDH under crowded media 

Effect of the crowder concentration 

To focus only in the effect of crowder concentration, the results shown in this section 

were all obtained working with the same size of Dextran, which is 250 kDa. This size was 

chosen due to its similarity to the enzyme size (310-350 kDa). He hypothesized that using 

crowders with similar size to the enzyme increases the crowding effect, as previous 

results by our group and others suggested [487].  
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Figure 4.5.10. Experimental data obtained for the variation of the initial rate with substrate concentrations in dilute 

solution conditions and working with different concentrations of 250 kDa Dextran (crowder). 

In Figure 4.5.10, the experimental data obtained in dilute solution conditions and with 

increasing concentrations of Dextran is displayed. First, it can be noticed that the initial 

rates generally decrease in crowded media and tend to decrease more with crowder 

concentration. It follows that vmax seems to decrease in crowded media. Secondly, the 

greater decrease in the initial rate corresponds to 150 g·L-1 concentration. This curve 

presents a different shape than the rest of curves. 

Finally, fittings to Michaelis-Menten equation were performed to the data in order to 

quantify variations in the kinetic parameters. Although this enzyme does not behave 

ideally, this strategy is a simple way to compare the effect of crowding in terms of the 

kinetic parameters, which in this case, as our enzyme is cooperative, they are apparent. 

 Dilute 

solution 

Dextran 

 25 g·L-1 

Dextran 

 50 g·L-1 

Dextran 

 100 g·L-1 

Dextran 

 150 g·L-1 

Km
app (mM) 0.58 ± 0.03 0.73 ± 0.06 0.60 ± 0.06 0.58 ± 0.08 ~ 3 

vmax
app (10-7 M·s-1) 13.9 ± 0.3 14.2 ± 0.5 12.5 ± 0.5 10.9 ± 0.5 ~ 10 

 

Table 4.5.11. Michaelis constant and maximum velocity values obtained by fitting the experimental data in several 

crowded conditions to a Michaelis-Menten equation using Origin. The crowder size used was 250 kDa. 

The results of the fitting to Michaelis-Menten equation are shown in Table 5. The 150 

g·L-1 data was not well fitted to Michaelis-Menten equation due to its shape, the results 

shown for this data can only be taken as orientative. The Michaelis constant remains 

practically equal for all the crowded conditions except for the highest one, in which Km 



Results and discussion 

 

 
237 

seems to increase. Maximum velocity decreases with crowder concentration as 

predicted by observing the plot. For 25 g·L-1 of crowder concentration vmax is almost 

equal to the one obtained in dilute solution, but the initial rates in general are lower 

than in dilute solution (as seen in Figure 15). The maximum velocity of 150 g·L-1 seems 

to be lower than the value obtained by the fitting. 

In conclusion, the concentration of crowder diminishes initial rates and maximum 

velocity but does not affect Km it seems to increase at high concentrations of crowder. 

Effect of the crowder size 

It is also important to analyze the effect of crowder size. For this purpose, experimental 

data obtained with different concentrations and sizes of Dextran is depicted in this 

section. 

For 25 and 100 g·L-1 crowder concentrations the initial rate remains essentially equal 

independently of the crowder size used as can be seen in Figure 4.5.12. 

 

Figure 4.5.12. Experimental data obtained for the variation of the initial rate with substrate concentration working 

in dilute solution conditions and with two concentrations: 25 g·L-1 (A) and 100 g·L-1 (B). Both were obtained with 

different Dextran sizes: 60, 250 and 500 kDa. 
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Experimental data for 150 g·L-1 of crowder with different sizes is shown in Figure 4.5.13. 

Figure 4.5.13. Experimental data obtained for the variation of the initial rate with substrate concentration working 

in dilute solution conditions and with a 150 g·L-1 concentration and different Dextran sizes (60, 250 and 500 kDa). 

It can be noticed that the initial rate, for a 150 g·L-1 crowder concentration, depends on 

the crowder size and it depends in an unexpected manner. The decrease on the initial 

rate is higher with the 250 kDa Dextran, which is the intermediate crowder size used. 

The 500 kDa Dextran has less decreasing effect than the 250 kDa and the 60 kDa Dextran 

has the lower decreasing effect.  

To properly analyze the effect of the different size in 150 g·L-1 crowder concentration, it 

would be useful to fit the data to a Michaelis-Menten equation to compare the kinetic 

constants but, due to the shape of the obtained curves, it was not possible to fit the data 

correctly to that model. 

4.5.3.3. Negative cooperativity in crowded media 

The last objective of this work was to analyze the cooperative behavior of the enzyme 

in crowded media. With this purpose, some data series obtained in crowded conditions 

(Dextran 250 kDa) were fitted to the proposed model (3 parameters).  
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Figure 4.5.14. Variation of the initial rate with substrate concentration (A), Scatchard (B) and variation of Kc with 

substrate concentration (C) plots of the experimental data in dilute solution and in crowded conditions (250 kDa) 

and fittings to the model proposed (3p). To clarify the goodness of the fitting, the Scatchard plot (B) does not include 

errors. 

As shown in Figure 4.5.14, the fitting of the data was performed with great results. All 

the plots corroborate that the 3 parameters model proposed is capable to fit the data in 

crowded conditions. Now, to properly analyze the effect of crowding in the cooperative 

behavior of GLDH the values obtained for the fitted parameters are depicted in Table 

4.5.15. 

 

Conditions k1 (mM-1) k2 (mM-1) k3 (mM-1) 𝜒𝑟
2 

Dilute solution 2.8 ± 0.3 1.0 ± 0.2 2.6 ± 0.4 0.059 

25 g/L crowding agent 2.3 ± 0.3 0.7 ± 0.2 2.6 ± 0.6 0.031 
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50 g/L crowding agent 2.9 ± 0.4 0.9 ± 0.2 2.7 ± 0.6 0.032 

100 g/L crowding agent 2.1 ± 0.5 1.2 ± 0.3 2.0 ± 0.5 0.093 

 

Table 4.5.15. Parameters obtained by fitting the experimental data to the proposed model (3 parameters) and 

reduced chi-squared, 𝝌𝒓
𝟐, of the fitting. 

The first thing that should be noticed is that the reduced χ2 for the 25 and 50 g·L-1 is 

lower than the obtained fitting dilute solution data, which means that the fitting is even 

better for these crowding conditions. For the 100 g·L-1 the reduced χ2 is worse that for 

the dilute solution fitting, which is probably caused by some dispersion on the shape of 

the curve. Now, focusing on the parameter’s values, it can be seen that they remain 

equal with increasing crowder concentrations. Even the 100 g·L-1 the parameters are 

practically equal to the rest of parameters for different conditions. The explanation for 

these results would be discussed in the section below. 

First, four cooperative models were proposed to characterize the negative cooperativity 

observed in glutamate dehydrogenase. The fitting of the experimental data to the 

models revealed that the best model, with the minimum number of parameters, is the 

one with 3 parameters. Therefore, this was chosen to explain the cooperative behavior 

and also to fit the data obtained in crowded conditions. The proposed model has only 

microscopic association constants (it does not include the interaction between trimmers 

term), which means that the enzyme works as two equal trimmers. In each trimmer, the 

union of a substrate to a site affects the rest of the sites. 

Analyzing the intrinsic constants obtained, it can be seen that the enzyme decreases its 

affinity for the substrate until the first four sites are occupied and, in the last two, it 

seems to recover its initial affinity. This combination of two different behaviors could be 

explained by: the presence of negative cooperativity, until the fourth site is occupied. 

But, considering that there is experimental evidence only before the fifth intrinsic 

association constant (or ν=5), this recovery cannot be confirmed. To obtain data with 

substrate concentration above the concentrations used in this study is necessary to 

rethink all the experiments, due to the fact that in higher substrate concentrations 

glutamate would not be in excess and the reaction could not be considered as 
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monosubstrate. Besides, to increase the concentration of glutamate increments the 

possibilities of substrate inhibition[29].  

The proposed model was also used to explain the negative cooperativity on Aspartate 

carbamoyltranferase, which is also an hexameric enzyme that presents negative 

cooperativity. Experimental data from other studies[38] was fitted to all the models and 

the one that fitted better the data was also the 3 parameters model. It allows us to think 

that it is a promising model that could bring some light into the negative cooperative 

behavior topic. 

The next point is the effect of macromolecular crowding on the kinetics of our enzyme. 

From here we found that crowding, in general, decreases the apparent maximum 

velocity but does not alter the apparent Michaelis constant until high concentrations of 

crowder.  

The alteration of vmax
app could be attributed to a decrease in kcat (vmax=kcat · [E]), which is 

normally caused by conformational changes[20]. The hypothesis of the conformational 

changes can be refused due to the results of negative cooperativity in crowded media, 

which are equal to the ones obtained working in solution. It is difficult to think that 

crowding changes the enzyme conformation without altering the binding sites and, 

therefore, the cooperativity mechanism. Instead of that and as no evidence of the 

decrease of the catalytic constant has been found, the decrease in vmax
app could be 

attributed to inhibition by product, which has previously been reported for this 

enzyme[29]. 

The increase in Km has only been seen in the highest crowder concentration but it could 

mean that in high crowding conditions the control of the reaction is by diffusion, as 

reported for other enzymes[20]. 

Consequently, as the ratio vmax
app/Km

app is decreasing, a mixed inhibition mechanism 

could explain the results[22, 36]. The mixed inhibition mechanism can be schematized as: 

       (19) 
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Where the product (P) acts as a mixed inhibitor, instead of a competitive inhibitor, due 

to the fact that it binds to a different form of the enzyme (E’) than the one that substrate 

binds (E). The effect of this inhibition affects the vmax
app/Km

app ratio as: 

𝑣𝑚𝑎𝑥
𝑎𝑝𝑝

𝐾𝑚
𝑎𝑝𝑝 = (

1

1+
[𝑃]

𝐾𝑖𝑐

) ·
𝑣𝑚𝑎𝑥

𝐾𝑚
 ; 𝐾𝑖𝑐 =

(𝑘−1+𝑘2)·𝑘3

𝑘1·𝑘−2
   (20)  

As can be seen in Eq. 13, the term multiplying the vmax/Km ratio is <1 and, therefore, it is 

able of diminish the value of vmax
app/Km

app if it decreases with crowding. Crowding 

increases the effective concentrations of the species present in solution and, therefore, 

it increases the product concentration. If product concentration is higher, the term 

multiplying the vmax/Km ratio decreases and the apparent maximum velocity decreases.  

The following topic to discuss is the effect of crowder size. It has been found that, only 

in the highest crowding conditions, the initial rates depend on the size of the crowding 

agent. In fact, the size that highly affects the rates has a 250 kDa size. Considering that 

our enzyme size is about 310-350 kDa, it seems that the crowder with similar size to the 

enzyme is the one exerting a highest effect. The effect of the crowder size in this case is 

similar than in other enzymes reported as ALKP [459] and MDH [454]. As previously 

mentioned, this size-dependence effect can be explained by the rise of depletion forces 

[487]. 

Finally, the effect of macromolecular crowding on negative cooperativity has been found 

to not affect the values of the parameters, which means that the cooperative behavior 

of GLDH is not affected by crowding.  

These results suggest that crowding is not affecting the enzyme conformation, because 

it would probably alter the cooperativity exerted by GLDH. Instead of that, it seems more 

likely to think that crowding is only diminishing the diffusion and hindering the 

encounters between the substrates and the enzymes. Binding experiments in crowded 

media would be a great alternative to confirm and corroborate the results presented in 

this study. 
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5. General discussion 

Cancer is a heterogeneous group of diseases with multiple layers of complexity that 

accounts for the majority of disease-related deaths [1]. Due to its complex nature and 

multilevel organization, approaching it through one single scientific discipline provides 

only a picture of one of such layers and tackles only a small fraction of the problem, 

deeming to non-definitive improvements and incomplete solutions. Instead, to fully 

comprehend and confront cancer, knowledge from many distinct areas must be 

gathered and integrated. Namely, cell, tissue and organism physiology, histology, 

genetics, nutrition, molecular and cell biology, biochemistry, biophysics, toxicology, 

among a long etcetera. 

In this work, we have intended to contribute to the understanding of the two main 

cancer features that drive to malignancy and therapeutic failure: metastasis [7,488] and 

drug resistance [6,12,489], by combining different perspectives and approaches from 

the fields of metabolomics, molecular biology, biophysics and drug discovery 

approaches. 

First, we have encountered several potential metabolic correlations to tumorigenic 

potential in a cell panel of CRPC, validating such findings in two extreme cell models of 

metastatic progression derived from PC-3. Metabolomic characterization of different 

stages of prostate cancer can lead not only to better therapeutic options, but also to the 

identification of new potential biomarkers with improved predictive capacity.  

In this regard, we have identified that highly tumorigenic CRPC is markedly vulnerable 

to glutamine restriction and accumulates higher amounts of intracellular polyamines 

and reduces their secretion to the extracellular medium. Potentially, these polyamine 

reservoirs can fuel a situational activation of methionine scavenging pathway, under 

increased nucleotide demand. Also, polyamines could be an alternative mechanism to 

fine-tune ROS homeostasis, since the situational shift towards their synthesis or 

oxidation can either produce or scavenge ROS [134]. On the other hand, intracellular 

accumulation of polyamines could also be understood as a consequence of a highly 

active methionine recycling through higher AMD1 activity in these cell lines, as discussed 
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through Chapter 1. Our results are supported by recent works that link these pathways 

with mTORC1 signaling [346] or sustain that polyamine biosynthesis can unveil novel 

vulnerabilities of CRPC [345]. Either case, our results delineate the suitability of 

intracellular polyamine content as a putative biomarker of remarkably tumorigenic and 

metabolically-plastic CRPC phenotypes. This find is biomedically relevant considering 

the emerging controversy on the PSA screening [319,490]. Indeed, the reliance on PSA 

as a biomarker has led to overtreatment with aggressive chemotherapy in PCa cases in 

which surveillance of the non-aggressive tumor could have been sufficient[319], since 

PSA is not able to discriminate between aggressive and benign subsets of the disease 

[490].  

Additionally, our results also unveiled a significant metabolic rewiring of the urea cycle 

and subsequently of polyamine metabolism that is ubiquitously present across very 

different CRPC phenotypes and that could be therapeutically approachable, as we have 

already proven in vitro, through specific arginine deprivation therapies that are already 

reaching the clinics for other types of cancer [92,491]. 

 

Figure 6.1. Schematic representation of the proposed rewiring of urea cycle in CRPC  

Indeed, this set of interconnected metabolic pathways comprising arginine, glutamine 

and proline metabolism, the urea cycle and polyamine metabolism have also been 

identified as important for the acquisition of multiplatinum resistance in Chapter 2. This 
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observation rises the possibility that these pathways represent a common metabolic 

signature that can be ascribed to different cellular processes associated to cancer 

malignancy. In this regard, we identified that the extent to which cancer cell metabolism 

needs to be reprogrammed in response to achieve prolonged platinum resistance 

depends on the metabolic phenotype of the tissue of origin: highly glycolytic phenotypes 

are per se compatible with the acquisition of platinum resistance and only minor 

metabolic alterations are required, whereas tumors that prominently rely on OXPHOS 

need to completely rewire their energy and carbon sources to be able to cope with 

platinum-induced ROS. 

Pharmacological management of platinum resistance in the clinics persists to be an 

urgent issue to be faced, as many cancer patients rely on platinum drugs as the only 

effective therapeutic option. The metabolic characterization performed in the 

multiplatinum resistant cell lines in Chapter 2 has also unveiled a common set of 

metabolic features that are altered in the same direction in both CRPC and CRC. This 

paves the way for targeting the metabolic rewiring underlying the acquisition drug of 

resistance.  

In addition to characterizing in depth the metabolic reprogramming associated to 

resistance to platinum compounds already used in the clinics, we also explored the 

possibility to design of novel platinum drugs able to counter platinum-resistant tumors. 

The rational basis of this second parallel strategy is to exploit the fact that Pt(IV) 

compounds are emerging as relevant therapeutic tools in oncology, due to the 

possibility to rationally design the additional axial ligands to modulate pharmacokinetic 

properties, improving drug activity, selectivity and safety profiles [292]. Additionally, 

due to their higher oxidation state, Pt(IV) drugs can potentially further disrupt the redox 

homeostasis of cancer cells, which we identified as a crucial feature for CRPC and CRC 

resistant models generated in Chapter 2.  

With this aim, in our team we had the possibility to synthesize different families of Pt(IV) 

cyclometallated compounds that were tested in the context of this work. Thus, in 

Chapter 3, we have also identified a new family of cyclometallated Pt(IV) compounds 

that do not exhibit cross-resistance with conventional platinum compounds, which 

could also be used as part of the therapeutic arsenal against platinum resistance. 
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Potentially, they could also benefit from the combination with the metabolic targets 

unveiled in Chapter 2 to further accentuate their anticancer effect.  

Indeed, platinum-based research is blooming into a new generation of improved 

anticancer agents, undeniably shifting to Pt(IV) compounds [291,444,446,492]. The 

increasing interest in Pt(IV) relies in the prodrug traits of their axial ligands that allow to 

improve efficacy and selectivity, as supported by our results in Chapter 3, along with an 

encouraging complete absence of cross-resistance with cisplatin or oxaliplatin. We have 

identified that these novel families of Pt(IV) compounds display different cytotoxic 

mechanisms than conventional platinum compounds, by being able to arrest cell cycle 

at earlier stages and promoting enhanced cytotoxicity in both sensitive and resistant cell 

lines. However, the particular molecular mechanisms that account for these differences 

remain to be fully elucidated. 

At least in part, these mechanisms could potentially be related to the commonly 

underestimated effect that platinum compounds have on different structural aspects of 

the cell such as tubulin assembly or cell polarity [493,494]. These can severely affect 

internal cell architecture, causing fluctuations in the levels of macromolecular crowding 

inside cells and having an impact on the supramolecular organization of cell metabolism. 

In turn, this has been proved to have a profound impact on the kinetic behavior of 

metabolic enzymes that govern the rate of metabolic pathways that we have identified 

as important throughout this work. 

Indeed, signaling networks that govern metabolism act as sensors of metabolite pools, 

acidity, redox status or oxygen availability, and they rewire metabolic fluxes accordingly 

to ensure optimal performance of the cell [4,8]. Thus, an interesting future prospect is 

the possibility that some of these metabolic regulators may also be sensitive to 

intracellular volume exclusion through conformational changes that alter their activity 

(e.g. kinase activity) and promote metabolic pathways that are compatible with rapid 

proliferation in entropic terms, such as aerobic glycolysis [81].  

Evidence of alterations of conformational equilibria and oligomerization has been 

reported for different proteins, including metabolic enzymes [454,495], and direct 

mechanistic links with signaling cascades governing cell metabolism will probably be 
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unveiled in the near future. Indeed, how crowding levels are modulated inside the cell 

by mTOR activation and subsequent ribosome synthesis has been recently unveiled 

[315]. However, the reciprocal relation, how those crowding levels can influence cell 

signaling cascades and, by extension, cell metabolism, remains unclear and represents 

a thrilling future perspective. 

The effect of volume exclusion also directly impacts the kinetic behavior of metabolic 

enzymes. In Chapter 1 and Chapter 2 and assessed the impact of glycolysis and 

glutaminolysis in correlation with the metastatic potential and the acquisition of 

platinum resistance in metastatic solid tumor models, We theorize that the kinetic 

particularities of such pathways could be substantially altered in vivo, due to the high-

volume occupancy encountered inside the cell. Thus, in Chapter 4 and Chapter 5 we 

studied the kinetic behavior of two relevant enzymes of glycolysis and glutaminolysis, 

LDH and GLDH respectively, by mimicking the conditions present inside the cells in terms 

of excluded volume, systematically exploring different obstacle sizes and total obstacle 

concentrations.  

The effect of macromolecular crowding has been explored in silico for the case of the 

complete glycolytic pathway, unveiling that one of the reasons underlying the Warburg 

effect in proliferating cells may be precisely the kinetic limitation that macromolecular 

crowding imposes inside cells [81,82]. In this regard, one can think that OXPHOS could 

be more efficient than aerobic glycolysis as a mode of energy obtention in terms of yield 

per glucose moiety, but glucose availability is hardly ever a limiting factor in vivo. On the 

contrary, in silico predictions sustain that aerobic glycolysis could be actually more 

efficient than OXPHOS when considering yield per unit time and yield per unit space [81], 

which could actually allow cancer cells to maximize their proliferation rate.  

In line with this idea, in this work we have explored the kinetic behavior of LDH under 

the presence of globular obstacles that do not introduce specific interactions with either 

LDH or its substrates, dextran polymers. We have systematically assessed the kinetic 

behavior of LDH in the presence of different concentrations and sizes of such obstacles, 

obtaining that LDH kinetics is impaired in an obstacle size- and concentration-dependent 

manner. Additionally, we unveiled that LDH kinetic behavior shifts from activation 

control to diffusion control as crowding increases, implying that the behavior of LDH 
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inside cells could be significantly different than previous dilute solution kinetic studies 

of this enzyme had predicted. 

On the other hand, the effect of macromolecular crowding on glutaminolysis had not 

been explored prior to this work. This is of special interest since, unlike glycolysis, 

glutaminolysis occurs inside the mitochondrial matrix, which is the intracellular 

compartment displaying the highest volume occupancy [472]. We selected GLDH as a 

model for study because its flux can be unequivocally ascribed to TCA cycle anaplerosis, 

whereas glutaminase can represent flux of glutamate to other pathways, such as 

glutathione or proline synthesis. Moreover, mammalian GLDH displays a rich variety of 

allosteric regulation that renders it sensitive to important metabolic stimuli such as the 

mitochondrial energy status and fatty acid availability, thus allowing GLDH to regulate 

the anaplerosis of glutamine into the TCA cycle. Apart from that, negative cooperativity 

is also well described for GLDH [474,475], which is a phenomenon that had never been 

addressed under the influence of macromolecular crowding. 

Interestingly, we encountered that GLDH kinetic behavior is also obstacle size- and 

concentration-dependent, but that negative cooperativity is not significantly altered by 

macromolecular crowding. The preservation of negative cooperativity across the 

fluctuations in crowding levels inside the mitochondrial matrix suggests that negative 

cooperativity could be a highly robust and well-preserved mechanism which plays an 

important role in the physiological behavior and the regulation of the GLDH function. 

Gathering the knowledge obtained through Chapter 4 and Chapter 5, along with works 

previously conducted in our group and others [309,310,454] we can reach the 

conclusion that the kinetic behavior of monomeric enzymes does not depend on 

obstacle size, whereas oligomeric enzymes (n=2-6) under crowded media behave in a 

crowder size-dependent manner. Moreover, for some enzymes, such as LDH, this 

dependence is linear with obstacle size: the larger the obstacle, the bigger the hindrance 

exerted on the kinetic behavior of the enzyme. On the contrary, in the case of GLDH, 

macromolecular crowding reaches the maximum inhibition when faced with obstacles 

that are comparable to the GLDH hexamer in size (the 250 kDa dextran). This 

observation, also encountered in other enzymes such as ALKP or MDH, can be explained 
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in terms of a maximization of the depletion forces when both the enzyme and the 

obstacles are similar in size [487]. 

 

Figure 6.2. Schematic representation of enzyme and dextran obstacle size by Mw (kDa) 

The actual impact of macromolecular crowding on cell metabolism has been scarcely 

explored and we are just scratching the surface of the understanding of the multiple 

implications that this phenomenon may entail for cell physiology and, in particular, for 

the metabolic alterations of cancer cells. The main existing limitation is the 

overwhelmingly interdisciplinary knowledge that is required, involving physics, 

chemistry and biology but, encouragingly, interdisciplinary science is and will definitely 

continue being on the rise in the coming years. Our observations throughout this work 

will hopefully have contributed to set grounds onto this enthralling enterprise, as long 

as meaningfully contributed to encounter valuable therapeutic tools against metastatic 

CRPC and CRC that can circumvent platinum resistance, both with new generations of 

platinum compounds and novel metabolic targets that selectively target metastatic solid 

tumors. 
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6. Conclusions 

1. Highly metastatic e-CSC phenotypes of CRPC present particular metabolic 

vulnerabilities that can potentially lead to establishing putative biomarkers and 

metabolic targets that are specific for PCa subsets with high tumorigenic 

potential. These include enhanced glutamine avidity, a shift to taurine 

consumption and intracellular accumulation, increased sensitivity to disruption 

of one carbon metabolism, and a deep rewiring of polyamine synthesis and 

secretion profiles.  

 

2. Targeting arginine metabolism and the urea cycle can be an effective therapeutic 

approach against metastatic CRPC. In particular PC-3M, and to a lesser extent 

also PC-3S, rely on exogenous arginine due to the silencing of OTC and NOS. This 

rewiring renders them extremely vulnerable to arginine deprivation therapies 

and is functionally relevant for their EMT and CSC programs, as arginine 

deprivation simultaneously suppresses tumorigenic and invasive capacities. In 

particular, PC-3M cells present a de novo reactivation of ASS1 that alters their 

sensitivity profile to arginine-based therapies and can be functionally relevant 

for the EMT and CSC phenotypic programs through protein arginine methylation. 

 

3. Metastatic solid tumors with originally opposed metabolic profiles can lead to 

different metabolic adaptations as they acquire platinum resistance. CRPC, 

mainly glycolytic, does not undergo a substantial metabolic reprogramming as 

platinum resistance is acquired. On the contrary, largely oxidative CRC 

undergoes a shift to a more glycolytic metabolic profile to recover ROS 

homeostasis. A common metabolic signature of acquired platinum resistance 

arises, which also includes alterations in proline and one carbon metabolism, 

glutathione synthesis and ROS production. 

 

4. Cyclometallated platinum (II) and platinum (IV) compounds exhibit strong 

antiproliferative effects in the low micromolar range against a wide variety of 
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solid tumors. The leading compounds of each series also exhibit remarkable 

selectivity for cancer cells and the capacity to arrest the cell cycle at S and G2/M 

phases, induce apoptosis and increase intracellular ROS levels. The multiple 

combinations of equatorial and axial ligands explored, allowed us to conclude 

that octahedral Pt(IV) compounds containing tridentate [C,N,N’] ligands are the 

optimal design to improve efficacy and selectivity against cancer cell lines. 

Moreover, compounds 5a-5b’ exhibit a complete absence of cross-resistance in 

CRPC and CRC multiplatinum resistant cell models generated in this work.  

 

5. Simulating in vitro macromolecular crowding levels close to the ones 

encountered inside cells reveals that the glycolytic rate is remarkably affected. 

LDH kinetics is significantly impaired in an obstacle size- and concentration-

dependent manner. Additionally, we unveiled that LDH kinetic control can be 

described as mixed between activation and diffusion under crowded media.  

 

6. GLDH kinetics is decreased by macromolecular crowding, depending on both 

obstacle size and concentration. The velocity of the enzymatic reaction reaches 

a minimum when enzyme and obstacle are similar in size, corresponding to the 

theoretical maximization of depletion forces in the system. 

 

7. We studied the phenomenon of negative cooperativity of GLDH kinetics under 

dilute solution and crowded media. To do so, we first developed and 

experimentally validated different models that achieve a remarkable fitness to 

describe the obtained experimental results, both in dilute solution and crowded 

media. We unveiled that negative cooperativity remains stable when varying 

crowder size or concentration, denoting that it may represent a well-preserved 

regulatory mechanism that is independent to crowding fluctuations inside the 

mitochondrial matrix.
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Transcript levels (LOG2FC) of the urea cycle reactions and polyamine metabolism in PC-3M and PC-3S analyzed by 

RNASeq. Abbreviations: adenosylhomocysteinase (AHCY), adenosylmethionine decarboxylase 1 (AMD1), glutaminase 

(GLS), S-methyl-5'-thioadenosine phosphorylase (MTAP), 5-methyltetrahydrofolate-homocysteine methyltransferase 

(MTR), ornithine aminotransferase (OAT), proline dehydrogenase (PRODH), pyrroline-5-carboxylate (P5C), pyrroline-

5-carboxylate reductase (PYCR), S-adenosylmethionine (SAM), S-adenosyl homocysteine (SAH). 
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Antiproliferative screening of cyclometallated Pd 

(II) compounds containing nitro ligands and 

ester/methyl-ester ligands 

Cyclometallated compounds containing nitro ligands 

 

Figure S5.1. Structures of screened palladium cyclometallated nitro compounds. Left structure: 1a (X = OAc, R = H), 

1b (X = OAc, R = Me), 2a (X = Cl, R = H), 2b (X = Cl, R = Me). Right structure: 3a (X = OAc, R = H), 3b (X = OAc, R = Me), 

4a (X = Cl, R = H), 4b (X = Cl, R = Me). 

 

  IC50 (µM)a 

Compound A549 MDA-MB-231 MCF-7 HCT-116  

1a >100 65 ± 12  >100 35 ± 3  

1b >100 63 ± 3 >100 27 ± 1  

2a >100 > 100 >100 44 ± 4  

2b >100 29 ± 5 58 ± 6 19 ± 6  
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3a >100 58 ± 3 >100 >100  

3b >100 >100 >100 >100  

4a >100 >100 >100 34 ± 1  

4b >100 52 ± 11 >100 31 ± 6  

cisplatinb 5.19 ± 0.09 12.31 ± 0.40 24.84 ± 0.40 6.47 ± 0.42  

 

Table S5.2. Antiproliferative activity on A549 lung, MDA-MB-231 and MCF-7 breast, and HCT-116 colorectal cancer 

cell lines for the novel palladium (II) compounds and cisplatin as reference compound. IC50 values (µM) of 

compounds 1a-4b and cisplatin (cis-[PtCl2(NH3)2]), assessed by MTT cell viability assay. Data shown represents mean 

± SD of n=3 of at least two independent experiments. Cisplatin is taken as the reference compound. 

Cyclometallated compounds containing esther and methyl-ester ligands 

 

Figure S5.3. Structures of screened palladium cyclometallated methyl-ester compounds. Left structure: 1-

methylester (X = OAc), 2-methylester (X = Cl). Right structure: 3-methylester (X = OAc), 4-methylester (X = Cl).  

 

 

 

IC50 (µM)a 
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Compound A549 MDA-MB-231 MCF-7 HCT-116 

1-ester >100 >100 >100 48 ± 2 

1-methylester >100 40 ± 1 >100 >100 

2-ester >100 > 100 >100 26.9 ± 0.9 

2-methylester >100 13.6 ± 0.2 >100 25.4 ± 2 

3-ester 59 ± 2 24 ± 1 >100 49 ± 2 

3-methylester >100 45 ± 1 51 ± 1 > 100 

4-ester 27 ± 1 >100 >100 72 ± 4 

4-methylester >100 51 ± 1 >100 33 ± 2 

cisplatinb 5.19 ± 0.09 12.31 ± 0.40 24.84  21.1 ± 0.3 

 

Table S5.4. Antiproliferative activity on A549 lung, MDA-MB-231 and MCF-7 breast, and HCT-116 colorectal cancer 

cell lines for the novel palladium (II) compounds and cisplatin as reference compound. IC50 values (µM) of 

compounds 1-ester to 4-methylester and cisplatin (cis-[PtCl2(NH3)2]), assessed by MTT cell viability assay. Data shown 

represents mean ± SD of n=3 of at least two independent experiments. Cisplatin is taken as the reference compound. 
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Macromolecular Crowding Effect upon in Vitro Enzyme Kinetics:
Mixed Activation−Diffusion Control of the Oxidation of NADH by
Pyruvate Catalyzed by Lactate Dehydrogenase
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ABSTRACT: Enzyme kinetics studies have been usually designed as dilute solution
experiments, which differ substantially from in vivo conditions. However, cell cytosol
is crowded with a high concentration of molecules having different shapes and sizes.
The consequences of such crowding in enzymatic reactions remain unclear. The aim
of the present study is to understand the effect of macromolecular crowding
produced by dextran of different sizes and at diverse concentrations in the well-
known reaction of oxidation of NADH by pyruvate catalyzed by L-lactate
dehydrogenase (LDH). Our results indicate that the reaction rate is determined by
both the occupied volume and the relative size of dextran obstacles with respect to
the enzyme present in the reaction. Moreover, we analyzed the influence of
macromolecular crowding on the Michaelis−Menten constants, vmax and Km. The
obtained results show that only high concentrations and large sizes of dextran reduce
both constants suggesting a mixed activation−diffusion control of this enzymatic
reaction due to the dextran crowding action. From our knowledge, this is the first
experimental study that depicts mixed activation−diffusion control in an enzymatic reaction due to the effect of crowding.

■ INTRODUCTION

It is well-known that up to 40% of the volume of cytosol is
occupied by a wide variety of macromolecules and solutes.1 For
this reason, any solute moving through the intracellular
environment will see its diffusion rate affected with respect to
diffusion in aqueous solution,2−8 either being reduced or
presenting anomalous diffusion at short times.
Macromolecular crowding inside the cell does affect not only

diffusion processes but also biochemical reaction processes by
inducing the enzyme to undergo protein folding, self-
association, or protein-binding processes,9−22 which in turn
alter enzymatic activity. Thus, in order to obtain more accurate
rates for enzymatic reactions, it is important to perform studies
of biochemical processes in nature-like microenvironments that
try to mimic this effect. Indeed, there are an important number
of works which have studied how enzyme kinetics is affected by
crowded environments, even in vitro.23−41

The best approach for these sorts of studies would certainly
be using cell extracts. However, the experimental data
collection and their interpretation would be challenging
because cell extracts are complex media that present a high
heterogeneity in their geometrical and physical properties.
Therefore, the major experimental studies on crowding effect
have used purified macromolecules as crowding agents. Dextran
is one of them, and its use is widely spread due to its lack of

reactivity and high solubility in water. Moreover, its flexibility
and random coil shape in solution are suitable for modeling
many macromolecules present in the natural state of the cell. It
is also readily available in various sizes and large quantities.
In recent years, the effects of crowding on enzyme catalysis

have been explored by different works, excellently depicted by
Zhou et al.8 and Norris and Malys.34 Most of them indicate
that, under Michaelis−Menten conditions in crowded media,
excluded volume is the major player in modulating enzymatic
behavior. Moreover, gathering all of the contributions published
so far, some general trends are encountered. For instance, a
slight reduction in the apparent substrate-binding affinity
constant, Km is usually reported, despite the characteristics of
the crowding agent.9,24,26−32 In contrast, in crowded media
experiments, kcat can increase in some cases24,25,30−33 or it can
also decrease.9,25,27,28

Previously, we reported how the kinetic behavior of two
enzymatic reactions is influenced by crowding. Our first study,
the hydrolysis of N-succinyl-L-phenyl-Ala-p-nitroanilide cata-
lyzed by α-chymotrypsin,37 showed that the total volume
excluded by dextrans, but not its size, is the property that makes
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Mas, F. New Insights into Diffusion in 3D Crowded Media by Monte
Carlo Simulations: Effect of Size, Mobility and Spatial Distribution of
Obstacles. Phys. Chem. Chem. Phys. 2011, 13, 7396−7407.

(55) Vilaseca, E.; Pastor, I.; Isvoran, A.; Madurga, S.; Garceś, J. L.;
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ABSTRACT 

In the present work, the volume exclusion phenomenon, also known as macromolecular 

crowding, has been applied to the field of enzyme kinetics. It has been approached by 

adding polymeric obstacles in the media of different enzymatic reactions. The 

concentration and size of these obstacles have been changed systematically in order to 

obtain kinetic information about each reaction. Results indicate that the performance of a 

certain enzyme always depends on the amount of excluded volume. However, only large, 

oligomeric proteins display an obstacle size-dependent behavior. Besides, crowding can 

hinder diffusion to the extent of being capable of shifting reaction control from activation 

to diffusion. 
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Synthesis, characterization and biological activity
of new cyclometallated platinum(IV) iodido
complexes†
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The synthesis of six novel cyclometallated platinum(IV) iodido complexes is accomplished by inter-

molecular oxidative addition of methyl iodide (compounds 2a–2c) or iodine (compounds 3a–3c) upon

cyclometallated platinum(II) compounds [PtX{(CH3)2N(CH2)3NCH(4-ClC6H3)}] (1a–1c: X = Cl, CH3 or I).

The X-ray molecular structures of platinum(II) compound 1c and platinum(IV) compounds 3b and 3a’ (an

isomer of 3a) are reported. The cytotoxic activity against a panel of human adenocarcinoma cell lines

(A-549 lung, MDA-MB-231 and MCF-7 breast, and HCT-116 colon), DNA interaction, topoisomerase I, IIα,
and cathepsin B inhibition, and cell cycle arrest, apoptosis and ROS generation of the investigated com-

plexes are presented. Remarkable antiproliferative activity was observed for most of the synthesized

cycloplatinated compounds (series 1–3) in all the selected carcinoma cell lines. The best inhibition was

provided for the octahedral platinum(IV) compounds 2a–2c exhibiting a methyl and an iodido axial ligand.

Preliminary biological results point to a different mechanism of action for the investigated compounds.

Cyclometallated platinum(II) compounds 1a–1c modify the DNA migration as cisplatin. In contrast, cyclo-

metallated platinum(IV) compounds 2a–2c and 3a–3c did not modify the DNA tertiary structure neither in

the absence nor in the presence of ascorbic acid, which made them incapable of reducing platinum(IV)

compounds 2b and 2c in a buffered aqueous medium (pH 7.40) according to 1H NMR experiments.

Remarkable topoisomerase IIα inhibitory activity is reported for platinum(IV) complexes 2b and 3a and in

addition, for the last one, a moderate cathepsin B inhibition is reported. Cell cycle arrest (decrease in G0/

G1 and G2 phases and arrest in the S phase), induction of apoptosis and ROS generation are related to the

antiproliferative activity of some representative octahedral cyclometallated platinum(IV) compounds (2b

and 2c).

Introduction

Following the well-established square-planar platinum(II) anti-
cancer drugs, octahedral platinum(IV) complexes currently
attract a great deal of attention as they display a number of
advantages related to their inertness and to the possibility of
tuning their properties through the additional axial ligands.1–4

Although several platinum(IV) complexes have undergone clini-
cal trials, none has been approved to date, and the rational
design of new platinum(IV) potential antitumor agents still
remains a challenge.

On the other hand, in the last few years, the antitumor pro-
perties of cyclometallated platinum(II) compounds have been
studied by several groups5–12 including ours.13–16 These com-
pounds present several advantages such as high stability and
increased lability of the leaving groups due to the strong trans-
effect of C-donor ligands. Surprisingly, very little attention has
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The importance of post-translational modifications
in systems biology approaches to identify
therapeutic targets in cancer metabolism
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Abstract

Cancer metabolism is reprogrammed to fulfill the needs of
proliferation and migration, which is accomplished through
different levels of regulation. In recent years, new advances in
protein post-translational modifications (PTMs) research have
revealed a complex layer of regulatory mechanisms through
which PTMs control cell signaling and metabolic pathways,
contributing to the diverse metabolic phenotypes found in
cancer. Despite the efficacy of current modeling approaches
to study cancer metabolism they still lack the capacity to inte-
grate PTMs in their predictions. Here we will review the impor-
tance of PTMs in cancer metabolic reprogramming and
suggest ways in which computational predictions could be
enhanced through the integration of PTMs.
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Introduction
Cancer is a complex and heterogeneous disease, which
involves alteration of multiple biological processes.
Some of these alterations are geared towards metabolic
reprogramming, which provides advantages to cancer
cells in terms of energy production and synthesis of
biomolecules and is essential for tumor progression.
Understanding metabolic reprogramming in heteroge-
neous tumor cell populations is key to identify meta-
bolic vulnerabilities in cancer that can be exploited in
therapy [1].

Metabolism is a complex network of biochemical re-
actions that requires a systemic view. Computational
models have emerged as platforms to integrate multi-
omics data (genomics, transcriptomics, proteomics,
metabolomics, etc.), and therefore to understand the
underlying metabolic phenotype. However current
modeling approaches have a limited capacity to inte-
grate modifications that occur at a post-translational
level hence limiting their usefulness at analyzing
cancer metabolic reprogramming.

Here, we review recent studies regarding the role of
post-translational modifications (PTMs) in cancer
metabolic reprogramming, mainly focusing on central
carbon metabolism. In this context, we assess how
computational predictions through genome-scale meta-
bolic models (GSMMs) and kinetic models could be
enhanced through the integration of PTMs.

Metabolic reprogramming in cancer
The most common metabolic adaptation in cancer is the
Warburg effect, consisting of high glucose uptake,
glycolytic activity, and lactate production even under
aerobic conditions [2]. However, metabolic reprogram-

ming is not limited to the Warburg effect and usually
involves the enhancement of other essential metabolic
pathways including pentose phosphate pathway (PPP),
glutaminolysis, and amino acid and lipidmetabolisms [3].

Tumor cells display metabolic flexibility, which allows
them to undergo metabolic switches and use different
energy and carbon sources depending on their
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Synthesis, characterization and biological activity
of new cyclometallated platinum(IV) complexes
containing a para-tolyl ligand†
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Josefina Quirante, *c,d Josefa Badia, c,e Laura Baldomà, c,e

Mercè Font-Bardia f and Marta Cascante b,c,g

The synthesis of three new cyclometallated platinum(II) compounds containing a para-tolyl ligand and a

tridentate [C,N,N’] (cm1) or a bidentate [C,N] ligand and an additional ligand such as SEt2 (cm2) or PPh3
(cm3) is reported. The X-ray molecular structure of platinum(II) compound cm3 is also presented.

Intermolecular oxidative addition of methyl iodide or iodine upon cm1, cm2 and cm3 produced six novel

cyclometallated platinum(IV) compounds. The cytotoxic activity against a panel of human adeno-

carcinoma cell lines (A-549 lung, MDA-MB-231 and MCF-7 breast, and HCT-116 colon), DNA interaction,

topoisomerase I, IIα, and cathepsin B inhibition, and cell cycle arrest, apoptosis and ROS generation of the

investigated complexes are presented. The best results for antiproliferative activity were obtained for plati-

num(IV) compounds cm1MeI and cm1I2 arising from oxidative addition of methyl iodide and iodine,

respectively, to cm1. Cyclometallated platinum(IV) compounds cm1MeI and cm3MeI induce significant

changes in the mobility of DNA and, in addition, cm1MeI, cm3MeI and cm1I2, showed considerable

topoisomerase IIα inhibitory activity. Moreover, the compounds exhibiting the higher antiproliferative

activity (cm1MeI and cm1I2) were found to generate ROS and to supress HCT-116 colon cancer cell

growth by a mixture of cell cycle arrest and apoptosis induction. 1H NMR experiments carried out in a

buffered aqueous medium (pH 7.40) indicate that compound cm1MeI is not reduced by common bio-

logically relevant reducing agents such as ascorbic acid, glutathione or cysteine.

Introduction

Metal containing anticancer drugs started to be relevant more
than 40 years ago with the discovery of the therapeutic poten-
tial of cisplatin. More recently, platinum(IV) compounds have
attracted great interest due to their advantages over platinum(II)
analogues.1–6 Platinum(IV) compounds exhibit an octahedral
coordination that permits the modification of some important
physicochemical properties such as lipophilicity, stability and
the reduction potential through the two extra coordination
positions. Moreover, they are kinetically inert compared to
platinum(II) analogues, which allows the possibility of oral
administration.

On the other hand, platinum(II) cyclometallated com-
pounds, especially those with nitrogen donor atoms, attract
great interest due to their antitumour properties.7 They benefit
from a strong σ(M–C) bond that improves their stability in
front of biological reduction and labilises the trans ligands
allowing the exchange in cellular uptake.

Surprisingly, very little attention has been devoted to cyclo-
metallated platinum(IV) compounds although these species
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NMR spectra of cm1MeI in D2O–d

6-DMSO in the absence of reduction agents
and in the presence of ascorbic acid, glutathione or cysteine at different storage
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Abstract

Epithelial-mesenchymal-transition promotes intra-tumoral heterogeneity, by enhancing

tumor cell invasiveness and promoting drug resistance. We integrated transcriptomic data

for two clonal subpopulations from a prostate cancer cell line (PC-3) into a genome-scale

metabolic network model to explore their metabolic differences and potential vulnerabilities.

In this dual cell model, PC-3/S cells express Epithelial-mesenchymal-transition markers and

display high invasiveness and lowmetastatic potential, while PC-3/M cells present the oppo-

site phenotype and higher proliferative rate. Model-driven analysis and experimental valida-

tions unveiled a marked metabolic reprogramming in long-chain fatty acids metabolism.

While PC-3/M cells showed an enhanced entry of long-chain fatty acids into the mitochon-

dria, PC-3/S cells used long-chain fatty acids as precursors of eicosanoid metabolism. We

suggest that this metabolic reprogramming endows PC-3/M cells with augmented energy

metabolism for fast proliferation and PC-3/S cells with increased eicosanoid production

impacting angiogenesis, cell adhesion and invasion. PC-3/S metabolism also promotes the

accumulation of docosahexaenoic acid, a long-chain fatty acid with antiproliferative effects.

The potential therapeutic significance of our model was supported by a differential sensitivity

of PC-3/M cells to etomoxir, an inhibitor of long-chain fatty acid transport to the

mitochondria.

Author summary

The coexistence within the same tumor of a variety of subpopulations, featuring different

phenotypes (intra-tumoral heterogeneity) represents a challenge for diagnosis, prognosis

and targeted therapies. In this work, we have explored the metabolic differences underly-

ing tumor heterogeneity by building cell-type-specific genome-scale metabolic models

PLOSComputational Biology | https://doi.org/10.1371/journal.pcbi.1005914 January 2, 2018 1 / 20

a1111111111
a1111111111
a1111111111
a1111111111
a1111111111

OPEN ACCESS

Citation:Marı́n de Mas I, Aguilar E, Zodda E,
Balcells C, Marin S, Dallmann G, et al. (2018)
Model-driven discovery of long-chain fatty acid
metabolic reprogramming in heterogeneous
prostate cancer cells. PLoS Comput Biol 14(1):
e1005914. https://doi.org/10.1371/journal.
pcbi.1005914

Editor: Nathan E Lewis, University of California San
Diego, UNITED STATES

Received: July 7, 2017

Accepted:December 1, 2017

Published: January 2, 2018

Copyright: 2018 Marı́n de Mas et al. This is an
open access article distributed under the terms of
the Creative Commons Attribution License, which
permits unrestricted use, distribution, and
reproduction in any medium, provided the original
author and source are credited.

Data Availability Statement: All relevant data are
within the paper and its Supporting Information
files.

Funding: This work was supported by the
European Commission Seventh Framework
Programme FP7 (METAFLUX-Marie Curie FP7-
PEOPLE-2010 ITN-264780); the Spanish
Government and the European Union FEDER funds
(SAF2014-56059-R, SAF2015-70270-REDT and
SAF2015-66984-C2-1-R); Generalitat de Catalunya-



47. Pidgeon GP, Kandouz M, Meram A, Honn KV. Mechanisms controlling cell cycle arrest and induction of
apoptosis after 12-lipoxygenase inhibition in prostate cancer cells. Cancer Res. 2002; 62(9):2721–7.
PMID: 11980674.

48. Galluzzi L, Kepp O, Vander HeidenMG, Kroemer G. Metabolic targets for cancer therapy. Nat Rev
Drug Discov. 2013; 12(11):829–46. https://doi.org/10.1038/nrd4145 PMID: 24113830.

49. Irizarry RA, Hobbs B, Collin F, Beazer-Barclay YD, Antonellis KJ, Scherf U, Speed TP. Exploration, nor-
malization, and summaries of high density oligonucleotide array probe level data. Biostatistics. 2003; 4
(2):249–64. https://doi.org/10.1093/biostatistics/4.2.249 PMID: 12925520.

50. Hamilton JJ and Reed JL. Identification of Functional Differences in Metabolic Networks Using Compar-
ative Genomics and Constraint-Based Models. PLoS ONE. 2012; 7(4): e34670. https://doi.org/10.
1371/journal.pone.0034670 PMID: 22666308.

51. Llaneras F and Pico J. A procedure for the estimation over time of metabolic fluxes in scenarios where
measurements are uncertain and/or insufficient. BMC Bioinformatics. 2007; 8:421. https://doi.org/10.
1186/1471-2105-8-421 PMID: 17971203.

52. Reed JL and Palsson B. Genome-scale in silico models of e. coli have multiple equivalent phenotypic
states: assessment of correlated reaction subsets that comprise network states. Genome Res. 2004;
14(9):1797–1805. https://doi.org/10.1101/gr.2546004 PMID: 15342562.

53. Mahadevan R and Schilling C H. The effects of alternate optimal solutions in constraint-based genome-
scale metabolic models. Metabolic Engineering. 2003; 5:264–276. PMID: 14642354.

54. Hoppe A, Hoffmann S, Gerasch A, Gille C, Holzhütter H. FASIMU: flexible software for flux-balance
computation series in large metabolic networks. BMC Bioinformatics. 2011; 12:28. https://doi.org/10.
1186/1471-2105-12-28 PMID: 21255455.

Model-driven discovery of LCFAmetabolic reprogramming in heterogeneous PC cells

PLOSComputational Biology | https://doi.org/10.1371/journal.pcbi.1005914 January 2, 2018 20 / 20



Contents lists available at ScienceDirect

Lung Cancer

journal homepage: www.elsevier.com/locate/lungcan

Tumor-associated metabolic and inflammatory responses in early stage non-
small cell lung cancer: Local patterns and prognostic significance

Laura Millaresa,b,c, Esther Barreirob,d, Roldan Cortese,f,g, Anabel Martinez-Romerod,
Cristina Balcellse,f, Marta Cascantee,f,g, Ana Belen Enguitab,h, Carlos Alvarezb,i,
Ramón Rami-Portab,j, Julio Sánchez de Cosk, Luis Seijob,l, Eduard Monsób,m,n,⁎, Grupo
Colaborativo en Cáncer de Pulmón CIBERES- CIBERONC- SEPAR - Plataforma Biobanco
Pulmonar1

a Fundació Parc Taulí- Institut d’ Investigació i Innovació Parc Taulí (I3PT), Barcelona, Spain
b Centro de Investigación Biomédica en Red de Enfermedades Respiratorias (CIBERES), Instituto de Salud Carlos III (ISCIII), Madrid, Spain
cUniversitat Autònoma de Barcelona, Esfera UAB, Barcelona, Spain
d Pulmonology Department-Muscle Wasting and Cachexia in Chronic Respiratory Diseases and Lung Cancer Research Group, IMIM-Hospital del Mar, Parc de Salut Mar,
Health and Experimental Sciences Department (CEXS), Universitat Pompeu Fabra (UPF), Barcelona Biomedical Research Park (PRBB), Barcelona, Spain
e Institut de Biomedicina (IBUB), Universitat de Barcelona, Spain
fDepartment of Biochemistry and Molecular Biology, Faculty of Biology, and IDIBAPS, Unit Associated with CSIC, Barcelona, Spain
g Centro de Investigación Biomédica en Red de Enfermedades Hepáticas y Digestivas (CIBEREHD), Instituto de Salud Carlos III (ISCIII), Madrid, Spain
hDepartment of Pathology, Hospital 12 Octubre, Madrid, Spain
i Department of Respiratory Medicine, Hospital 12 Octubre, Madrid, Spain
jDepartment of Thoracic Surgery, Hospital Universitario Mutua de Terrassa, Barcelona, Spain
k Department of Respiratory Medicine, Hospital San Pedro de Alcántara, Caceres, Spain
l Department of Respiratory Medicine, Universidad de Navarra, Madrid, Spain
mDepartment of Respiratory Medicine, Hospital Universitario Parc Taulí, Barcelona, Spain
nDepartment of Medicine, Universitat Autònoma de Barcelona (UAB), Barcelona, Spain

A R T I C L E I N F O

Keywords:
IL1β
Pentose phosphate pathway
PDL1
Early-stage
NSCLC
Prognosis
Inflammation

A B S T R A C T

Introduction: Non-small cell lung cancer (NSCLC) patients diagnosed in early stage and surgically-treated have
five-year mortality rate> 20%. The identification of biomarkers able to predict progression and death may help
to identify patients needing closer follow-up.
Methods: A retrospective cohort of early-stage surgically-treated NSCLC patients enrolled in the International
Association for the Study of Lung Cancer (IASLC) Staging Project was created, and tissue Microarrays (TMAs)
were constructed with tumor and non-tumor lung tissue. Pentose phosphate pathway (PPP) proteins (transke-
tolase [TKT] and transketolase-like 1 [TKTL1]), inflammatory markers (cyclooxygenase-2 [COX-2], tumor ne-
crosis factor alpha [TNF-α], interleukin 1 beta [IL1β], nuclear factor kappa-light-chain-enhancer of activated B
cells [NFκB]-p65 and antigen Ki-67), and programmed death-ligand 1 (PDL1) were measured by im-
munohistochemistry.
Results: NSCLC patients with adenocarcinoma (ADC) or squamous cell carcinoma (SCC) were included in the
study (n= 199). TKT and TKTL1 were significantly higher in ADC than in non-tumor tissue (p < 0.001). Higher
values were also observed in NSCLC for all the inflammatory markers, with figures> 30% above those of non-
tumor tissue (p < 0.001). PDL1 analysis showed a higher percentage of positivity in ADC than in non-tumor
tissue (p < 0.001). Multivariate Cox proportional hazards modeling confirmed that high IL1β level in tumor
tissue was independently associated with 3-year mortality in NSCLC [HR=2.05, 95% CI (1.1–3.7), p=0.019],
a relationship driven by ADC subtype.
Conclusion: This study confirms an increase in metabolic activity and an inflammatory response in tumor tissue
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a b s t r a c t

Tracing metabolic fluxes, defined as the reaction and transport rates in living cells, is essential to char-
acterize metabolic phenotypes. One of the most informative methods to predict fluxes is stable isotope-
resolved metabolomics (SIRM). In SIRM, a biological system is fed with substrates labeled with stable
heavy isotopes. This isotopic label propagates along metabolic pathways and is incorporated into
metabolites. After incubation, metabolites are extracted, and the incorporation of the isotopic label is
quantified with isotope-sensitive analytical techniques, either mass spectrometry (MS) or nuclear
magnetic resonance (NMR). Here we review the most suitable and widely-used MS platforms and
methodologies for SIRM. We also provide an overview of state of the art in the analysis of SIRM data to
trace metabolic fluxes, covering both local flux predictions and network-wide flux analysis. Finally, we
highlight the role of SIRM in shaping our current understanding of metabolism in both health and
pathological conditions.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Metabolic fluxes, defined as the reaction and transport rates in
living cells, are a close reflection of the metabolic phenotype [1].
Hence, tracing metabolic fluxes is key to understanding the
mechanisms of metabolic regulation in both health and disease.
Extracellular fluxes (rates of uptake and secretion of metabolites)
can be quantified by measuring changes in metabolite concentra-
tions in the extracellular media [2]. However, intracellular fluxes
cannot be directly estimated from measurements of intracellular
metabolite concentrations as they are not informative of the fluxes
leading to and originating from any given metabolite [3e5]. This

limitation has led to the development of stable isotope-resolved
metabolomics (SIRM).

In SIRM, a biological system is fed with one or more metabolic
substrates labeled with stable heavy isotopes (13C, 15N, 2H, 18O, etc.).
These labeled molecules, usually referred to as tracers, are metab-
olized by the system of interest through different metabolic
pathways. An isotopic label propagates in a time, flux and pathway-
dependent manner, generating characteristic labeling patterns in
metabolites, which can provide information about the fluxes
through pathways leading to such metabolites [1,2].

The propagation of a label from tracers to metabolites is quan-
tified by isotope-sensitive analytical techniques, namely nuclear
magnetic resonance (NMR) and mass spectrometry (MS). NMR
measures the resonance of nuclei with a net spin under a magnetic
field. NMR, which is commonly used as a structural determination
technique, can be used to quantify the abundance of positional
isotopomers (isomers with heavy isotopes substitutions in specific
positions) with isotopes that possess a net nuclear spin (e.g., 13C
and 15N) [6,7]. By contrast, MS separates and quantifies ionized
molecules based on their mass-to-charge ratio (m/z). Therefore, as
the mass of an ionized molecule will increase upon heavy isotope
incorporation, MS can be used to quantify the relative abundance of
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Abstract: A major transcriptional and phenotypic reprogramming event during development is the
establishment of the mesodermal layer from the ectoderm through epithelial-mesenchymal transition
(EMT). EMT is employed in subsequent developmental events, and also in many physiological and
pathological processes, such as the dissemination of cancer cells through metastasis, as a reversible
transition between epithelial and mesenchymal states. The remarkable phenotypic remodeling
accompanying these transitions is driven by characteristic transcription factors whose activities
and/or activation depend upon signaling cues and co-factors, including intermediary metabolites.
In this review, we summarize salient metabolic features that enable or instigate these transitions, as
well as adaptations undergone by cells to meet the metabolic requirements of their new states, with
an emphasis on the roles played by the metabolic regulation of epigenetic modifications, notably
methylation and acetylation.

Keywords: epithelial-mesenchymal transition; metabolism; plasticity; epigenetics; drug resistance

1. Introduction

Cells undergoing switches from epithelial to mesenchymal states experience radical changes
in motility, proliferation, morphology and interactions with their environment. Epithelial cells that
undergo EMT lose cell-cell contacts, undergo extensive cytoskeletal remodeling and exponentially
increase their motility and their ability to invade, through extracellular structures as individual cells [1].
At the same time, they adjust their rate of proliferation to the degree of motility, such that highly motile
cells with strong acquired mesenchymal phenotypes may exhibit a diminished proliferative potential [2],
while cells at “intermediate” states of EMT may retain or increase their proliferation rates relative to
their initial epithelial states [3]. This suggests a balance between motility and proliferation [4,5], that
may depend on the relative availability of common resources that can be spent on either motility or
on proliferation. Indeed, cells can undergo EMT (or also mesenchymal–epithelial transition (MET))
to different extents [6], adopting a range of phenotypes. While “extreme” EMT can lead to stable
mesenchymal phenotypes prone to enter pre-senescent states [5], “intermediate” forms of EMT endow
cells with features shared with stem cells, including self-renewal or survival under stress and in
non-adherent growth conditions [7,8].
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