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Summary  
The cell cycle is orchestrated by the periodic activation of Cyclin-dependent kinases 

(CDKs). The enzymatic activity of CDKs depends on their association with cyclins, 

however, in some cases these kinases can be activated by non-cyclin proteins. RINGO is 

an atypical CDK activator which regulates the meiotic maturation of Xenopus oocytes and 

has been recently described as essential for meiotic prophase in mouse. As an activator 

of CDKs, RINGO has a potential role in cell cycle regulation. CDK regulation by RINGO has 

been extensively studied in vitro. However, the implication of RINGO in particular cellular 

processes is poorly understood. Moreover, very little is known about RINGO functions in 

vivo beyond meiosis.  

This thesis has addressed the functional relevance of mammalian RINGO proteins in 

somatic cells, both during homeostasis and in cancer. We have characterized the effects 

of RingoA knock-down in human cells and found changes in cell cycle progression as well 

as reduced cell viability. In an attempt to reveal the RingoA interactome, an unbiased 

proteomic approach was used, which allowed the identification of the cohesin complex 

and ANKRD11 as new RingoA interactors. Moreover, we describe the expression of 

endogenous RingoA during the cell cycle of human cells and show that it is present in 

nuclear speckles. The study of RingoA expression in vivo using a reporter system and gene 

expression analysis pointed to the brain as the somatic tissue where RingoA is most 

expressed. We have also analyzed genetically modified mice and found that RingoA and 

RingoB are not essential for somatic tissue homeostasis. Nevertheless, RingoA is 

expressed in the sub-ventricular zone of the adult mouse brain and is important for neural 

stem cell self-renewal ex vivo. Finally, using the Polyoma middle T mammary 

tumorigenesis model, we showed that RingoA and RingoB are required for tumor growth. 
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Resum 
El cicle cel·lular és orquestrat per l’activació periòdica de les quinases dependents de 

ciclines (CDKs). L’activitat enzimàtica de les CDKs depèn de la seva associació amb ciclines, 

no obstant hi ha excepcions on aquestes quinases poden ser activades per proteïnes no 

englobades en la família de les ciclines. RINGO n’és un exemple; aquesta proteïna és un 

activador atípic de CDKs que regula la maduració meiòtica dels oòcits de Xenopus. A més, 

recentment també s’ha descrit com a essencial en la profase meiòtica i progrés meiòtic 

en ratolins. RINGO, com a activador de CDKs, té un rol potencial en la regulació del cicle 

cel·lular. La regulació d’aquestes quinases per RINGO s’ha estudiat en detall in vitro però 

poc se sap de la implicació de RINGO en processos cel·lulars. A més no se sap gairebé res 

de la funció de RINGO in vivo més enllà de la meiosi.  

En aquesta tesi s’estudia la rellevància funcional de les proteïnes RINGO de mamífers en 

cèl·lules somàtiques, durant condicions homeostàtiques i càncer. S’han caracteritzat els 

efectes del knock-down de RingoA en cèl·lules humanes i trobat canvis en la viabilitat i 

cicle cel·lular d’aquestes. Amb l’objectiu de revelar l’interactoma de RINGO, s’ha utilitzat 

un cribratge de proteòmica que ha permès la identificació del complex de cohesines i la 

proteïna ANKRD11 com interactors de RingoA. A més, s’ha descrit l’expressió de RingoA 

durant el cicle cel·lular de cèl·lules humanes i descobert que està present en nuclear 

speckles. L’estudi de l’expressió de RingoA utilitzant un sistema reporter i l’anàlisis de 

l’expressió gènica ha permès la identificació del cervell com el teixit somàtic amb més 

expressió de RingoA. Mitjançant l’estudi de models de ratolí modificats genèticament 

s’ha demostrat que RingoA i RingoB no són essencials per la homeòstasi de teixits 

somàtics. No obstant, RingoA s’expressa en la zona sub-ventricular del cervell adult i és 

important per la renovació de cèl·lules mare ex vivo. Per últim, utilitzant el model tumoral 

Polyoma middle T, que permet la generació de tumors mamaris en ratolí, s’ha demostrat 

que RingoA i RingoB són importants en el creixement tumoral.  
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MCM Mini-chromosome maintenance 

MEF Mouse embryonic fibroblast 

MS Mass spectrometry  

min Minutes 

MMTV Mouse mammary tumor virus 

MTT 3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide 

NB Neuroblast 

NeuN Neuronal nuclei  

NHEJ Non-homologous end joining 

NIPBL Nipped-B-like protein 

NS Nuclear speckles 

NSC Neural stem cell 

NT Non targeting  

O/N  Overnight 

OB Olfactory bulb 

OCT Optimal cutting temperature 

ORC Origin recognition complex 

PARP PolyADP ribose polymerase 

PBS Phosphate buffer solution 

PCNA Proliferating cell nuclear antigen 

PCR Polymerase chain reaction 

PDL Poly-D-lysine  

PE Phycoerythrin 

PEI Polyethylenimine 

PFA Paraformaldehyde  

PI Propidium Iodide 

PMSF Phenylmethanesulfonyl fluoride 

Pre-RC Pre-replication complex 

PyMT Polyoma middle T 

RAKL RingoA Katushka Luciferase  
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Rb Retinoblastoma 

RINGO Rapid inducer of G2/M progression in oocytes 

RIPA Radioimmunoprecipitation assay 

RNA Ribonucleic acid 

Rnase Ribonuclease 

RPA Replication protein A 

RPL Ribosomal protein large subunit  

RT Room temperature 

RT-qPCR Quantitative reverse transcription PCR  

RTU Ready to use 

SA Stromal antigen  

SAC Spindle assembly checkpoint 

SAINT Significance analysis of Interactome 

SCC Sister chromatid cohesion protein  

SDS Sodium dodecyl sulfate 

Sec Seconds 

SEM Standard error of the mean 

SGZ Subgranular zone 

SMC Structural maintenance of chromosome  

SSB Single strand breaks 

SVZ Subventricular zone  

TAD Topologically associating domains 

TAP Transit amplifying progenitor 

TUNEL Terminal deoxynucleotidyl transferase dUTP nick-end labeling 

UV Ultraviolet 

WAPL Wings apart-like protein homolog 
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Overview of the mitotic cell cycle 

Cell cycle is the ordered set of events that mediate the process of division of one cell into 

two daughter cells. Over the years, many of the molecular keys of the cell cycle and its 

complexity have been gradually revealed. In the 70s, major players of cell cycle regulation 

were discovered in yeast, namely the cell division cycle proteins (Cdc), including those 

known as cyclin-dependent kinases (CDKs) (Hartwell et al. 1970; Nurse et al. 1975).  Soon 

thereafter, in the 80s, major CDK activators were discovered and named cyclins (Evans et al. 

1983). Since then, many studies have revealed the biochemical and physiological functions 

of these complexes. The specialization of the cell cycle proteins over evolution and their 

functional diversification and redundancy results in substantial complexity that has been 

deciphered in recent years. It is now clear that in vivo studies are needed in order to 

understand their physiological functions of these proteins and also the consequences of 

their malfunction. 

Cells have to complete four major steps during the cell cycle; they must grow, replicate their 

DNA, segregate their chromosomes in two identical sets, and divide. DNA duplication occurs 

during the S phase, while DNA segregation and cell division occurs in M phase (mitosis). 

These two phases are separated by two gap phases: G1 phase between M and S phase, and 

G2 phase between S phase and mitosis. Gap phases provide time for the cell to grow, to 

assess the external and internal environment, and to ensure that the conditions are suitable 

for the following phases. Cells in G1 may enter a specialized resting state named GO in which 

they can remain for an undetermined amount of time. When the signals are favorable, cells 

in G1/GO phase might progress to a restriction point, from which they are committed to 

replicate DNA, even if the favorable signals cease (Alberts et al. 2007).  In addition, the cell 

cycle has several mechanisms to ensure correct progression through the different phases 

and to avoid the accumulation and transference of mutations to the daughter cells. These 

mechanisms are known as cell cycle checkpoints.   

Mitosis is the process in which the eukaryotic nucleus splits into two, followed by the division 

of the cell into daughter cells.  This process can be sub-divided into different phases. During 
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the first phase, named prophase, the replicated chromosomes condense in a process that 

is regulated by several DNA binding proteins, including condensins and cohesins. Condensins 

form rings that organize the chromosomes in a highly compacted form, while cohesins hold 

sister chromatids together. In prophase the mitotic spindle starts to develop, microtubules 

gradually assemble between the centrosomes, which have replicated and moved apart. In 

prometaphase, the nuclear envelope breaks down, allowing chromosomes to attach to the 

microtubule spindle via kinetochores. During metaphase, chromosomes align at the 

equator of the spindle and microtubules attach to the centromeric region of sister 

chromatids at opposite poles of the spindle. In anaphase, chromosome cohesion is lost and 

sister chromatids are pulled toward the opposite spindle poles. At telophase, the daughter 

chromatids reach the opposite poles of the spindle, chromosomes decondense, and the new 

nuclear envelope is formed. Finally, in cytokinesis, the cytoplasm of the two daughter cells 

is divided by a contractile ring. (Alberts et al. 2007; Mitchison and Salmon 2001).  

Cell cycle control depends on cyclins and CDKs. The activity of the CDK family proteins 

oscillates during the cell cycle leading to changes in the phosphorylation of different 

substrates that will regulate the events that determine cell cycle progression.  
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Molecular regulation of the cell cycle 

Cyclins and Cyclin-Dependent Kinases  

Cyclins are a family of regulatory proteins that are fundamental for cell cycle control. They 

activate CDKs, which control cell cycle progression through phosphorylation. The name 

“cyclin” reflects the ability of the first discovered members of this family to be synthesized 

and degraded during the cell cycle in a cyclic manner. The sequences of the different 

members of the cyclin family are remarkably different but they share either one or two 

copies of the cyclin box domain (CBD), which is a sequence of about 100 amino acids 

arranged in five α-helixes and is required for CDK binding and activation. Cyclins have been 

traditionally classified as cell cycle or canonical cyclins (A,B,D,E) and transcriptional cyclins 

(C,H,K,L,Q,T), the latter mainly involved in RNA polymerase regulation. More recently, other 

proteins containing a CBD have been identified, which are poorly characterized and have an 

unknown or atypical CDK partner. These proteins are known as orphan or atypical cyclins. 

All together, in humans, the cyclin family is composed of more than 30 cyclins. The cyclins 

that regulate cell cycle-related CDKs share the property of having oscillating protein levels, 

which is crucial for their cell cycle regulation properties. Conversely, cyclins that associate 

with transcription-related CDKs do not show significant protein level oscillation during the 

cell cycle (Quandt et al. 2019). Cyclin-CDK complexes can regulate progression through the 

different phases of the cell cycle by a variety of mechanisms, including cyclical synthesis and 

degradation, subcellular localization and post-translational modifications.  

Cyclin-Dependent Kinases are a family of serine/threonine kinases that were first identified 

in genetic screens using mutants with defects in cellular division of budding yeast  (Hartwell 

et al. 1970)  and later of fission yeast (Nurse et al. 1975). Up to 20 CDK family members have 

been identified in humans. However, only some are believed to be directly involved in driving 

the cell cycle. From an evolutionary and functional point of view, human CDKs can be 

distinguished as cell cycle-related or transcription-related. Furthermore, CDKs can be 

evolutionarily subdivided into eight groups. CDK1, CDK4, CDK5 are considered the cell 

cycle-related groups and CDK7, CDK8, CDK9, CDK11, CDK20 the transcription-related groups 

(Figure I1).  
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CDK regulation in the cell cycle: CDKs are two-lobed proline-directed serine/threonine-

protein kinases. The N-lobe is predominantly formed by anti-parallel β-sheets and contains 

a glycine-rich loop and a single major helix (αC helix), which contains the conserved PSTAIRE 

sequence, important for cyclin binding. The C-lobe is composed of mainly α-helixes and 

contains the activation loop (T-loop) with the phosphorylation sensitive residue (Thr 160 in 

CDK2). The ATP binding site is located between the two lobes. The function of CDK is 

Figure I1. Evolutionary relationships among CDKs. Evolutionary relationships among members of 

the cell cycle-related subfamilies Cdk1, Cdk5, Cdk4 (orange background) and the transcription 

related subfamilies Cdk7, Cdk8, Cdk11, Cdk9 and Cdk20 (green background) are represented. 

(Modified from Malumbres 2014).  
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controlled by cyclin binding, phosphorylation and binding of protein inhibitors. Monomeric 

CDKs are inactive, the catalytic cleft is closed by the T-loop and the activation segment is 

partially disordered. The association of cyclins with the C helix induces conformational 

changes. The loop moves away from the active site resulting in partial activation of the 

enzyme and allowing the threonine to be accessible for activating phosphorylation by CDK-

activating kinases (CAKs). This phosphorylation leads to further conformational changes that 

result in the full activation of the CDK.  The mechanism of CDK2 activation is also conserved 

in CDK1 (De Bondt et al. 1993; Wood and Endicott 2018).  

CDK-cyclin active complexes can be inactivated by dephosphorylation of the T loop 

threonine and also by cyclin degradation. Additionally, they can be inhibited by 

phosphorylation at Thr14 and Tyr15 (in CDK2) (Gu et al. 1992). In humans, the kinase Wee1 

phosphorylates Tyr15 while Myt1 phosphorylates both Thr14 and Tyr15. These 

phosphorylations should be removed for CDK activation, which is catalyzed by the dual-

specificity Cdc25 phosphatases (Dunphy and Kumagai 1991; Liu et al. 1997; Mueller et al. 

1995; Sebastian et al.1993). For further regulation, the CDK-cyclin activated complexes can 

be inactivated by the direct binding of CDK inhibitor (CKI) proteins. CDK4 and CDK6 are 

affected by the INK4 family of inhibitors: p16INK4a, p15INK4b, p18INK4c and p19INK4d. Conversely, 

Cip/Kip family members p21Cip1, p27Kip1 and p57Kip2 can inhibit CDK1 and CDK2 as well as 

CDK4 and CDK6 (Sherr and Roberts 1999). 

 

Regulation of cell cycle progression and cellular 

checkpoints 

Despite the existence of many cyclin and CDK family members, only some are directly 

involved in driving the cell cycle: the interphasic CDK2, CDK4 and CDK6, and the mitotic 

CDK1. In parallel, cyclins A, B, D, and E are those believed to have a direct role in cell cycle 

control (Malumbres and Barbacid 2009) (Figure I2).  
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G1/S transition and progression through S phase  

Growth factors are necessary to initiate and maintain the transition through G1 phase 

leading to S phase. In normal cells, removal of growth factors prevents entry into S phase. 

The point at G1 at which commitment occurs and the cell no longer requires growth factors 

to complete the cell cycle has been termed the restriction point (Blagosklonny and Pardee 

2002). The transition from G1 to S phase is coordinated by CDK4, CDK6 and CDK2. The 

activation of signaling pathways by mitogenic stimuli such as growth factors leads to Cyclin-D 

Figure I2. Cell cycle phases and regulators. The different cell cycle phases are represented. Mitotic 

stages are illustrated in the upper part of the scheme: prophase/ prometaphase/ metaphase/ 

anaphase/ telophase and cytokinesis from left to the right. Cell restriction point is indicated as a 

grey wavy line. Cycle checkpoints are shown as orange lines. Classically described CDK and cyclin 

regulators and INK and CIP family inhibitors are represented. INK family members exclusive inhibit 

CDK4/6 whereas CIP/KIP family are able to inhibit the activity of all cell cycle CDKs. (Figure created 

with BioRender).  
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accumulation and subsequent activation of CDK4 and CDK6. One of the main substrates of 

these interphasic kinases are the retinoblastoma (Rb) family proteins, which negatively 

regulate E2F transcription factors. The hyperphosphorylation of Rb by CDKs attenuates its 

repressive properties, leading to E2F transcriptional activation of genes that are crucial for 

the following phases of the cell cycle. This is the case of genes encoding Cyclin E, Cyclin A 

and important proteins for DNA replication, DNA damage repair, mitosis and cell cycle 

checkpoints (Bracken et al. 2004). Cyclin E accumulation and activation of CDK2 concludes 

the phosphorylation of Rb previously initiated by Cyclin D activated kinases (Bertoli et al. 

2013). CDK2-Cyclin E phosphorylates the protein p27Kip1 among others (Figure I3). The 

phosphorylation of p27Kip1 at T187 results in its proteasome-dependent degradation and 

therefore upregulation of CDK2 activity, thereby allowing entry into S phase (Montagnoli et 

al. 1999).  

The G1/S checkpoint is a mechanism to prevent the aberrant replication of damaged DNA 

in S phase and it is driven mainly by two effectors, p53 and Cdc25A. When there is DNA 

damage, the kinases ATM and Chk2 are activated. On the one hand, this activation, 

promotes Cdc25A phosphorylation and, subsequently, its proteasome-mediated 

degradation, thus preventing CDK2 activation. On the other hand, ATM, through the 

activation of Chk1/2, leads to the phosphorylation and stabilization of p53, by preventing its 

Mdm2-mediated degradation. Then, p53 activates the expression of its downstream target 

p21Cip1, further promoting G1 arrest by inhibiting CDK2-Cyclin E/A (Lukas et al. 2004). 

(Figure-I3). 

DNA replication is initiated at defined loci known as replication origins and comprises two 

step processes: origin licensing and firing. The two-step mediated regulation of this process 

is essential to avoid re-replication of DNA in the same cell cycle. The first step occurs at late 

mitosis and early G1 phase. The replication origins are recognized and bound by the pre-

replication complex (pre-RC), which is formed by origin recognition complex (ORC1-6), Cdc6 

and mini-chromosome maintenance (MCM2-7) proteins. This is known as origin licensing. 

The second step occurs in S phase, when DNA synthesis is activated. This process is known 

as origin “firing“ and involves the activation of MCM2-7 helicase component for DNA 

unwinding (Fragkos et al. 2015). After DNA duplex unwinding, single strand DNA is stabilized 
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by RPA, and DNA polymerases and proliferating cell nuclear antigen (PCNA) are recruited 

and catalyze DNA replication elongation (Bell and Dutta 2002).  

 

 

CDK2-Cyclin E is involved in the initiation of DNA replication partly by facilitating the loading 

of MCM proteins to replication origins (Coverley et al. 2002). When cells have entered S 

phase, CDK2-Cyclin E phosphorylates Cyclin E, which becomes ubiquitinated and is degraded 

by the proteasome (Koepp et al. 2001). CDK2 then switches to Cyclin A binding. CDK2-CyclinA 

control processes involved in S phase progression, especially those related to DNA 

replication maintenance, including the phosphorylation of components of the DNA 

replication machinery like Cdc6, which is important for restricting DNA replication to once 

per cell cycle. Moreover, CDK2-Cyclin A allow the accumulation of mitotic proteins such as 

Cyclin B (Lukas et al. 1999).  At the end of S phase, Cyclin A will finally associate with CDK1 

(Pagano et al. 1992).  

DNA replication is considered one of the biggest challenges to maintain genomic integrity, 

since errors make DNA vulnerable to damage. Damage generated by errors during DNA 

replication are referred to as replication stress (Mazouzi et al. 2014). Genotoxic stresses 

Figure I3. Molecular regulation of G1/S progression and the G1/S DNA damage checkpoint. 

Schematic representation of the main molecular events leading to progression to S phase. G1/S DNA 

damage checkpoint proteins are highlighted in red. (Figure created with BioRender).  
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trigger a transient and reversible inhibition of DNA replication, which is known as Intra S 

checkpoint. This checkpoint inhibits firing of the replication origins that have not yet been 

initiated, and also protects the integrity of stalled replication forks, preventing the 

conversion of primary lesions into DNA breaks and facilitating recovery. This checkpoint is 

controlled by ATM/ATR and the downstream kinases Chk1/Chk2, which promote Cdc25A 

phosphorylation and degradation, inhibiting CDK2 activation. Another branch of the 

checkpoint depends on ATM-mediated phosphorylation of NBS1 and the cohesin complex 

proteins SMC1 and SMC3 (Kastan and Bartek 2004). 

G2/M transition and M progression  

An increase of Cyclin B protein levels through G2 phase leads to gradual accumulation of 

CDK1-Cyclin B complexes that are phosphorylated in the T loop activation residue by CAK. 

However, the complexes will not be active until the inhibitory phosphorylation is eliminated. 

This is catalyzed by the phosphatase Cdc25 and happens in parallel to the inhibition of Myt1 

and Wee1 (Bulavin et al. 2003; Michael and Newport 1998; Theis-Febvre et al. 2003). 

Progression through mitosis also involves the ubiquitin ligase anaphase-promoting 

complex/cyclosome (APC/C), whose substrate specificity depends on the regulatory proteins 

Cdc20 and Cdh1. On the one hand, the activation mediated by Cdh1 is controlled by CDK 

phosphorylation during S, G2 and early M, which inhibit its association with the APC/C. On 

the other hand, the activation of APC/C by Cdc20 is controlled by the spindle assembly 

checkpoint (SAC), as explained below. At metaphase-anaphase, active APC/C-Cdc20 

degrades Cyclin A and the degradation of Cyclin B begins. At anaphase, APC-Cdh1 is activated 

and subsequently, Cdc20 and Cyclin B will be degraded. The exit from M phase requires the 

inactivation of CDK1-Cyclin B complexes. This inactivation allows the different processes 

required for cytokinesis and M phase exit such as sister chromatid separation, chromosome 

condensation, disassembly of the mitotic spindle, and envelope reformation (Pérez de 

Castro et al. 2007).  

The transition from G2 to M phase has a system to avoid the cell entering mitosis with 

unrepaired DNA damage, which is known as the G2/M checkpoint. The target of this 

checkpoint is CDK1-Cyclin B. This checkpoint is triggered by the activation of ATM/ATR and 

Chk1/Chk2, which induce the inhibition or degradation of Cdc25A and Cdc25C. Another layer 
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of G2/M checkpoint control consists of the activation of p53, thereby allowing p21Cip1 

accumulation (Kastan and Bartek 2004). (Figure I4).  

 

 

The Spindle assembly checkpoint (SAC) is a molecular control to ensure the correct 

segregation of chromosomes during mitosis. It delays anaphase onset until the 

chromosomes are properly attached to the mitotic spindle, thus avoiding premature 

separation and chromosome copy number alterations. Unattached kinetochores recruit 

proteins such as Bub1, BubR1, Mad1, and Mad2. BubR1 and Mad2 sequester Cdc20 and 

inhibit APC/C. When microtubules are properly attached, Mad2 is released and APC/C is 

activated. This leads to the phosphorylation and degradation of securin and subsequent 

activation of separase, which cleaves the cohesins remaining at centromeres, thereby 

allowing chromatid separation. At the same time, Cyclin B is degraded and CDK1 inactivated, 

thus allowing mitotic exit (Pérez de Castro et al. 2007). 

Figure I4. Molecular regulation of the G2/M checkpoint. (Figure created with BioRender). 
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DNA damage and repair 

DNA damage can be produced as a consequence of endogenous sources such as cellular 

metabolism and problems in DNA replication, or alternatively by environmental insults such 

as ionizing radiation, ultraviolet radiation or chemical agents. Single strand breaks (SSB) and 

double strand breaks (DSB) are the most harmful types of DNA damage. (Ciccia and Elledge 

2010). 

In order to maintain genomic integrity, DNA must be protected from damage. Therefore, in 

response to DNA damage, cells activate various mechanisms to minimize the effects on their 

genetic material. When damage is detected, as explained above, the cell cycle is stopped by 

the DNA damage checkpoints, and the DNA damage response (DDR) machinery is recruited 

to damage sites to initiate repair. If the damaging insult persists or damage cannot be 

repaired apoptotic pathways are activated (Ciccia and Elledge 2010).  

The DDR includes the molecular processes spanning from the detection of DNA damage to 

DNA repair and reinitiation of the cell cycle or, alternatively, the induction of cell death. The 

molecular players of this signaling cascade can be classified as sensors (e.g. RPA, MRN 

complex), transducers (ATM, ATR, DNA-PK), mediators (e.g. 53BP1, BRCA1), amplification 

kinases (CHK1, CHK2) and effectors of cellular responses (e.g. p53, Cdc25, p21Cip1) (D’Adda 

Di Fagagna 2008) (Figure I5).   

Figure I5. Steps of the DDR. Lesions in the DNA are recognized by sensor proteins, which also 

stabilize DNA and make scaffold functions for the recruitment of repair proteins. Sensors initiate 

signaling pathways that will lead to signal amplification and finally control a wide variety of 

cellular processes. (figure created with BioRender).     
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During DNA replication, the slowing or stalling in replication fork progression can lead to 

replication fork collapse and DNA breaks. When improperly repaired, SSB originated in this 

process can become DSB upon convergence with the progressing replication forks. DSB can 

also be generated as a consequence of exogenous deleterious insults such as ionizing 

radiation and chemotherapeutic agents. Although this type of damage type is among the 

most toxic lesions and must be repaired to preserve genomic integrity, several 

physiologically important processes require programmed DSB. For example, they are 

required for V(D)J recombination for assembling immunoglobulin and T-cell receptor genes 

(Mehta and Haber 2014). Moreover, in meiosis, the generation of DSB by the enzyme Spo11 

is essential for meiotic recombination (Cooper et al. 2014).   

There are two main systems of DSB repair: homologous recombination (HR) and non-

homologous end joining (NHEJ). In HR, DNA is repaired using homolog chromosome regions 

as a template. This mechanism is effective in preventing DNA errors and is only possible in S 

phase and G2/M phases of the cell cycle. NHEJ is more efficient. However, since it requires 

ligation of independent DSB ends, it is error prone and it promotes chromosomal aberrations 

(Helleday et al. 2008).  

When DNA is damaged, sensors not only recognize lesions but also stabilize DNA ends and 

promote the recruitment of repair proteins.  Upon DSB or SSB, ATM and ATR are recruited. 

The recruitment of these transducer kinases leads to the phosphorylation of the histone 

H2AX on S139 (γH2AX), a key step in the DDR and a widely used marker of DNA damage 

(Fernandez-Capetillo et al. 2004). ATM activation at the DSB depends on the MRN complex. 

When activated, ATM phosphorylates a number of key substrates for DDR at several steps, 

from sensing to repair. A key ATM substrate is CHK2 (Blackford and Jackson 2017). ATR is 

activated by several types of DNA damage such as DSB or replication stress, but its main 

initiator is thought to be single strand DNA (ssDNA) coated with RPA, including ssDNA 

generated as a result of DSB repair, when DNA is resected. One of the main substrates of 

ATR is CHK1 (Nam and Cortez 2011). As mentioned before, ATM, ATR and their targets CHK1 

and CHK2 phosphorylate p53, leading to its stabilization. P53 regulates the expression of 

various genes, such as CDKN1A, which encodes p21Cip1, and PUMA (p53 upregulated 

modulator of apoptosis). The expression of p21Cip1 promotes cell cycle arrest, and the 
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expression of pro-apoptotic proteins such as PUMA induces cell death when damage is not 

repaired or the stimuli persist (Kastenhuber and Lowe 2017). 

Nuclear architecture 

Advances in molecular genomics have allowed a good understanding of the three-

dimensional organization of the eucariotic nucleus. Chromatin organization varies across 

different processes such as cell cycle progression and differentiation. Chromosomes 

undergo drastic structural changes every cell cycle, being highly compacted in mitotic cells 

and more decondensed in interphase. Moreover, there is heterogeneity among the regions 

of DNA replication, gene transcription and gene silencing (Nagano et al. 2017).  

Chromosomes largely occupy defined regions in the nucleus, known as chromosome 

territories, which harbor different levels of organization. Topologically associating domains 

(TADs) are functional domains of the genome that facilitate interaction within chromatin 

regions. They are formed by chromatin loops that connect chromatin regions such as 

promoters and enhancers. (Figure I6). Although different characteristics of 3D genome 

organization are being progressively described, the regulation of the genome distribution 

within the nucleus is still to be unraveled (Shah et al. 2018).  

Proteins in the nucleus can be classified in a broad manner as “diffused” or “aggregated”. 

Transcription factors and chromatin remodelling factors are examples of proteins frequently 

distributed as diffused. The aggregated fraction can be composed mainly of proteins 

associated with DNA or RNA and have a cluster or speckle appearance. It comprises 

membrane-less structures such as the nucleolus, cajal bodies or nuclear speckles (Figure I6). 

These compartments are dynamic and have been proposed to be assembled through phase 

transition principles. Most of the proteins within them have disordered domains (Uversky 

2017).  

It has been shown that specific regions of the genome organize around nuclear bodies. One 

example is RNA polymerase transcribed rDNA genes, which localize around the nucleolus. 

Moreover, certain hubs of highly transcribed genomic regions organize around nuclear 

speckles, whereas gene-poor regions are more prone to localize around the nucleolus 

(Quinodoz et al. 2018).  
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Figure I6. Nuclear architecture and hierarchical organization of the 3D genome. A. 

Representation of the eukaryotic nucleus with nuclear bodies (nuclear speckles and nucleolus).  

Chromosome territories are filled with different colors. B.  Certain regions that are 

transcriptionally active preferentially distribute in the interior of the nuclear space and interact 

among active regions. These active regions from different chromosomes tend to distribute close 

to nuclear speckles (red). Inactive regions tend to associate with nuclear lamina and nucleolus 

(blue). C. Genomic domains associate in topologically associated domains (TADs). Inside TADs, 

cohesin-mediated loop formation facilitate chromatin folding. CTCF and cohesin are essential in 

regulation of loop dynamics. (Modified from Zheng and Xie 2019).  
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Cohesins 

Cohesins were identified as key molecular regulators of sister chromatid cohesion during 

mitosis, which is essential for biorientation of chromosomes or the mitotic spindle (Peters 

and Nishiyama 2012). However, cohesins are also indispensable for several functions, 

including DNA repair, DNA looping and the regulation of meiosis. The cohesin complex is 

crucial for genomic stability in homeostasis, and there is growing evidence of its implication 

in cancer (Losada 2014).  

In mammals, cohesin core complexes are composed of four subunits: structural 

maintenance of chromosomes (SMC) SMC1 and SMC3; Kleisin subunit RAD21 (also named 

Scc1) and stromal antigen (SA) SA1 or SA2. These proteins interact to form a ring-shaped 

structure that associates with chromatin. The association is thought to be through its ring-

like shape, which encircles the chromatin instead of binding directly to DNA. Therefore, 

there is not a requirement for recognition of a specific DNA sequence. In addition, the 

cohesin complex has regulatory factors such as wings apart-like protein homolog (WAPL) 

and PDS5 proteins, which can associate with the core complex trough SCC1 and SA1/2 

(Peters et al. 2008).    

Cohesin loading occurs in G1 and is assisted by the nipped-B-like protein (NIPBL)-MAU2 

heterodimer. On the other hand, cohesin unloading is mediated mainly by WAPL association 

to PDS5A or PDS5B. Of note, WAPL is essential not only for chromosome arms separation in 

mitotic prophase but also in meiosis (Brieño-Enríquez et al. 2016). A third cohesin interactor, 

sororin, is thought to bind PDS5, thereby displacing WAPL from the cohesin core and 

preventing WAPL activity. Sororin phosphorylation generates a conformational change that 

allows the interaction of WAPL with the structural subunits and the opening of the cohesin 

ring (Losada 2014; Nishiyama et al. 2010).  

During the progression of the cell cycle, there is a dynamic association of the cohesin 

complex with DNA. In G1, this complex is loaded surrounding single chromatids. In S phase, 

after DNA replication, cohesin rings encircle the sister chromatids to establish their 

cohesion. At prophase of mitosis, most cohesins are removed from the sister chromatids 

trough WAPL-PDS5 regulation. This step is regulated by sororin phosphorylation mediated 

by CDK1 and Aurora kinase B (AURKB) ( T. Nishiyama et al. 2010; T. Nishiyama et al. 2013).  
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Cohesion of chromosomes remains only in the centromeric region, where sugoshin 1 keeps 

cohesin integrity preventing the premature separation of chromatids. Once APC/C is 

activated, securin is degraded allowing separase activation and cohesin cleavage, leading to 

chromatid separation. A schematic representation of cohesin regulation during the cell cycle 

stages is shown in Figure I7. 

 

 

Cohesin complexes are crucial for chromatid cohesion-dependent and cohesion-

independent functions (Figure I8). Among the functions related to chromatid cohesion, the 

cohesin complex is not only important for chromatid segregation in mitosis but also for DNA 

replication and DNA repair. For example, it facilitates the use of the sister chromatid as a 

template for DBS repair by homologous recombination (Losada 2014). Regarding cohesion-

independent functions, the role of WAPL and cohesin in chromatin regulation during 

Figure I7. Cohesin dynamics during the cell cycle. (G1). Cohesin is loaded in G1 phase through 
NIPBL-MAU2 heterodimer mediation. Cohesin remains destabilized by WAPL. (S). When DNA is 
replicated at S phase, SMC3 is acetylated and this mediates the loading of sororin which displaces 
WAPL and antagonizes its unloading function; cohesion is established. (M, prophase). Sororin is 
phosphorylated by kinases such as CDK1 or AURKB, which allows sororin displacement and WAPL 
binding thereby leading to the opening of the cohesin ring. (M, anaphase). Cohesin remaining at 
centromeric regions, which is protected by sugoshin1 (SGO1), remains loaded until cleaved by 
separase, at metaphase-anaphase transition.  
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interphase is well established. The deficiency of WAPL causes chromatin compaction in 

interphase by stabilizing cohesin. Cohesin distribution in the interphasic DNA depends on 

transcription, CTCF and WAPL. WAPL and CTCF play an essential role in the regulation of 

TADs and chromatin loops in interphase, which are crucial for DNA replication, transcription 

and the regulation of gene expression (Busslinger et al. 2017; Haarhuis et al. 2017).  

 

  

Figure I8. Functions of the cohesin complex during the cell cycle. The different functions are 
represented differentiating between cohesion-dependent and cohesion-independent. Mitosis: 
essential for preventing precocious chromatid separation and also for chromosome correct 
orientation. DNA replication (cohesion dependent): cohesin mediates the stabilization of stalled 
forks, helping their re-start. DNA repair: cohesin facilitates the DNA repair using sister chromatid 
as a template. Transcription regulation: facilitates transcription by connecting promoters with 
enhancer regulatory regions. DNA replication (cohesion independent): cohesin has been proposed 
to mediate the formation of chromatin loops, which allow simultaneous firing of the clustered 
origins. Genome compartmentalization: facilitates the distribution of TADs, genome partition 
units. (Modified from Losada 2014).  
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The role of cell cycle related CDKs and Cyclins in vivo 

Functional redundancy and complementation in the 

mammalian cell cycle  

Only a subset of the about 20 CDKs and more than 30 cyclins that have been identified are 

thought to be directly involved in cell cycle regulation. The roles of many of these proteins 

in vitro have been well-established by biochemical studies in yeast and mammalian cells.  

These studies depict a simplified view of the cell cycle where different CDK-cyclin complexes 

determine the progression of the distinct phases. However, animal models indicate that the 

scenario is much more complex. For instance, in contrast to in vitro studies, only CDK1 is 

essential for every cell division in mice (Santamaría et al. 2007), whereas CDK2, CDK4 and 

CDK6 are dispensable for the cell cycle of most cell types. Several studies have gradually 

revealed the phenotypes of the individual deletion of different CDKs and cyclins, which are 

thought to be essential for cell cycle phases. In this regard, Cyclin B1 and Cyclin A2, key CDK1 

regulators in vitro, have been shown to be essential for the cell cycle of most cells in vivo, 

thereby supporting the notion that these proteins have a crucial role in CDK1 regulation in 

tissues.(Brandeis et al. 1998; Murphy et al. 1997).The results are summarized in Figure I9.   

There is evidence for multiple non-consensus interactions between CDKs and cyclins, and 

also for compensatory roles. For instance, when the Cyclin D interaction partners CDK4 and 

CDK6 are absent, CDK2 can bind to D-type cyclins (Malumbres et al. 2004). Also, CDK1 can 

bind to Cyclin E when CDK2 is absent or alternatively to Cyclin D in the absence of CDK4 

(Santamaría et al. 2007). Similarly, the CDK partners of Cyclin Y play overlapping roles: loss 

of function of Cyclin Y results in a Wnt-loss of function phenotype in Xenopus embryos, 

whereas the  individual knock-down of Cyclin Y-interacting CDK partners did not show any 

phenotype (Davidson and Niehrs 2010). 
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This functional redundancy and complementation results in a lack of abnormal phenotypes 

in the KO models of several cell cycle proteins. Sometimes the combined KO of multiple 

family members is necessary in order to detect severe effects in mice. Of note, the absence 

of phenotypes in interphase CDKs is not simply a consequence of redundancy, as the 

combined deletion of multiple family members of these kinases unmasks phenotypes in 

some cell types, but they are not essential for proliferation of every cell in the body under 

homeostatic conditions. Some examples of the phenotypes arising from the combined KO 

of CDKs or cyclins are summarized below. 

Cdk2 and Cdk4 double KO mice show defects in embryonic cardiomyocytes that cause 

embryonic lethality (Barrière et al. 2007; Berthet et al. 2006). Cdk4 and Cdk6 double KO mice 

show late embryonic lethality produced by the impaired proliferation of hematopoietic 

GENE  PHENOTYPE IN SOMATIC TISSUES PHENOTYPE IN GONADS 

CDK1 
 

Embryonic lethality in first cell divisions 
 

CDK2 
 

Viable Sterility - defective meiosis 

CDK4 
 

Viable. Diabetes and defective postnatal 
proliferation of endocrine cells 

 

CDK6 
 

Viable. Defective proliferation of some 
hematopoietic cells 

 

    

CCNA1 
 

Viable Male sterility: arrest at diplotene. Required 
for Meiosis II phase entry. Females are fertile 

CCNA2 
 

Embryonic lethality E5.5 
 

CCNB1 
 

Embryonic lethality. Arrest in G2 at 4-
cell stage 

 

CCNB2 
 

Viable Fertile 

CCNB3 
 

Viable Female sterility. Failure in Met. I to Anaphase 
I transition 

CCND1 
 

Viable. Defects in retina and mammary 
tissue. 

Fertile 

CCND2 
 

Viable. Effects in certain neuronal 
populations of the cerebellum 

Female sterility. Due to defects in granulosa 
cells; male hypoplastic testis 

CCND3 
 

Viable. Effects in T-lymphocyte 
development 

Fertile 

CCNE1  Viable Fertile 

CCNE2  Viable Fertile; sub-fertile with smaller testes and 
reduced sperm count 

Figure I9. Summary of CDK and cyclin phenotypes in KO mice. The main mitotic and meiotic 
phenotypes of the depletion of cell cycle CDKs and cyclins in mice are summarized based on the 
work reviewed in (Malumbres and Barbacid 2009) and (Chotiner et al. 2019).    
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precursors with no other major phenotypes (Malumbres et al. 2004). The triple KO of the 

interphasic CDKs Cdk2, Cdk4 and Cdk6 causes embryonic lethality due to hematopoietic 

defects and decreased cardiomyocyte precursors (Santamaría et al. 2007). 

Cyclin D1, Cyclin D2 and Cyclin D3 triple KO mice show embryonic lethality resulting from 

hematopoietic and myocardium development defects, very similar to the phenotype 

observed in CDK4 and CDK6 double KO mice. This observation suggests that these cyclins 

are fundamental in the regulation of these kinases also in vivo.  

Of note, some KO combinations that show embryonic lethality also have meiotic effects 

when specifically deleted in gonads. For instance, conditional KO of Cyclin A2 in postnatal 

oocytes shows abnormalities in meiosis II spindle formation (Chotiner et al. 2019).  

Meiotic cell cycle and gametogenesis 

Meiosis is the process that allows the formation of gametes with a haploid set of 

chromosomes for sexual reproduction. This is achieved by two consecutive chromosome 

segregation events preceded by a single round of DNA replication. Although this process is 

not strictly speaking a cycle, many of the key regulators are common to the regulation of the 

mitotic cell cycle. The generation of gametes requires both specific meiotic proteins and 

general cell cycle regulators. During this process, specialized cell cycle proteins will ensure 

that there are two consecutive segregation events (Marston and Amon 2004).  

After DNA replication, meiosis I starts with a particular prophase that is subdivided into four 

stages: leptotene, zygotene, pachytene and diplotene. During the meiosis I prophase, 

homologous chromosomes align and undergo recombination between non-sister 

chromatids. At the onset of prophase, in the leptotene stage, DSB are generated throughout 

the chromosomes by Spo11, and the breaks are repaired by HR. The chromosomes start to 

repair and synapse at zygotene where the axial core of homolog chromosomes is tightly 

linked forming the synaptonemal complex. Chromosomal synapses are then completed and 

chromosomes recombine to form crossovers. Finally, at diplotene stage, chromosomes de-

synapse. After that, metaphase-I and anaphase-I are completed, thereby separating the 

duplicated homolog chromosomes. This is followed by meiotic division II, which produces 

haploid spermatids. Meiosis II occurs rapidly and closely resembles a mitotic division, but 
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without a step of DNA replication. Cohesin complexes play crucial roles in segregating the 

homologs during meiosis I, being major components of the axial core of each homolog. Some 

cohesin subunits and regulators that operate in meiosis are shared with the mitotic cell cycle 

and others are specific for meiosis. Sexual chromosomes in males only share homology in a 

small region. Outside this region, the sex chromosomes remain unsynapsed and are 

condensed to form a compact structure known as the sex body (Reig-Viader and Ruiz-

Herrera 2016; Subramanian and Hochwagen 2014). 

In the process of gametogenesis, primordial germ cells formed during embryonic 

development undergo mitotic division and eventually enter meiosis I. This process is carried 

out in different stages of development and adult life depending on the sex.   

 

Spermatogenesis: in males, primordial germ cells go through several rounds of mitosis in 

the embryo and then enter G0 arrest. Proliferation is resumed after birth and the pool of 

spermatogonia stem cells is established.  Spermatogenesis is maintained from puberty 

throughout life. Spermatogonia, which are diploid (2C), continuously generate tetraploid 

(4C) primary spermatocytes in a process that requires a switch from the mitotic cell cycle to 

meiosis. Spermatocytes then undergo two rounds of meiotic divisions to generate 

spermatids. Primary spermatocytes divide generating secondary spermatocytes (2C), whose 

division generates haploid spermatids (1C) (Sun et al. 2018) (Figure I10, upper part). In adult 

mice, several waves of spermatogenesis occur simultaneously, and the seminiferous tubule 

contains germ cells coordinated at different development stages (Phillips et al. 2010).  

 

Oogenesis: in females, the meiotic process starts in embryonic stages, and cells are then 

arrested in diplotene of prophase I until the moment of ovulation in the adult organism. In 

the adult, in response to luteinizing hormone, oocyte maturation and meiotic progression is 

resumed and involves germinal vesicle breakdown and the finalization of meiosis I. Cells then 

remain arrested in metaphase of meiosis II until fertilization (Figure I10, lower part)  (Li and 

Albertini 2013). 
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Figure I10. Representation of male and female gametogenesis and meiosis in mice. In males, after 

birth mitotic divisions of spermatogonia are resumed from puberty throughout the adult’s life. In 

females, meiosis starts in embryonic stages. Cells remain arrested in diplotene until the moment 

of ovulation in the adult. Telomere and chromosome dynamics in meiotic prophase I are 

represented; telomeres attach to the nuclear envelope at pre-leptotene, synapsis starts at 

zygotene and concludes at pachytene, when meiotic recombination occurs. At diplotene, 

chromosomes desynapse. (Inspired by Reig-Viader and Ruiz-Herrera 2016). 
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Role of Cdk2 in vivo 

CDK2 is classically considered an interphasic CDK regulator that is essential for G1/S 

transition and S phase progression in association with Cyclin E and Cyclin A, respectively. 

However, genetic models revealed that constitutive CDK2 KO mice develop normally and are 

viable, with no major defects in somatic tissues. Moreover, immortalized CDK2 KO mouse 

embryonic fibroblasts (MEFs) do not have significant defects in proliferation, although they 

were shown to enter the culture crisis stage earlier than immortalized WT MEFs (Ortega et 

al. 2003). In contrast, CDK2 has an indispensable role in meiosis, and testes of postnatal day 

20 (P20) CDK2 KO mice are atrophic, with massive apoptosis. Furthermore, spermatocytes 

are arrested in pachytene-like stage of meiotic prophase. CDK2 has been reported to be 

crucial for meiotic telomere attachment to the nuclear envelope (Ortega et al. 2003; Viera 

et al. 2015).  

Despite the KO of CDK2 does not have any phenotypes incompatible with life, a role of this 

kinase in particular cell populations of the brain has been proposed. Progenitors and neural 

stem cells (NSCs) from adult brains of CDK2 KO mice were reported to show reduced 

proliferation both cultured as neurospheres and in in vivo analysis (Jablonska et al. 2007). 

Neurogenesis and the cell cycle  

NSCs are capable of generating neurons and glial cells, including astrocytes and 

oligodendrocytes, both in the developing and adult brain. Neurogenesis starts from early 

development, and in the postnatal brain, few neurogenic zones are present. The main 

neurogenic regions in the adult are restricted to the sub-ventricular zone (SVZ), and the sub-

granular zone (SGZ) of the dentate gyrus (DG) in the hippocampus (Figure I11). NSCs of the 

SVZ generate neurons and oligodendrocytes, while the SGZ produces neurons and 

astrocytes. Neurogenesis in the adult brain is more restricted than in embryos. One of its 

main features is that while embryonic NSCs have a high proliferative rate, adult NSCs, 

similarly to stem cells in other mature tissues, remain arrested at G0 phase for long periods 

(Götz and Huttner 2005; Urbán and Guillemot 2014).  
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The ventricle of the adult mammalian brain contains several thousand NSCs distributed 

along its walls. These NSCs generate transit amplifying progenitors (TAPs), which later 

produce neuroblasts that continuously migrate along the rostral migratory stream to the 

olfactory bulb, giving rise to granule and periglomerular neurons (Lim et al. 2016; Ponti et 

al. 2013) (FigureI12).  

In both the embryo and adult brain, NSCs are considered a specialized kind of glia located in 

the neurogenic niches (Kriegstein and Alvarez-Buylla 2009). Interestingly, after brain injury, 

dormant NSCs in neurogenic niches can be activated and proliferation is boosted, which is 

believed to contribute to lesion repair (Llorens-Bobadilla et al. 2015).  

Figure I11. NSCs in the embryonic and adult brain. On the left, sagittal representation of the 

embryonic brain with expanded view of the neocortex at the bottom. The stem cells and 

progenitors are restricted to the ventricular zone (VZ) and subventricular zone (SVZ) of the 

neocortex, adjacent to the ventricle. The intermediate zone (IZ) contains migrating cells and the 

cortical plate (CP) is formed by post-mitotic neurons. The CP grows during development and 

originates the adult isocortex (green). On the right, the two main neurogenic regions are 

represented in a sagittal view of adult brain, the sub-ventricular zone (SVZ) and sub-granular zone 

(SGZ) of the Dentate Gyrus (dashed lines). (Inspired by Barazzuol et al. 2015).  
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Several studies have addressed the role of different CDKs and cell cycle proteins in regulating 

brain NSCs. Proliferation defects have been found in the SVZ upon CDK2 depletion in vivo 

and also in adult progenitors when cultured as neurospheres (Jablonska et al. 2007), a widely 

used system to study neural progenitors and NSCs in vitro (Pastrana et al. 2011). Conversely, 

no differences in embryonic stem cell proliferation were observed in the same study, which 

was explained by the complementation of CDK4, which is upregulated in CDK2 KO embryonic 

brains. Accordingly, a different study has shown that CDK2 and CDK4 double KO embryo 

brains have ablated intermediate zone and cortical plate, and NSCs proliferate but their cell 

cycle is altered and they are predisposed to differentiate into neurons (Lim and Kaldis 2012). 

Studies involving interphasic CDKs have shown a correlation between a longer G1 phase and 

an increased rate of differentiation. CDK6 has been shown to play a role in proliferation in 

the DG and SVZ of adult brains, with CDK6 KO showing a longer G1 phase and increased 

differentiation (Beukelaers et al. 2011). CDK2 and CDK4 double KO are also more prone to 

differentiate into neurons (Lim and Kaldis 2012). Conversely, shortening the cell cycle by 

CDK4-Cyclin D overexpression expands the progenitor cells, resulting in a thicker SVZ and 

larger surface area of the cortex (Lange et al. 2009).  

Other cell cycle regulators are also involved in brain development and neurogenesis. 

Although the absence of Cyclin D2 seems to be compensated by Cyclin D1 in embryos, 

Cyclin-D2 has been proposed to be important for adult proliferation and neurogenesis in the 

DG and SVZ (Kowalczyk et al. 2004). CDK5 and its non-cyclin regulators p35 and p39 are 

Figure I12. Representation of neural 
differentiation stages in NSCs produced at the 
SVZ. The ventricle of the SVZ contains NSCs 
distributed along its walls that produce transit 
amplifying progenitors (TAP), which then 
divide and produce neuroblasts (NB) that 
migrate through the rostral migratory stream 
(RMS) to the olfactory bulb (OB) and have 
restricted division capacity. Then cells will 
differentiate to interneurons. Some of the 
markers of the different differentiation stages 
are indicated. (Gusel’nikova and Korzhevskiy 
2015; Ming and Song 2011; Walker et al. 
2007) (figure created with BioRender).  
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important in post-mitotic neurons and are involved in the migration of neuroblasts from the 

SVZ to the olfactory bulb and in the adult hippocampal neurogenesis (Hirasawa et al. 2004; 

Ko et al. 2001; Lagace et al. 2008; Ohshima et al. 1996).  

In addition, CKIs also have important roles in the brain. P27Kip1 KO mice have increased TAPs 

and decreased neuroblasts, while the number of NSCs is not affected. The overall 

proliferation is increased in p27Kip1 KO in both basal and ischemia conditions (Doetsch et al. 

2002; Qiu et al. 2009). P21Cip1 has been shown to be important for adult NSC expansion 

through the regulation of Sox2 expression (Marqués-Torrejón et al. 2013).  

Cancer and cell cycle regulators  

Tumors are complex tissues with uncontrolled cell proliferation potential. Their 

development is progressive and involves the accumulation of genetic abnormalities over 

time. Cancer is considered an evolutionary process in which cells gather mutations 

sequentially undergoing a sub-clonal selection. These mutations may arise from 

environmental factors or intrinsic processes such as replication errors, thereby providing 

distinctive capabilities related to cell growth, survival and dissemination, defined as the 

hallmarks of cancer (Hanahan and Weinberg 2011). Tumor cells can acquire the ability to 

maintain sustained proliferation through a number of mechanisms. For example, they can 

produce growth factor ligands that lead to autocrine proliferative signaling (Heldin 2012) or 

express constitutively active mutated forms of proteins such as the oncogene B-Raf, which 

stimulate mitogenic signaling without the requirement of growth factors (Fiskus and 

Mitsiades 2016). In addition to cancer cells, the tumor microenvironment includes immune 

cells, fibroblasts and endothelial cells. These tumor associated cells can provide growth 

factors, angiogenic factors or other signals required for the evasion of apoptosis (Gajewski 

et al. 2013; Pietras and Östman 2010). Moreover, cancer cells develop systems to actively 

evade recognition and elimination by immune cells (Chen and Mellman 2017).  

Genetic alterations in oncogenes (overexpression, amplification and gain of function) or 

tumor suppressors (deletion, silencing and loss of function) are widely known to be crucial 

for cancer. However, tumor development also depends also on proteins and pathways that 

are not oncogenic per se. These pathways are frequently important for the cancer cell but 
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are not required to the same extent for normal cell fitness. This has been referred to as 

“non-oncogene addiction”. The idea is that tumor cells experience numerous stresses, such 

as DNA damage and replication or metabolic stress, which are less frequent in normal cells, 

thereby making tumor cells more dependent on stress support pathways (Luo et al. 2009).  

Cell cycle checkpoint regulators and CDK inhibitors are frequently lost or overridden during 

the process of malignant transformation. This loss of checkpoints and the subsequent 

alterations in genome maintenance and repair mechanisms lead to chromosomal instability 

(CIN) and genomic instability (GIN). GIN is an established hallmark of cancer that is present 

in most of the tumors, it leads to the accumulation of mutations in cancer cells (Negrini et 

al. 2010). However, the loss of checkpoints can also make tumor cells more sensitive to cell 

death caused by genotoxic drugs, raising the possibility of eliminating cancer cells by 

exaggerating the checkpoint control losses that initially leaded to their uncontrolled 

proliferation (Dobbelstein and Sørensen 2015). As a result, inhibitors of DNA damage 

checkpoints or repair proteins are being studied as potential boosters of cancer cell 

vulnerabilities by deregulation of the balance between stress support pathways and stress 

(J. Luo et al. 2009). One example is the targeting of BRCA1 and BRCA2 mutated tumors with 

PARP inhibitors (Lord and Ashworth 2017). ATR inhibitors are also being explored for cancer 

treatment due to their ability to enhance replication stress and GIN (Lecona and Fernandez-

Capetillo 2018). 

CDKs and Cyclins in cancer: besides the studies clarifying the roles of interphasic CDKs in 

somatic cells, an important question remains. Do tumor cells retain the same cell cycle 

requirements as their cells of origin?  A better understanding of the requirements for 

interphase CDKs in cancer cells should help to develop strategies to target specific tumors 

more efficiently (Asghar et al. 2015).  

CDK4 and CDK6 and their activator Cyclin D have been found overexpressed or amplified in 

several tumors such as sarcoma, glioma or breast cancer. Conversely, CDK2 is not usually 

mutated; however, the regulators of this kinase are frequently altered. Cyclin E is often 

overexpressed in human tumors and p21Cip1 and p27Kip1 are frequently silenced. Another 

example is Skp2, a ubiquitin ligase that targets p27Kip1 and p21Cip1 for degradation, which has 

also been found overexpressed (Gstaiger et al. 2001; Hershko 2008 ; Chu et al. 2008; El-Deiry 

and Wafik 2016). These observations suggest that although CDK2 is not usually directly 
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affected by mutations, its activity might be indirectly modified through its regulation system. 

In line with this idea, transgenic mice overexpressing Cyclin E1 in the mammary gland 

develop mammary tumors (Bortner and Rosenberg 1997). 

In an attempt to modulate the function of CDKs in the cancer cell cycle, CDK inhibitors have 

been tested for cancer therapies. However, this has been historically challenging. The first 

rounds of inhibitors had low selectivity, affecting different CDKs. Therefore, the lack of 

therapeutic window was possibly a consequence of targeting critical proteins for the 

proliferation of normal cells such as CDK1. Moreover, in many cases, there was a poor 

understanding of the mechanisms of action. Interestingly, several clinical studies targeting 

CDK4 and CDK6 have shown promising clinical efficacy. However, some tumors seem to be 

resistant or acquire rapid resistance to these inhibitors. In these cases, other CDKs such as 

CDK2 are likely to compensate (Asghar et al. 2015; Malumbres and Barbacid 2009; Otto and 

Sicinski 2017). 

In addition to their role as effectors of the DNA damage checkpoint pathways, CDKs also 

participate in regulation of DNA repair. For instance, the yeast CDK1 seems important in DNA 

resection for homologous recombination in DSB repair (Huertas et al. 2008). Moreover, 

human CDK1 and CDK2 phosphorylate BRCA2 to regulate its interaction with RAD51, which 

is important for the stimulation of the homologous recombination repair pathway in S and 

G2 phases (Esashi et al. 2005). CDK1 has also been proposed to phosphorylate RAP80, a 

protein that targets BRCA1 to DNA damage sites (Cho et al. 2013).   
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Atypical CDK activators: the RINGO proteins 

Although cyclins are universal CDK activators, there are cases in which CDKs are activated by 

proteins not belonging to the cyclin family and independently of cyclin binding. The proteins 

p35 and p39 are examples of atypical CDK5 activators. These proteins have very little 

sequence similarity with cyclins, although they have been reported to adopt a similar three-

dimensional structure to the so-called cyclin box fold (CBF). As mentioned above, activated 

CDK5 has been reported to have functions in post-mitotic cells of the brain (Tsai et al. 1994; 

Tang et al. 1995; Shupp et al. 2017).  

RINGO proteins are another case of atypical CDK activators. The first RINGO protein was 

discovered in Xenopus, in two independent screenings. The first screening aimed to find 

proteins that, when overexpressed in G2-arrested Xenopus oocytes, were able to trigger 

meiotic maturation, and named it RINGO (Rapid INducer of G2/M progression in Oocytes) 

(Ferby et al. 1999). The other screening searched for Xenopus genes that were able to confer 

resistance to UV when overexpressed in a Rad1-deficient mutant of the yeast 

Schizosaccharomyces pombe, and named it Speedy (Lenormand et al. 1999). 

Co-immunoprecipitation (co-IP) studies revealed that RINGO/Speedy interact with CDK2. 

Moreover, RINGO was shown to be able to directly activate CDK2 kinase activity in vitro 

(Ferby et al. 1999; Lenormand 1999). 

In mammals, there are several homologs of Xenopus RINGO/Speedy (XRINGO): RingoA, 

RingoC and RingoE in humans; RingoA, RingoB and RingoD in mouse. Of note, RINGO family 

proteins differ notably between human and mouse, with RingoA being the most conserved 

among species (Figure I13). In humans, RingoA (also referred to as Spy1) is expressed as two 

splicing variants, RingoA1 and RingoA2 (Nebreda 2006).  

Figure I13. Phylogenetic tree of mammalian 

RINGO proteins. Human and mouse RingoA 

have 85% identity and are the most similar to 

XRINGO. The different mouse homologs are 

shown in blue and human homologs in black. 

Alternative names listed are as follows:  
RingoA/SpeedyA/Ringo3/Spy1 

RingoB/SpeedyB/Ringo4  

RingoC/SpeedyC/Ringo2  

RingoD/SpeedyD/Ringo5  

RingoE/SpeedyE/Ringo1  

(Adapted from Nebreda 2006). 
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RingoA structure and CDK activation 

All members of the RINGO protein family have a central conserved region of approximately 

140 residues referred to as the Ringo box (or S/R box), which is the region required for CDK 

binding. Mutational analysis has revealed that most polar and conserved residues within this 

region are required for RINGO-CDK interaction. At the same time, mutation of only two 

residues in the CDK2 PSTAIRE region abolishes XRINGO-CDK2 binding: Ile-49 and Arg-50, 

similar to those required for the interaction between CDK2 and Cyclin A. Overexpression 

studies in Xenopus oocytes have shown that the RINGO Box is necessary and sufficient for 

CDK activation by RINGO proteins. Although dispensable for XRINGO activity, the C terminal 

region may in some cases contribute to CDK activation. The N-terminal domain seems 

important for RingoA stability, as truncated N-terminal forms are more stable (Cheng et al. 

2005; Dinarina et al. 2005; Nebreda 2006; Porter et al. 2002). RINGO proteins have very little 

similarity in amino acid sequence with cyclins; however, structural studies have shown that 

the RingoA box adopts a CBF that binds CDK2 in the same position as the N-terminal CBF of 

Cyclin A (Figure I14). Moreover, the secondary structural elements of the RINGO box at the 

CDK PSTAIRE interphase align with Cyclin A. The largest interface between RingoA and CDK2 

is between PSTAIRE of CDK2 and the helixes α3 and α5 of RingoA (McGrath et al. 2017).  

Figure I14. Comparison of CDK2-RingoA and CDK2-Cyclin A structures. The CDK2 kinase domain 

of both complexes are aligned. The helixes of RingoA protein that contact the PSTAIRE domain 

of CDK2 have a similar conformation to those of Cyclin A. (McGrath et al. 2017). 
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RINGO activates CDK1 and CDK2 independently of Thr-160 phosphorylation  

Not long after XRINGO was discovered, in vitro studies using purified recombinant proteins 

and Xenopus oocytes were done in order to evaluate CDK1 and CDK2 activation. As 

explained, CDK1-Cyclin B and CDK2-Cyclin A complexes are fully active only after CAK 

mediated phosphorylation of a residue located in the T-loop (Thr-161 for CDK1 and Thr-160 

in CDK2). Surprisingly, XRINGO is able to activate CDK1 and CDK2 independently of the 

presence of CAK proteins or Thr phosphorylation (Karaiskou et al. 2001). In addition to 

XRINGO, mouse and human RingoA, RingoB, RingoC and RingoE have also been shown to 

bind to and directly activate CDK1 and CDK2. Moreover, RingoE overexpressed in Xenopus 

oocytes binds to CDK5 (Cheng et al. 2005; Dinarina et al. 2005; Porter et al. 2002). 

The CDK2-RingoA crystal structure gave further insights into the differences between CDK 

activation by RingoA and Cyclin A. The structure of CDK2 bound to residues of the RINGO 

(S/R) box was found to be similar to the CDK2-Cyclin A structure (Jeffrey et al. 1995). Upon 

RingoA binding, the PSTAIRE region and the T-loop of CDK adopt a conformation associated 

with the active kinase. Importantly, the non-phosphorylated form of CDK2-RingoA adopts a 

conformation similar to the phosphorylated CDK2-Cyclin A complex. This observation further 

supports the notion that the binding of RingoA suffices to activate CDK2 regardless of the 

Thr160 phosphorylation state. Consistent with this, phosphorylated CDK2-Cyclin A shows a 

two-fold decrease in Michaelis-Menten constant (Km) compared to non-phosphorylated 

CDK2-Cyclin A. In contrast, CDK2-RingoA has a very similar Km independently of whether 

Thr-160 of CDK2 is phosphorylated or not. Mutational analysis have identified the residues 

D97 and E135 as critical for interaction with the T-loop of CDK2 and important for activation 

of the complex (McGrath et al. 2017).  

Furthermore, Wee1 and Myt1 kinases are known to phosphorylate CDK Thr-14 and Tyr-15 

inhibitory residues, and these phosphorylations must be removed for complete kinase 

activation. Interestingly, Myt1 is less efficient at inhibiting CDK-XRINGO complexes than 

CDK-cyclin complexes (Karaiskou et al. 2001). 

The observation that RINGO can activate CDK2 regardless of its activating phosphorylation 

and that RINGO-CDK complexes are less inhibited by inhibitory phosphorylation suggests 
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that RINGO proteins might be important in specific situations in which CDK-cyclin complexes 

are inhibited.  

Regarding CDK-RINGO substrates, there is evidence of broader substrate specificity by 

RINGO activated complexes compared with CDK2-Cyclin A complexes. Studies using peptide 

libraries have shown a preference of Lys at +3 position of the phospho-acceptor site 

((S/T)PX(K/R)) for CDK2-RingoA complexes (Cheng et al. 2005). During Xenopus oocyte G2/M 

phase transition, CDK-XRINGO phosphorylates three residues at the N-terminal regulatory 

domain of Myt1 thereby promoting its inhibition, and these residues are poorly 

phosphorylated by CDK-cyclin complexes (Ruiz et al. 2008). Therefore, CDK-RINGO 

complexes seem to differ in substrate specificity (Figure I15). It has also been shown that 

XRINGO binds to Myt1 in a different region than cyclins, which may account for the different 

sites phosphorylated by the two CDK2 complexes (Ruiz et al. 2008). Therefore, the 

properties of RingoA are intriguing: it can activate CDK regardless of T160 phosphorylation, 

it shows reduced susceptibility to inhibitors, and it can potentially direct CDKs to 

phosphorylate specific substrates.  

 

 

  

Figure I15. Model for CDK-RINGO substrate phosphorylation. CDK-RINGO may target different 
subsets of phosphorylation sites in the same or different proteins.  
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Proposed functions of RINGO in cell cycle regulation in vitro 

Regulation of RINGO proteins during the cell cycle 

Studies in U20S cells showed that RingoA mRNA is expressed in all stages of the cell cycle, 

but that it peaks in M phase, very similar to Cyclin A2. Moreover, constitutively 

overexpressed myc-RingoA protein accumulates periodically, reaching the highest peak in 

the G1 phase. Interestingly, RingoA is phosphorylated in mitosis (Dinarina et al. 2009). 

Overexpressed RingoA protein was found to be highly unstable and degraded by the 

proteasome, as it accumulates upon treatment with the MG132 inhibitor. Interestingly, the 

expression of a non-degradable form of RingoA results in impaired cell cycle progression. 

The ubiquitin ligase Skp2 was identified as capable of binding RingoA and of inducing RingoA 

degradation (Dinarina et al. 2009). NEDD4 is another ubiquitin ligase proposed to induce 

RingoA degradation in human cell lines (Al Sorkhy et al. 2009).   

RingoA interacts with p27Kip1   

RingoA was proposed to be important for G1/S transition in human cell lines. This was based 

on different observations: RingoA overexpression resulted in a reduction of G1 length and 

conversely, RingoA siRNA led to an increase in G1 and reduction in G2/M phases (Porter et 

al. 2002). As a potential explanation for the changes in G1, p27Kip1 was identified as an 

interactor of human RingoA/Spy1 (Porter et al. 2003), as well as of RingoC and RingoE 

(Dinarina et al. 2005).  

RingoA overexpression was claimed to overcome p27Kip1 mediated arrest in G1 (Porter et al. 

2003) by activating CDK2 for the phosphorylation of p27Kip1 at T187 both in vitro and in cells 

(McAndrew et al. 2007). To further understand the interplay between RINGO and p27Kip1 in 

cell cycle regulation, it should be noted that CDK2-RINGO complexes have reduced 

sensitivity to inhibitors such as p21Cip1 and p27Kip1. These proteins bind to the cyclin CBF 

through the MRAIL region, which RINGO lacks, thereby explaining for the poor inhibition 

(Karaiskou et al. 2001; McGrath et al. 2017). Of note, despite the binding of p27Kip1 to the 

CDK2-RingoA complex is weak due to the lack of MRAIL, p27Kip1 still shows some inhibitory 

activity although weaker than on CDK2-Cyclin A (McGrath et al. 2017).   
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RingoA and DNA damage  

RingoA has been proposed to participate in the DDR. First, it was identified as being able to 

confer resistance to UV in Rad1-deficient Schizosaccharomyces pombe (Lenormand 1999). 

Moreover, in the U20S human cell line, the overexpression of RingoA was proposed to 

increase cell survival in response to genotoxic drugs (Barnes et al. 2003). The RingoA-

overexpressing U2OS cells show reduced levels of phospho-Chk1 and phospho-RPA, two 

proteins involved in the DDR (Gastwirt et al. 2006). Conversely, NSC34 cells overexpressing 

SOD1G93A to induce DNA damage show increased cell death upon treatment with RingoA 

siRNA (Wang et al. 2019).  

Taken together, the experiments using cell lines and overexpressed proteins have linked 

RingoA to cell cycle regulation and checkpoint signaling. However, they do not necessarily 

reveal the physiological role of endogenous RingoA in a tissue context. Therefore, the use of 

genetic models to generate KO mice should help to elucidate the physiological roles of 

RINGO proteins in vivo.  

Physiological roles of RINGO proteins  

RingoA in meiosis 

Recent studies using mouse genetic models have shown that RingoA is essential for meiosis 

in both males and females, phenocopying the phenotypes of CDK2 KO mice (Mikolcevic et 

al. 2016). Together with the observation that RingoA can complex with CDK2 and activate 

this kinase, these findings suggest that RingoA is an essential activator of CDK2 during 

meiosis. These observations are supported by another study published later (Tu et al. 2017).  

Both reports show that RingoA is localized to the telomeric regions of spermatocytes, 

overlapping with TRF1 from leptotene to pachytene. This location at telomeres is very similar 

to the location described for CDK2. In pre-leptotene, RingoA is detectable only in telomeres 

that are in contact with the nuclear envelope. RingoA co-localizes with CDK2 in telomeres 

from leptotene and its expression is then maintained during leptotene and zygotene. The 

signal disappears from telomeres as cells enter diplotene. Moreover, RingoA and CDK2 also 

co-localize along the asynapsed axial elements of sex chromosomes in 58% of their surface. 
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RingoA was shown to interact with CDK2 in testis by co-IP (Mikolcevic et al. 2016; Tu et al. 

2017).  RingoA protein expression in testis starts from postnatal day 12 (P12).  Conversely, 

in female germ cells mRNA expression starts around 14.5 day post coitum (dpc14.5), when 

they enter meiosis, and decreases when they become arrested at dictyate (from dpc18.5). 

In adult ovaries, the expression is dramatically reduced (Tu et al. 2017).   

In spermatocytes, RingoA is essential for the tethering of telomeres to the NE during meiotic 

prophase. RingoA KO spermatocytes show non-homologous pairing and telomere fusions, 

as well as impaired DSB repair, and they also lack the sex body. Spermatogenesis is arrested 

in mid-pachytene of meiosis I. Interestingly, CDK2 is absent in telomeres at pachytene-like 

stage in RingoA KO (Mikolcevic et al. 2016; Tu et al. 2017). Experiments overexpressing 

RingoA mutants in spermatocytes further support the notion that RingoA is essential for 

CDK2 location to telomeres, and also reveal the relevance of the N-terminus for telomere 

binding (Tu et al. 2017).  

The telomeres of RingoA deficient spermatocytes lack Sun1, a protein that is essential for 

telomere tethering to the nuclear envelope. Moreover, CDK2-RingoA can phosphorylate 

Sun1 in vitro, thereby giving a possible explanation for many of the phenotypes observed. 

However, it is unlikely that this explains the telomere fusion phenotype observed (Mikolcevic 

et al. 2016).  

Taken together, it is not surprising that the depletion of RingoA leads to infertility in both 

males and females. RingoA KO male mice show normal testes at P7 but from two months of 

age lack round and elongated spermatids and their testis are atrophied, hypoplastic and 

smaller. Histological analysis shows abnormal epithelium, narrower seminiferous tubules 

and lack of post-meiotic cells (Mikolcevic et al. 2016; Tu et al. 2017). In RingoA KO females, 

there is an almost total loss of oocytes and ovaries are also atrophic and mainly composed 

of interstitial and stromal cells.  

RingoA in tumorigenesis 

RingoA has been proposed to have a role in cancer. It has been reported to be overexpressed 

in human tumors such as glioblastoma and breast cancer (Lubanska et al. 2014; Al Sorkhy et 

al. 2012). In glioblastoma, the overexpression of RingoA was proposed to correlate with 
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tumor grade. Moreover, shRNA-mediated knockdown of RingoA reduced the proliferation 

of glioblastoma cell lines, and RingoA was proposed to regulate the self-renewal capability 

of the stem cell population CD133+ (Lubanska et al. 2014). Regarding breast cancer, HC11 

cells overexpressing RingoA were shown to have accelerated tumorigenesis when implanted 

into mammary fat pads of BALB/C mice (Golipour et al. 2008). Furthermore, breast tumor 

growth was partially inhibited when the implanted HC11 cells expressed a RingoA mutant 

with reduced ability to bind to p27Kip1 or CDK2 (Al Sorkhy et al. 2016). It has been also 

proposed that RingoA expression can be induced by ERα and that RingoA is able to 

upregulate ERK1/2 signaling in a CDK dependent manner promoting tamoxifen resistance. 

(Ferraiuolo et al. 2017). 

In contrast to the RingoA function in meiosis, which has been clearly demonstrated in vivo 

by different groups, the experiments addressing the role of RingoA in cancer and cell cycle 

regulation have been done in cell lines and mostly overexpressing RingoA. To date, there are 

no reports using genetic mouse models to address the importance of RingoA during 

homeostasis and tumorigenesis, and very little is known about substrates and interactors of 

RingoA in mammals beyond p27Kip1. Therefore, studies to understand the relevance of 

RingoA in cell regulation in vivo are much needed.   
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The aim of this project is to investigate the role of the non-canonical CDK activator RINGO 
in mammalian somatic cells and tissues, both in homeostatic conditions and in cancer. 
 
Specific objectives: 

- Define the subcellular location of RingoA 

- Identify new RingoA interacting proteins 

- Analyze the consequences of the loss of function of RingoA in mammalian cells 

- Study RingoA and RingoB expression in mouse tissues 

- Characterize the role of RingoA and RingoB in vivo both in homeostasis and in 
tumor growth by using genetic mouse models  
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General buffers and solutions  

 

Davidson's fixative   Lysis Buffer  

30% absolute ethanol  50 mM Tris-HCl pH 7.5 

30% neutral buffered formalin (10%)  150 mM NaCl  
10% glacial acetic acid  1 mM EDTA  

  1 mM EGTA  
HBS buffer 2X  1% Triton X-100 

50mM HEPES  0.1% SDS  
280mM NaCl  Protease inhibitor cocktail  

1.5mM Na2HP04  25u/ml Benzonase 

pH 7.12    

  NID buffer  
IP buffer  10mM Tris pH 8.3 

50 mM Tris-HCl (pH 7.5)  50mM KCl  
150 mM NaCl  2mM MgCl2  
5 mM EGTA  0.1 mg/ml gelatin 

5 mM EDTA  0.45% NP40  
1% NP-40  0.45% Tween20 

1mM Na3O4V    

1 mM PMSF  PBS 10X  

10 μg/ml pepstatin A  1.37 M NaCl  
10 μg/ml aprotinin  27 mM KCl  
10 μg/ml leupeptin  100 mM Na2HPO4  
20 mM NaF  17.5 mM KH2PO4 

1 μM mycrocystin  pH 7.4 

2.5 mM benzamidine    
    

Ponceau Red  Running Buffer 10X  

0.1% Red Ponceau S powder  0.25 M Tris base  

5% acetic acid  2 M glycine  

  1% SDS  

  pH 8.3  

Protein Loading buffer 5X    

250 mM Tris pH 6.8    

50% glycerol  Tail Buffer   

250 mM DTT  100 mM NaCl  

10% SDS  50mM Tris-HCl pH8  

0.1% bromophenol blue  10mM EDTA pH8  

  1% SDS   
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RIPA buffer   
50mM Tris-HCl Transfer Buffer 10X 

150mM NaCl 0.2 M Tris base 

1% NP-40 1.5 M glycine 

5mM EDTA  
0.25% Sodium deoxycholate  TBS 1X 

1mM DTT 0.1 M Trizma base 

1mM Na3O4V 1.5 NaCl 

1mM PMSF  
10µg/ml pepstatin A  
10µg/ml aprotinin  
10µg/ml leupeptin  
20mM NaF  
1µM mycrocystin   
2.5 mM benzamidine  

Commercial reagents and kits  

Commercial reagents  

Reagent  Company Reference 

4-OH-Tamoxifen  Sigma H6278 

Acetic acid Panreac 131008.1611 

Ammonium bicarbonate Sigma 09830 

Aprotinin Sigma A6279 

B27 supplement  Life Technologies 17504-044 

Benzamidine Sigma  B6506 

Benzonase Nuclease Sigma E1014-5KU  

bFGF Stem Cell 2634 

BioTaq  Ecogen 21060 

Bromophenol blue Sigma B8026 

Cell strainer 70μm nylon BD  Falcon  352350 

CFSE ThermoFisher C34554 

Colcemide Sigma 10295892001 

Collagenase A Roche 10103586001 

Corn oil Sigma C8267 

Cresyl Violet Sigma 10510-54-0 

D(+) Glucose G8270 Sigma 

DAB  Dako  K3468 

DAPI Life Technologies P36935 

Dispase Gibco 17105-045 

DMEM Sigma 5796 

DMEM/F12 Invitrogen 313300-95 

DMSO  Sigma D5796 

DPX  Leica Biosystems  08600E 

DTT GE Healthcare 17-1318-02 
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Dynabeads MyOne Streptavidin C1 ThermoFisher 65001 

EDTA Sigma E4378 

EGF  Peprotech AF-100-15 

EGTA Sigma E46758 

Eosin  Panreac 251301-1611 

Ethanol absolute  Panreac  131086.1214 

FBS ThermoFisher E6541L 

Fluorescence mounting media  Dako  s3023 

Gelatine  Merck  4070 

Giemsa stain Merck G5637 

GlutaMAX Life Technologies 35050-038 

Glutamine LabClinics M11-004 

Glycerol Sigma 49782 

Glycine Sigma G7126 

HBSS  Gibco 14175-137 

Hematoxylin  Panreac 254766-1611 

Heparin  Sigma  H3393 

HEPES Gibco 15630-049 

Hyaluronidase Sigma H3506 

Laminin  Roche 11243217001 

Leupeptin  Sigma L2884 

Magnesium chloride Merck 1.05833 

Methanol Panreac 131091.1214 

Mycrocystin Enzo LifeScience ALX350012 

Neural Basal Medium  Life Technologies 21103-049 

Neutral buffered formalin (10%) Sigma HT501128 

Nitrocellulose membrane 0.2μm GE Healthcare 10600002 

Non-treated multidishes Nunc 150239 

NP-40 AppliChem A16960250 

OCT compound  Fisher 23-730-571 

Opti-MEM ThermoFisher 11058021 

Penicillin/Streptomicin LabClinics P11-010 

Pepstatin A Sigma P4265 

Peroxidase blocking buffer Dako S2023 

PMSF Sigma P7626 

Polybrene Sigma H9268 

Poly-D-lysine Sigma P7280 

Polyethylenimine  Polysciences 23966-1 

Ponceau S Sigma P3504 

Propidium Iodide Sigma P4864 

Potasium chloride  Sigma P9541 

Potasium phosphate dibasic  Sigma P3786 

ProLong Gold antifade mountant with DAPI Life Technologies P36935 

Protease inhibitor cocktail  Calbiochem 539134 

Proteinase K Roche 03115852001 

Puromycin Sigma P9620 

Random Primers Invitrogen 48190-011 

Rnase A Roche 10109142001 
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RNAsin 2500U Promega N211 

SDS Sigma 71725 

Sequencing grade modified trypsin  Promega V5113 

Sodium chloride Sigma 433209 

Sodium deoxycholate  Sigma 6504 

Sodium Floride  Sigma  S7920 

Sodium orthovanadate Sigma S6508 

Sodium phosphate dibasic Sigma 255793 

StemPro Accutase Cell Dissociation Reagent Thermo-fisher A1110501 

Superfrost glass slides VWR J1800AMNZ 

Superfrost Plus Adhesion Microscope Slides ThermoFisher J7800AMNT 

Triton X-100 Sigma T9284 

TRIZMA-base Sigma T6066 

TRIZMA-HCl Sigma T3253 

Trizol ThermoFisher 15596026 

Trypan Blue Solution 0.4% Gibco 15250061 

Trypsin-EDTA Sigma T3924 

Tween 20 Sigma P7949 

VECTASHIELD Antifade Mounting Medium NOVUS H-1000-NB 

   
 

Commercial Kits 

In Situ Cell Death Detection Kit (TUNEL) Roche 11684795910 

Annexin V FITC Apoptosis Detection Kit BD Biosciences 556547 

FITC Mouse Anti- BrdU Set BD Biosciences 556028 

MycoAlert Lonza LT07-318 

PureLink on column Dnase set Invitrogen 121-85-010 

QIAfilter plasmid maxi kit Quiagen 12263 

Random primers Invitrogen 48190-011 

RC DC protein assay kit II BioRad 5000122 

RNA PureLink Minikit Ambion 12183018A 

Superscript IV reverse transcriptase Invitrogen 18090010 

SYBR Select master mix ThermoFisher 4472942 
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Mouse work 

Mouse housing  

Experimentation animals were housed in the specific pathogen-free (SPF) mouse facility of 

the Barcelona Science Park (PCB, Barcelona). Experiments were performed following the 

European Union, national and institutional guidelines, and experimentation protocols were 

approved by the PCB’s Animal Care and Use Committee (CEEA-PCB).  

Generation of mouse models  

Generation of RingoA, RingoB and RingoA/RingoB constitutive and inducible knock-outs  

The RingoA knock-out model (RingoA KO) was generated by flanking exon 3 of the Spdya 

gene encoding RingoA with loxP sequences (Mikolcevic et al. 2016). RingoA lox/+ animals 

were crossed with Sox2-Cre transgenic mice in order to delete exon 3 and obtain RingoA +/- 

mice. These animals were inter-crossed for the generation of RingoA -/- mice. In order to 

generate RingoA inducible KO mice, RingoA lox/lox animals were crossed with mice carrying 

UBC-Cre-ERT2 (Ruzankina et al. 2007).  

The Ringo B knock-out model (RingoB KO) was generated by IRB Barcelona’s Mouse Mutant 

Facility using the “knock-out first strategy” (Testa et al. 2004) in which a splice acceptor-β-

galactosidase gene-trap cassette was inserted into intron 2-3 of the Spdyb gene encoding 

RingoB. This allele can be converted to a conditional allele by FlpO mediated removal of the 

cassette to leave only LoxP sites flanking exons 3 and 4. The gene-targeting vector was 

electroporated into C57B6/129S6 hybrid ES cells. Positive clones were used to generate 

chimeras that produce RingoB +/- mice, which were inter-crossed to generate the RingoB 

knock-out model (RingoB KO). In addition, the knock-out first allele was converted to a 

conditional allele by crossing with FlpO expressing transgenic mice. These RingoB lox/+ mice 

were interbred to generate RingoB lox/lox mice, which were then crossed with mice carrying 

UBC-Cre-ERT2 to generate the RingoB inducible knock-out model.  
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To generate RingoA and RingoB double knock-out (RingoA/RingoB KO) RingoA +/- 

RingoB -/- animals were interbred. To obtain RingoA/RingoB inducible KO, RingoA lox/lox 

and RingoB lox/lox animals were crossed and the animals obtained were then crossed with 

UBC-Cre-ERT2 mice.  

Generation of RingoA Katushka- Luciferase reporter 

RingoA Katushka-Luciferase reporter (RAKL) mice were generated by the IRB Barcelona’s 

Mouse Mutant Facility. The targeting vector was prepared from an already existing H2B-

venus-luciferase gene targeting cassette, by exchanging the H2B-Venus for TurboFP635 

(Katushka), thereby creating a cassette with the Katushka cDNA, a 2A sequence and then 

the luciferase cDNA followed by an SV40 polyA sequence. The whole cassette was flanked 

by L1 and L2 gateway sites, which allowed it to be placed between the RingoA homologous 

arms in a 3-way gateway reaction. This created a gene-targeting vector that inserted a frame 

specific dual reporter cassette into intron 2-3 of the RingoA-encoding gene, immediately 

downstream of the first coding exon. The vector was transfected into ES cells to generate 

mice carrying the knock-in allele.  

Generation of PyMT mice with RingoA/RingoB conditional KO or RAKL reporter.  

RingoA/RingoB inducible KO PyMT animals, which develop mammary tumors, were obtained 

by crossing RingoA lox/lox, RingoB lox/lox, UBC-Cre-ERT2 mice with MMTV-PyMT mice 

(mouse mammary tumor virus -Polyoma Middle T Antigen) provided by William Muller 

(McGill University, Canada).  PyMT RAKL mice were generated by crossing RAKL mice with 

MMTV-PyMT mice. 

Animal treatments 

4-hydroxytamoxifen (4-OHT) treatment: For RingoA and RingoB deletion, animals were 

injected intraperitoneally with 1 mg of 4-OHT each day for 5 consecutive days to induce the 

expression of Cre recombinase. 4-OHT was dissolved in 10% ethanol and 90% corn oil.  
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Mouse genotyping  

Mouse tails were digested in 750 µl of tail buffer with proteinase K (0.5 µg/µl) at 56°C 

overnight. After that, 250 µl of saturated NaCl was added, mixed for 5 min and centrifuged 

at 1600xg 10 min. The supernatant was mixed with 500 µl of isopropanol and spun at full 

speed for 10 min. The supernatant was discarded and the pellet was washed with 70% EtOH, 

dried and finally resuspended in autoclaved ddH2O. DNAs were analyzed by polymerase 

chain reaction (PCR). The mixture was prepared with 50 ng of DNA, 2 µl of 10x Taq buffer, 

0.6 µl of MgCl2 (50 mM), 1 µl of each primer (10 µm), 0.5 µl of dNTP mix (10 µM), 0.3 µl Taq 

polymerase (BioTaq) and ddH2O to a final volume of 20 µl. Primers were purchased from 

Sigma. Sequences are shown in Table M1. The mix was incubated in a BioRad Thermal Cycler 

with the following PCR program: an initial step of 94°C for 5 min; 35 cycles of 94°C for 30 

sec, 57°C for 30 sec, 72°C for 45 sec; and a final extension step of 72°C for 10 min. PCR 

products were resolved by electrophoresis in a 2% agarose gel.  

Table M1. Primer sequences for mouse genotyping 

RingoA KO  

Alleles Primer A Primer B Size 
(bp) 

RingoA WT  TGGGCCATTAGCATTTTGTGAGCT TGCTTTGGGGCCAGTGAGATGA 298  

RingoA lox  TGCTTTGGGGCCAGTGAGATGA GGCTGCTAAAGCGCATGCTCCA 197  

RingoA KO  GCCGCATAACTTCGTATAAT CCACCACTCTGGGATAGATA 296  

RingoB KO 

RingoB WT  CTCCCACTGTTTTTGTTGTTGTTG GCCCACAGAATGAACTAATCATGGC 315 

RingoB lox   CTCCCACTGTTTTTGTTGTTGTTG GCCCACAGAATGAACTAATCATGGC 507  

RingoB KO 
conditional  

CTCCCACTGTTTTTGTTGTTGTTG CTGGCTCTGGGTCAGTTCTGAGG 465  

RingoB KO  ACCCCCCGGATCTAAGCTCTAGA GCCCACAGAATGAACTAATCATGGC 502  

RingoA Katushka Luciferase reporter 

RAKL  GCACCGGTGAAACAGACTTT CCTCGGATGTGCACTTGAAG 172  

Reference genes for the quantification of deletion of RingoA and RingoB by qPCR 

RingoA ex6 GGACCTAGTGCCACACCACACCAGT    GGTATGAGGAGGGTCACCTG  
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Tumor growth analysis in mice 

Tumor growth was monitored twice a week with a caliper until the tumors reached a 

minimum of 150-200 mm3 (calculated using the formula V=(π x length) x wide2 ). Once this 

volume was acquired, the animals were injected with 4-OHT as previously described. Tumor 

size progression was followed for 8 or 15 days until the animals were sacrificed, and tumor 

samples collected. Genomic DNA was extracted from tumors using tail buffer as described 

for mouse genotyping, and gene deletion was confirmed by qPCR using RingoA lox and 

RingoB lox primers in combination with RingoA ex 6 and RingoB ex2, respectively, as 

reference genes (Table M1). These experiments were done in collaboration with Dr. Marc 

Núñez. 

Immunohistochemistry  

Tumors and organs with the exception of the brain and testis were fixed with formalin for 

24 h at 4°C. Brains were fixed by intracardiac perfusion with PBS followed by 4% 

paraformaldehyde (PFA) for 20 min. They were then extracted and incubated with 4% PFA 

at 4°C overnight. Testes were fixed with Davidson’s fixative at 4°C overnight.  

Tissues were washed with PBS and dehydrated in a tissue processor (Sakura). Samples were 

then embedded in paraffin blocks using a paraffin embedding module (Leica) and cut with a 

microtome (Leica) in 4 µm sections. In order to proceed with sample staining, sections were 

de-waxed in xylene for 10 min and rehydrated following 3 min series of ethanol solutions at 

decreasing concentrations (100%, 95%, 75%, 50% and ddH2O). Sections were then used for 

immunohistochemical (IHC) analysis, stained with Haematoxylin and Eosin (H&E) or stained 

with Nissl (0.1% Cresyl Violet) in the case of brain sections. For TUNEL staining, tissues were 

RingoB ex2 CCAGCATCCAAAAGAGGAAG GAGCAGCTTGGTGAAGACCT  

Others  

Cre  ACGAGTGATGAGGTTCGCAAG CCCACCGTCAGTACGTGAGAT 520 

PyMT AGGATCGGATCGAAATGAGCCC CACAGATACACCCGCACATACTGC 300 

Sexing  TGGATGGTGTGGCCAATG CACCTGCACGTTGCCCTT 150X 
200Y 
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processed following the manufacturer’s instructions. For IHC, sections were treated with 

peroxidase blocking buffer for 15 min at RT to block endogenous peroxidase activity and 

then washed in water. Antigen retrieval was performed according to the primary antibody 

requirements (Table M2). Slides were incubated in blocking buffer (10% goat serum, 0.3% 

Triton X-100 in PBS) and then primary antibodies were added an incubated overnight at 4°C. 

After washing, secondary antibodies were added and incubated for 1 h at RT. Signal from 

HRP-conjugated secondary antibodies was visualized with 3,3-diaminobenzidine (DAB) and 

counterstained with hematoxylin. Tissue was again dehydrated and mounted using DPX 

mounting medium.  

Table M2. Antibodies for Immunohistochemistry  

Primary antibodies  

Antibody Host Antigen retrieval Company Reference Dilution 

Ki67 Rabbit Citrate pH6 Abcam Ab15580 1:1000 

H3S10p Rabbit Citrate pH6 Merck 06-570 1:3000 

γH2AX Mouse Citrate pH6 Millipore 05-636 1:600 

F4/80 Rat Citrate pH6 Bioscience 14-4801 1:50 

CD3 Rabbit Citrate pH9 Dako IS50330 1:10 

P27 Rabbit Citrate pH6 Thermofisher PA5-16717 1:500 

Secondary antibodies     

Antibody Company Reference Dilution 

anti-mouse IgG-HRP  Dako P0447  1:100 

anti- rabbit IgG-HRP  Dako DPVR110HRP  RTU 

anti-rat IgG-HRP  Dako P0450  1:100 

 

Visualization of Katushka-Luciferase reporter 

Bioluminescence and fluorescence imaging 

Mice were anesthetized and injected retro-orbitally with D-luciferin (75 mg/kg). Immediately 

after injection, animals were placed in IVIS Spectrum CT chamber for bioluminescence 

imaging. Data were recorded using Living Image software (Xenogen). Katushka (TurboFP635) 
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fluorescent reporter expression in vivo was tested using the same equipment. These 

experiments were done in collaboration with Dr. Marc Núñez and Dr Petra Mikolcevic. 

Fixation of testis for confocal microscopy 

Testis were directly embedded in Optimal Cutting Temperature compound (OCT) and 

frozen, or alternatively they were fixed in 2% PFA at 4°C O/N, incubated in 30% sucrose until 

the tissue sank and finally embedded in OCT and frozen. Slices were cut by cryostat or with 

a microtome (Leica), respectively. They were then analyzed by confocal microscopy at an 

excitation/emission of 588/635 nm.  

Isolation of testicular and brain cells for FACS 

After tissue dissection, the tunica albuginea was removed from testes, which were cut into 

small pieces. In a petri dish, the seminiferous tubules were digested with 5 ml of 

collagenase/DNase solution (1 mg/ml collagenase, 300 mg/ml DNase I, DMEM) and 

incubated at 37 °C until the tubules were separated (approximately 20 min). Seminiferous 

tubule fragments were collected and centrifuged at 200xg for 5 min at RT. Tubule fragments 

were washed three times and subsequently incubated with a dispase/DNase solution 

(1.5U/ml dispase, 400 mg/ml DNase I, PBS) at 37°C for 15 min agitating every 3-5 min. Finally, 

the cells were dispersed by pipetting up and down and passed through a 70 µm cell strainer. 

Brain cells were isolated using the same protocol as for the isolation of neurosphere-

producing cells. They were then pelleted by centrifugation at 300xg, resuspended in PBS at 

4°C and analyzed by FACS.  

Maintenance and subculture of adherent cells  

Human osteosarcoma U2OS cells, embryonic kidney HEK293-T cells and breast cancer MCF-

7 cells were purchased from ATCC and cultured in DMEM medium supplemented with 10% 

fetal bovine serum (FBS), 1% penicillin/streptomycin and 1% glutamine. Cells were cultured 

in humidified atmosphere in a 37 °C incubator at 5% CO2. For cell passaging, cells were 

washed with PBS and incubated in 1 ml of trypsin at 37°C until detached; cells were then 

diluted (1:6- 1:10) in culture medium and plated in a new dish. 
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Freezing and thawing of cells  

For freezing, cell suspension was centrifuged at 150xg for 5 min at RT for pellet collection, 

resuspended in freezing medium (90%FBS, 10% DMSO) and transferred into cryo-tubes. 

Cryo-tubes were placed in Mr. Frosty Freezing Containers (ThermoFisher) at -80°C for 24h 

and then transferred to liquid nitrogen for long term storage.  

For thawing, frozen cells were placed in a water bath at 37°C until thawed and then 

immediately transferred to a 15 ml tube with medium and centrifuged at 150xg (300xg for 

neurospheres) for 5 min. Cells were then resuspended in their required growth medium and 

plated. 

Mycoplasma detection 

In order to avoid mycoplasma contamination, cells were routinely tested using MycoAlert 

mycoplasma detection kit following the manufacturer’s instructions. Briefly, 2 ml of 3 days 

old cell culture medium was centrifuged at 200xg for 5 min at RT. Next, 100 µl of the 

supernatant was collected and mixed with the detection reagent provided with the kit, 

incubated for 5 min and luminescence was measured. Then, 100 µl of substrate was added 

and incubated for 10 min. Luminescence was measured again and the ratio between the 

two measures was calculated. Ratios <0.9 indicated that cells were negative for 

mycoplasma.   

Generation, maintenance and differentiation of adult 

brain-derived neurospheres  

Generation of neurospheres derived from subventricular (SVZ) zones of adult mice 

Brains were extracted immediately after mouse sacrifice and placed on ice in HBSS 1% 

glucose. SVZ were dissected as described previously (Fischer et al. 2011). For tissue 

dissociation, dissected tissue was washed twice with HBSS, minced using a blade, transferred 

into a 15 ml falcon tube and subsequently disrupted with a 21G needle. 300 µl of 0.05% 

Trypsin-EDTA was added and incubated for 5 min in a water bath set at 37 °C. The disrupted 

tissue was washed twice with medium and centrifuged at 300xg for 5 min at RT. 1 ml of 
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growth medium was added and the cells were dissociated by gently pipetting up and down 

approximately 7-10 times using a P1000 pipette. Growth medium was added to a total of 5 

ml, and the cell suspension filtered through a 70 µm cell strainer.  Live cells were counted 

with a Neubauer chamber using Trypan Blue and seeded at the density of 10 cells/ µl. Cells 

plated in non-treated low-attachment cell culture plates formed spherical colonies. 

Maintenance and subculture of neurospheres 

Cells were cultured in medium composed of Neural Basal Medium supplemented with 2% 

B27, 1x GlutaMAX, 2 µg/ml heparin, 50 units/ml penicillin/streptomycin, 20 ng/ml 

recombinant bovine fibroblast growth factor (bFGF) and 20 ng/ml purified mouse receptor-

grade epidermal growth factor (EGF). For passaging of neurospheres, medium with free-

floating neurospheres was transferred to a 15 ml tube and centrifuged at 300xg for 5 min at 

RT. The supernatant was discarded, the neurospheres were resuspended in 500 µl of pre-

warmed accutase and incubated 3 min at 37°C. In order to wash out the accutase, 5 ml of 

medium was added and the cell suspension was centrifuged at 300xg for 5 min at RT, this 

was repeated twice. After discarding the supernatant, 1 ml of medium was added and cells 

were dissociated by gently pipetting up and down 10 times. Cells were counted and seeded 

at 10 cells/µl density. For sub-culturing, cells were passaged approximately twice per week 

and cultured for approximately 15-20 passages. Neurosphere imaging and cell harvesting 

for experiments was done on day 7 after cell passage.  Phase contrast imaging was 

performed with ScanR (Olympus) equipment for scanning wells of 48 well plates. Image 

analysis was done using Fiji software Macros written by the Advanced Digital Microscopy 

Unit (IRB Barcelona). These macros detect individual neurospheres and determine the total 

number and size of neurospheres per well analyzed.  

Differentiation of neurospheres    

Before neurosphere differentiation, Poly-D-lysine /Laminin coated plates were prepared: 

PDL (10 µg/ml in dH2O) was added to cover the surface and incubated overnight (O/N) at 

RT protected from light. The following day, the surface was washed three times with ddH2O 

and coated with 5 µg/ml of laminin (dissolved in H2O) for 3h. For differentiation, 

neurospheres were dissociated and plated at 1 x 104 cells/cm2 density on the coated plate 

using the neurosphere growth medium already described. When cells reached 

approximately 80% confluency, medium was replaced with medium containing 5 ng/ml of 
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bFGF without EGF. After 2 days, medium was replaced with EFG/bFGF free growth medium 

and cultured for 3 days before harvesting.  

Generation of epithelial cell lines from PyMT tumors  

Mammary tumors from the PyMT mouse model were isolated once they reached 150mm3. 

Tumors were chopped with a blade and digested at 37°C for 1h rocking in DMEM containing 

Hyaluronidase (1.5 units/ml) and Collagenase A (1 mg/ml). Once digested, the tissue was 

filtered using a 70μm cell strainer and centrifuged at 300xg for 30 seconds at RT. The cell 

pellet was resuspended in DMEM and centrifuged briefly after which the supernatant was 

discarded. This procedure of resuspension and centrifugation was repeated for four 

consecutive times in order to favor the elimination of fibroblasts. The final pellet with the 

epithelial cells was resuspended and plated in full growth medium (DMEM/F12, 10% fetal 

bovine serum (FBS), 1% penicillin/streptomycin, 1% glutamine). Cells were cultured in 

humidified atmosphere in a 37 °C incubator at 5% and passaged using trypsin until 

spontaneous immortalization was reached. Once immortalized, the cells were maintained in 

the same growth medium and conditions.  

Cre recombinase induction with 4-hydroxytamoxifen (4-OHT)  

When 4-OHT is used in a CreERT2/lox system, it binds to a modified fragment of the estrogen 

receptor, which is bound to the Cre recombinase. The addition of 4-OHT relocates Cre into 

the nucleus, where it recombines the loxP sites, resulting in deletion of floxed genes.   

A 10mM stock of 4-OHT was prepared in ethanol and stored at -20°C. To induce RingoA and 

RingoB deletion, cells were treated with 100 nM 4-OHT for 48h. To confirm gene deletion, 

genomic DNA was extracted from treated and non-treated cells using NID buffer. Briefly, 

cells were trypsinized, collected and centrifuged for pellet collection; the pellet was then 

resuspended in 100 µl of NID buffer supplemented with 100 µg/ml proteinase K and 

incubated 2-12h at 56°C, followed by Proteinase K inactivatation at 95°C for 10 min. Gene 

deletion was confirmed by qPCR as described above (see section: Mouse genotyping), using 

RingoA lox and RingoB lox primers in combination with RingoA ex 6 and RingoB ex2 primers 

respectively as reference genes (primers detailed in table M1).  
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Cell transfection  

Transfection of HEK293-T cells with polyethylenimine (PEI) 

Cells were plated in order to reach a 80% confluence at the moment of transfection. For 

transfection in a 100 mm dish, 5μg of DNA was mixed with 800 µl of sterile 150mM NaCl in 

an Eppendorf tube to which 80 µl of PEI was added without touching the walls and mixed. 

The mixture was incubated for 15 min at RT and then added to cells. Medium was replaced 

10-16h later.  

Transfection of HEK293-T using calcium chloride 

HEK293-T cells were plated in order to reach 60-70% confluence at the moment of 

transfection. DNA was dissolved in 450 µl of water to which 50 µl of CaCl2 was added. 500 µl 

of 2xHBS was added dropwise while bubbling the DNA mix and then incubated for 20 min at 

RT. The mix was added to the cells cultured in DMEM 10% FBS and antibiotics and incubated 

O/N. The following day, medium was replaced.  

6-Myc-tagged plasmids (RingoA, CDK2, Cyclin A2 and Cyclin E2) used for transfection were 

provided by Dr. Michitaka Isoda. The sequences were cloned using the Gateway system.  

Transfection of U2OS with lipofectamine 3000  

U2OS cells were plated in order to reach 60% confluence and transfected following the 

manufacturer’s instructions. Briefly, DNA (5μg for transfection in a 60mm dish) was mixed 

with 250 µl of Opti-MEM and 10 µl of p3000 reagent. In parallel, 10 µl of lipofectamine was 

mixed with 250 µl of Opti-MEM. Five min later, the mixture containing the DNA was 

transferred to the tube containing the lipofectamine and mixed thoroughly. After 10 min 

incubation at RT, the mixture was added to the cells cultured in medium without 

penicillin/streptomycin in a 60mm dish.  Medium was replaced 10-16h later.  

siRNA transfection 

Cells were plated in order to reach a 60% confluence and transfected with siRNA (100 nM) 

using Lipofectamine RNAiMAX following the manufacturer’s instructions.  Briefly, 25 µl of 

lipofectamine was mixed with 700 µl of Opti-MEM. In parallel, siRNA was mixed with the 

same volume of Opti-MEM. The mixture containing the siRNA was then added to the mixture 

with lipofectamine and mixed thoroughly. The mixture was incubated for 10 min at RT. Cells 
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growth medium was replaced with 3.6 ml of DMEM 10% FBS without antibiotics and the 

transfection mixture was added. Cells were then incubated for 24 h in antibiotic-free media, 

split and analyzed 48 h later unless otherwise indicated.  

 

Table M3. Small interfering RNAs 

siRNA Company Reference 

ON-TARGETplus Human SPDYA  Cultek L-009141-01-0005 

ON-TARGETplus Non-targeting  Cultek D- 001810-10-05 

 

Retroviral and lentiviral infection 

Viruses were produced in HEK293-T cells through PEI transfection of packaging vector 

plasmids together with the desired retroviral or lentiviral vectors. For lentivirus generation, 

4.5 µg of δ89 plasmid (containing Gag, Pol, Rev, and Tat genes) and 0.5 µg of VSV-G plasmid 

(containing Env gene) were transfected together with 5 µg of shRNA vectors. For retrovirus 

generation, 4.5 µg of Gag-Pol and 0.5 µg of VSV-G were transfected together with the 

desired expression vectors. The following day cell medium was refreshed. After 48 h, the 

supernatant containing the viruses was passed through a 0.45 μm PVDF filter and used for 

cell infection at a 1:1 ratio with fresh medium plus 8 mg/ml polybrene. Two days later, cells 

were passaged and incubated in medium supplemented with puromycin (1ug/ml) for 

selection of cells that incorporated the plasmid. In experiments using RingoA shRNA, cells 

were directly plated for experiments two days after infection.  

The shRNA vectors used for lentiviral infection were obtained from MISSION human shRNA 

library (Sigma) and were provided by IRB Barcelona’s Functional Genomics Facility. The 

pbabe-H2B-GFP vector used for retroviral infection was obtained from Addgene (26790). 
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Cellular and molecular biology 

Colony assay 

Cells were trypsinized and, unless otherwise indicated, 2000 cells per well were plated in 6 

well plates. Once the colonies were visible (after 7-10 days), cells were fixed in 4%PFA   for 

15 min at RT. Plates were then washed with dH2O, stained for 10 min with crystal violet and 

then washed with dH2O until clear colonies were visible. Colony area was quantified using 

Fiji software.  

Time-lapse imaging 

For time-lapse imaging, cells were seeded in 24 well plates and images were taken using 

ScanR microscope (Olympus). Cells were maintained at 37°C and 5% CO2 during imaging and 

pictures were taken every 10 min using phase contrast and green fluorescence channel for 

the detection of H2B-GFP. Videos were analyzed using Fiji software. 

Flow cytometry 

Cell cycle analysis 

Cells were harvested, fixed in 70% ice cold ethanol and stored at -20°C for at least 4h. Cells 

were then washed twice in PBS, resuspended in PBS supplemented with 25 μg/ml propidium 

iodide and 0.1mg/ml RNAseA and incubated for 20 min at RT. 10000 cells were acquired on 

Gallios Flow Cytometer (Beckman Coulter) and analyzed by FlowJo software.  

Analysis of BrdU incorporation and cell cycle 

Cells in S phase, which undergo DNA synthesis, were quantified on the basis of uptake of 

BrdU, a synthetic analog of thymidine. Growing cells were incubated with 10μM BrdU for 

1.5h, harvested, fixed in 70% ice cold ethanol and incubated at -20°C for 24h. Fixed cells 

were then centrifuged at 200xg for 5 min at RT and washed once with 0.5% BSA/PBS. Pellets 

where then resuspended in denaturing solution (2M HCl) and incubated 20 min at RT. 

Afterwards, cells were washed and then incubated for 2 min in 0.5 ml of 0.1M sodium 

borate, pH 9.5, to neutralize any residual acid. Cells were then washed and resuspended in 
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100μl of PBS 0.5% Tween-20 containing 10μl of anti-BRDU-FITC. After 1h of incubation in 

the dark, cells were washed and then resuspended in a PI staining solution (PBS with 

25μg/ml propidium iodide and 0.1mg/ml RNAseA). After incubation for 20 min in the dark 

at RT, 10000 cells were acquired on Gallios Flow Cytometer (Beckman Coulter) and cell cycle 

distribution was analyzed with the FlowJo software. 

Phospho-S10 Histone H3 staining 

Phospho-S10 Histone H3 is widely used as a mitotic cell marker. Cells were harvested, fixed 

in 70% ice cold ethanol and incubated at -20°C for 24h. Fixed cells were centrifuged at 200xg 

for 5 min at RT and washed twice with PBS containing 0.25% Triton X-100. After 

centrifugation, the pellet was resuspended in 100 µl of PBS with 1% BSA containing  anti-H3 

Phospho S10 antibody (Millipore, 06-570) diluted 1:200, and incubated for 1h at RT. Cells 

were then washed with PBS 1%BSA and incubated in 100 µl of the same buffer containing 

anti-rabbit Alexa-Fluor 488 antibody (Invitrogen, A21076) diluted 1:200. After 45 min of 

incubation in darkness, cells were washed again and resuspended in PI staining solution (PBS 

with 25μg/ml propidium iodide and 0.1mg/ml RNAseA). After 20 min of incubation, 10000 

cells were acquired on Gallios Flow Cytometer (Beckman Coulter) and cell cycle distribution 

was analyzed with the FlowJo software. 

Annexin V staining  

Cells were stained using Anexin-V FITC Apoptosis detection kit following the manufacturer’s 

instructions. Briefly, cells were harvested together with their media, and the cell pellet was 

washed with cold PBS and resuspended in 100 µl of 1X Annexin V binding buffer with 5 µl of 

Annexin-V-FITC antibody. Samples were then incubated for 20 min at RT in the dark. 400 µl 

of propidium iodide solution was added for DNA staining immediately before the acquisition 

and 10000 cells were recorded on Gallios Flow Cytometer (Beckman Coulter) and analyzed 

with the FlowJo software. 

CFSE-based proliferation assays 

Carboxyfluorescein succinimidyl ester (CFSE) was used to measure cell proliferation in 

neurospheres. Each time that a cell divides, CFSE is transferred equally to the daughter cells, 

reducing fluorescence in half. Neurospheres were dissociated as detailed for neurosphere 

subcultures. 106 cells/ml were labelled with 1 µl CFSE following the manufacturer’s 
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instructions. Cells were incubated in normal growth conditions and harvested at 24h, 48h, 

72h, or 96h. For cell harvesting, neurospheres were pelleted, dissociated and resuspended 

in PBS at 4°C and then analyzed by FACS. 

  

. 

 

 

Metaphase spreads 

Cells were treated with colcemid (100ng/ml) for arresting cells in metaphase for 2h and 

harvested. Cell pellets were then incubated in hypotonic solution of 75mM of KCl at 37°C for 

20 min. Swollen cells were then fixed with ice-cold fixing solution (75% methanol/ 25% acetic 

acid). After three washes in the fixing solution, cells were spread over a Superfrost glass 

slide, briefly dried and then steam treated for 10 sec. Finally, cells were dried, stained with 

GIEMSA and mounted with DPX. Images were taken using the ScanR microscope (Olympus).  

Protein detection by immunofluorescence 

Cells grown on coverslips were washed with PBS and fixed for 20 min in ice-cold methanol. 

After fixing, cells were washed with PBS, permeabilized and blocked for 1 h at RT in PBS-BT 

solution (PBS 3% BSA, 0.1% Triton X-100) and incubated O/N at 4°C with primary antibodies. 

The following day, coverslips were washed with PBS-BT buffer and incubated with secondary 

antibodies for 1h at RT protected from light. After washing in PBS-BT buffer, coverslips were 

mounted on Superfrost glass slides using ProLong Gold Antifade Mountant with Dapi. 

Primary and secondary antibodies were diluted with PBS-BT and are indicated in (Table M5). 

Images were taken using a ScanR microscope (Olympus) for fluorescence microscopy and 

LSM780 (Zeiss), SP5 (Leica) or Airysacan LSM880 (Zeiss) for confocal microscopy. 

Quantification of co-localization was performed with JACoP plug-in using FIJI software.  

 

Table M4. FACS antibodies 
Antibody Company Reference 
H3 Phospho S10 Millipore 06-570 
BRDU BD Bioscience 556028 
EPCAM-FITC Santa Cruz 53532 
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Table M5. Immunofluorescence antibodies 

Primary antibodies 

Antibody Host Company Reference Dilution 

RingoA Mouse  Custom made   1:100 

SC35 Rabbit  abcam ab28428 1:50 

SMC1 Rabbit  Gift from Ana Losada  1:100 

Fibrillarin Goat abcam ab4566 1:500 

H2AX Phospho S139 Mouse  Millipore 05-636 1:200 

FLAG Mouse  Sigma  F1804 1:200 

ACA Human Antibodies incorporated 15-235 1:500 

Secondary antibodies 
Antibody  Company Reference Dilution 

Alexa-Fluor anti- rabbit 594 ThermoFisher A-21442 1:400 

Alexa-Fluor anti- mouse 488 ThermoFisher A-11017 1:400 

Alexa-Fluor anti- goat 594 ThermoFisher A-21468 1:400 

Alexa-Fluor anti- human 555 ThermoFisher A-21433 1:400 

Protein extraction and quantification 

Adherent cells were washed once with PBS and placed on ice. RIPA buffer was added and 

cells were collected using a scraper. They were then incubated on ice for 10 min and 

sonicated using a water bath sonicator (Diagenode). Next, the lysate was spun at maximum 

speed for 15 min at 4°C, and the supernatant was collected and either kept at -80°C or used 

for protein quantification. If the lysate was subsequently used for co-immunoprecipitation 

(co-IP), the same procedure was done using IP buffer instead of RIPA buffer.  

Protein concentration was estimated using the RC DC protein assay kit II. 2μl of protein 

sample was mixed with 25μl of working reagent A (a mixture of 10μl of Protein Assay 

Reagent S and 500μl of Reagent A). Then, 200μl of Protein Assay reagent C was added and 

the solution was incubated for 5 min at RT. Absorbance at 750nm was measured using a 

spectrophotometer (BioTek, FLx800) and concentrations were calculated using a BSA 

standard curve. 

Protein detection by western blotting 

Loading buffer was added to the quantified samples, which were boiled for 5 min at 95°C. 

Proteins (20-40μg) were then separated by SDS-PAGE using 8%, 10%, 12% or 14% Laemmli 

gels, depending on the molecular weight of the protein. After electrophoresis, proteins were 
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transferred from the polyacrylamide gel to a nitrocellulose membrane using a wet transfer 

system (Bio-Rad). Ponceau Red was used to reversibly stain proteins in order to check 

transfer quality and was then washed out with PBS. The membrane was blocked for 1h with 

5% non-fat milk in PBS at RT and then primary antibody was diluted in 3% BSA in TBS-0.05% 

tween and incubated O/N at 4°C. Membranes were washed three times in TBS-0.05% Tween 

and incubated for 1h at RT with the secondary antibodies diluted in the same buffer with 3% 

BSA. Finally, membranes were washed three times with TBS-0.05% Tween and one time with 

TBS. Proteins were detected using the Odyssey Infrared Imaging System. The antibodies are 

indicated in Table M6. 

Table M6. Antibodies for western blotting  

Antibody Host  Company Reference Dilution 
ANKRD11 Mouse Santa Cruz sc-514916 1:500 
ANP32A Mouse Santa Cruz sc-100767 1:500 
Cdc27 Mouse Santa Cruz sc- 9972 1:500 
CDK2 Mouse Santa Cruz sc- 6248 1:1000 
CENP-C Mouse Santa Cruz sc-166099 1:500 
cMyc Goat Santa Cruz sc-789 1:2000 
Cyclin- T1 Mouse Santa Cruz sc-271348 1:500 
FLAG-HRP Mouse  Sigma a8592 1:2000 
NMT1 Mouse Santa Cruz sc-393702 1:500 
PCM1  Mouse Santa Cruz sc-398365 1:500 
SCC1 Mouse Merck 05-908 1:1000 
SMC1 Rabbit  Gift from Ana Losada  1:200 
SMC3 Rabbit  Gift from Ana Losada  1:500 
WAPL Mouse Santa Cruz sc-365189 1:1000 
αTubulin Mouse Sigma T9026 1:10.000 

     
Immunoprecipitation beads    
Anti-c-Myc agarose conjugate  SIGMA A7470  

 

Protein co-immunoprecipitation  

6-myc tagged proteins were transfected in HEK-293-T cells using the PEI transfection 

method described proviously. The day after transfection, samples were lysed with IP buffer 

as detailed in the protein extraction section. A portion of the sample was mixed with loading 

buffer and kept as input sample for western blotting. The remaining sample was used for 

co-IP of myc-tagged proteins using myc beads following the manufacturer’s instructions. 
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Briefly, 20 µl of beads previously washed 5 times with PBS was added to 400 µg of protein 

lysates and incubated at 4°C in rotation. The following day, beads were washed 4 times with 

PBS, resuspended in 2x protein loading buffer and boiled for 5 min at 95°C. Samples were 

subsequently used for western blotting. 

BioID screening 

Sample processing: Three 15cm plates of HEK-293-T cells at 60% were transfected with 

BirA*-RingoA (20 µg) or BirA*-ev (2 µg) using the calcium phosphate transfection method 

described earlier. The following day medium was replaced and 50μM of biotin was added. 

24h later, cells were harvested and resuspended in 3 ml of lysis buffer. Lysates were 

incubated on a rotator at 4°C for 1h and then briefly sonicated to disrupt any visible 

aggregates. An aliquot was kept for immunoblotting. 100 µl of streptavidin Dynabeads was 

added to the lysates and kept in rotation O/N at 4°C. The following day, beads were collected 

using a Magnet (DynaMag) and were washed once with 1 mL lysis buffer and twice with 1 

mL of 50 mM ammonium bicarbonate (pH 8.3). Beads were transferred to a new tube and 

washed two more times with 1 mL ammonium bicarbonate buffer. Tryptic digestion was 

performed by incubating the beads with 1 μg of sequencing grade modified trypsin dissolved 

in 200 µl of 50 mM ammonium bicarbonate (pH 8.3) O/N at 37°C. The following morning, an 

additional 0.5 μg trypsin was added, and the beads were incubated 2 hr at 37°C. They were 

then pelleted, and the supernatant was transferred to a new Eppendorf tube. Beads were 

washed twice with 150 µl of 50 mM ammonium bicarbonate, and these washes were pooled 

with the first eluate. The sample was lyophilized and resuspended in buffer A (0.1% formic 

acid). 1/5th of the sample was analyzed per MS run. 

Sample analysis: Analysis was performed by IRB Barcelona’s Mass Spectrometry (MS) & 

Proteomics Facility. High-performance liquid chromatography was conducted using a 2cm 

pre-column (Acclaim PepMap 50 mm x 100 um inner diameter, and 50 cm analytical column 

(Acclaim PepMap, 500 mm x 75 um diameter; C18; 2 um; 100 Å, Thermo Fisher Scientific, 

Waltham, MA), running a 120 min reversed-phase buffer gradient at 225 nl/min on a 

Proxeon EASY-nLC 1000 pump in-line with a Thermo Q-Exactive HF quadrupole-Orbitrap 

mass spectrometer. A parent ion scan was performed using a resolving power of 60,000, 
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then up to the twenty most intense peaks were selected for MS/MS (minimum ion count of 

1,000 for activation), using higher energy collision-induced dissociation fragmentation. 

Dynamic exclusion was activated such that MS/MS of the same m/z (within a range of 10 

ppm; exclusion list size = 500) detected twice within 5 sec were excluded from analysis for 

15 sec. Proteins identified with an iProphet cut-off of 0.9 (corresponding to ≤1% FDR) and 

at least two unique peptides were analyzed with SAINT Express v.3.3. High confidence 

interactors were defined as those with FDR≤0.02. 

Cloning of FLAG-RingoA-BirA* plasmid  

RingoA was amplified from 6-myc-RingoA plasmid using the following primers:  

 

 

 

The sequence obtained was digested with AscI and NotI restriction enzymes and sub-cloned 

into the vector pcDNA5 N-term-FLAG-BirA* (which was a kind gift from Dr. Travis Stracker’s 

lab).  

Gene expression analysis by RT-qPCR 

RNA isolation: Cells were washed with PBS, resuspended in 500 µl Trizol and placed in a 1.5 

ml Eppendorf tube, whereas tissue samples were homogenized using a Percellys instrument. 

100 µl of chloroform was added and tubes were centrifuged 15000 ×g at RT for 10 min. From 

the two liquid phases generated, the fraction with less density was transferred into new 

tubes. After adding 200 µl of 70% ethanol, the RNA extraction was followed using the 

PureLink RNA mini kit. DNAse treatment was performed using on-column DNase treatment 

following the manufacturer’s instructions. RNA purity and concentration were determined 

by measuring absorbance at 260nM and 280nM using a NanoDrop 2000 spectrophotometer 

(Thermo Scientific). 

Synthesis of cDNA: cDNA was obtained from 500 ng – 4 μg of purified RNA using random 

primers and RNAsin following the instructions of the manufacturer of SuperScript IV reverse 

transcriptase. 

Forward AAAAGGCGCGCCTATGAGGCACAATCAGATGT  

Reverse AAAAGCGGCCGCTCATTCTTCACTTCCTGTAAACCAC 
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RT-qPCR: 25-50ng of cDNA was mixed with 5 µl of SYBR green, 0.25 µl of each primer 

(primers in Table M7) and up to 10 µl of ddH20. The mix was incubated in a BioRad C1000 

Thermal Cycler with the following PCR program: an initial step of 50°C for 2 min and 95°C 

for 10 min; 40 cycles of 95°C for 30 sec, 60°C for 40 sec and 72°C for 60 sec; and a final step 

of 95°C for 15 sec, 60°C for 2 min and 95°C for 15 sec. 

Samples were analyzed in triplicates and normalized to GAPDH, and/or beta-Actin reference 

genes. Analysis was done using the ∆Ct method.  

 

Statistical analysis 

All statistical analyses were performed using GraphPad Prism 6 software. Data are presented 

as mean±SEM unless otherwise indicated. Statistical significance was determined by the 

Student´s test for comparison of two groups. P values were calculated and P<0.05 was 

considered to be statistically significant. P-values are expressed as *(P ≤ 0.05), **(P ≤ 0.01 

and) ***(P ≤ 0.001). 

 

 

Table M7. Primers for RT-qPCR 

Gene  Forward Reverse 

mbeta-Actin GGCACCACACCTTCTACAATG GTGGTGGTGAAGCTGTAGCC 

mDCX AGCTGACTCAGGTAACGACCA GCTTTGACTTAGGTGTTGAGAGC 

mGAPDH CTTCACCACCATGGAGGAGGC GGCATGGACTGTGGTCATGAG 

mGfap ACAGACTTTCTCCAACCTCCAG CCTTCTGACACGGATTTGGT 

mNestin CCCTGAAGTCGAGGAGCTG CTGCTGCACCTCTAAGCGA 

mNeuN TGAATGGTCACACCGTGGAA CTTGCCTTCTGCTGTTTCTG 

mRingoA TTCTTGTGGATGGACTGCTG TTGCCAGATGTAATGGGTTG 

mRingoB GGCGACGTGTGTCTACAGTG ACACCCAAAGGTCTGGATTG 

mSox2 CACAACTCGGAGATCAGCAA CTCCGGGAAGCGTGTACTTA 

mBmi1 TCTTTGATCAGAGCAGATTGGA TTTCTCAAGTGCATCACAGTCA 
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SECTION 1- Elucidating the molecular function of 

RingoA in human cells  

RingoA knock-down reduces cell proliferation and 

increases cell death 

As detailed in the introduction, there is strong evidence implicating RingoA in mammalian 

meiotic regulation (Mikolcevic et al. 2016; Tu et al. 2017). Moreover, as a CDK1 and CDK2 

activator, RingoA also has a potential function in mitotic cell cycle regulation, which has been 

partially explored in vitro, mostly in overexpression conditions. To further understand the 

role of RingoA in human cells, we assessed the effect of RingoA downregulation in 

proliferation and cell cycle progression. Two different shRNAs were used to knock-down (KD) 

RingoA in U2OS cells. First, we analyzed cell cycle distribution using propidium iodide (PI) 

staining and FACS. We found an increased percentage of RingoA KD cells arrested in G1 and  

a decrease in S and G2 phases (Figure R1.A). By BrdU incorporation assays we confirmed a 

reduction in DNA replication, i.e., cells in S phase, in RingoA KD cells (Figure R1.B).  

Due to the low levels of endogenous RingoA expression, the shRNA efficiencies were tested 

in cells transfected with myc-RingoA.  Both shRNAs were found to efficiently down-regulate 

the overexpressed RingoA protein (Figure R1.C)
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To better understand the phenotypes observed, time-lapse microscopy experiments were 

performed. U20S cells expressing histone H2B-GFP and either non-targeting (NT) or RingoA 

shRNAs were used recording images every 10 min over a 48h period. A clear reduction in 

the number of cells undergoing mitosis was observed upon RingoA downregulation, this 

decrease being more severe in the case of RingoA shRNA2. Control cells underwent up to 

three rounds of mitosis during the course of the experiment, whereas most of RingoA KD 

cells remained in interphase or underwent a single round of mitosis and afterwards died, 

either during or after mitosis. In fact, the number of RingoA KD cells that died was 

dramatically increased in comparison with control cells (Figure R2A).  

Figure R1. Cell cycle changes and reduced DNA replication in RingoA KD cells. A. Cell cycle analysis 

by FACS in U20S cells labeled with propidium iodide (PI). Quantifications of each cell cycle phase 

are shown comparing cells expressing non-targeting (shNT) control shRNA or two shRNAs 

targeting RingoA. (Data are represented as average with SEM, n=3). B. Quantification of BrdU 

incorporation analyzed by FACS in the indicated cells. Graphs are representative of 3 independent 

experiments. (Data are represented as average with SEM, n=3). C. U2OS cells were infected with 

lentivirus carrying NT or two different RingoA-targeting shRNAs and then were transfected with 

myc-RingoA. 24h later cells were harvested and cell lysates were analyzed by western blot with a 

myc antibody. (*= p-value <0.05, **= p-value <0.01). 
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The time-lapse videos allowed us to analyze mitoses in more detail. During the first 12h, we 

quantified mitoses with anaphase problems and/or that lead to the formation of 

micronuclei, as well as cells with abnormal nuclear shape were quantified (Figure R2B). All 

these features were increased in RingoA KD cells and are signs of mitotic chromosomal 

instability. (Fenech et al. 2011; Gisselsson et al. 2001; Neumann et al. 2010). 

Unbiased proteomic approach for the identification of 

potential RingoA interactors  

Time-lapse microcopy analysis and cell cycle characterization pointed to a reduction in the 

number of mitoses, changes in the cell cycle and increased cell death upon RingoA KD in 

U2OS cells.  Moreover, RingoA has been proposed to be involved in cell cycle and  the DDR  

(Dinarina et al. 2009; Lubanska et al. 2014; Mikolcevic et al. 2016; McGrath et al. 2017). 

However, little is known about how RingoA participates in these processes and the 

mechanisms behind them. Thus, we aimed to identify potential interactor proteins that 

would help us to understand the cellular functions of RingoA, as well as the organelles and 

pathways in which RingoA is implicated.  

For this purpose, we decided to perform Proximity-Dependent Biotin Identification (BioID), 

a proteomic approach to identify stable and transient interactors. This technique consists of 

labeling proteins in close proximity through the use of a bait protein fused with a 

promiscuous biotin ligase (BirA*). BirA* is a modified promiscuous version of Escherichia coli 

BirA, a 35-kD DNA-binding protein that originally regulates the biotinylation of a subunit of 

acetyl-CoA carboxylase. After biotin labeling, proteins are pulled down with streptavidin and 

Figure R2. Reduced number of mitoses and increased cell death in RingoA KD cells. U20S cells 

expressing H2B-GFP and either non-targeting (shNT) or two different RingoA shRNAs were 

analyzed by time-lapse microscopy. A. Interphase is shown in grey, mitosis in orange, and dead 

cells in dark grey. Cells undergoing at least one mitotic division are shown at the top. Each lane 

represents one cell (n=100 cells per condition). Time lapse was performed for 48 h, x-axis 

represents time (h). B. Quantification of the percentage of mitosis that led to the formation of 

daughter cells with micronuclei or abnormal nuclear shape and/or anaphase bridges (at least 80 

mitoses per condition were quantified). All these phenotypes are referred to as mitotic defects. 

Representative pictures of the different conditions are shown below the graph. Bridges are 

indicated with an arrowhead, micronuclei with an asterisk and cells with abnormal nuclear shape 

with a red circle.  
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peptides are identified by mass spectrometry (MS) (FigureR3.A). This procedure allows us to 

mark proteins in their cellular context in live cells. BioID is a very powerful technique that 

allows the identification of proteins that can be divided into three categories: a) stable or 

transient direct interactions with the bait protein; b) indirect interactions; c) vicinal proteins 

that are in close proximity but do not interact directly or indirectly with the bait protein 

(Roux et al. 2012). 

Setting up the RingoA BioID screening: BirA*RingoA expression and location 

Human RingoA was cloned into a vector to generate a fusion protein with BirA*-FLAG in the 

N-terminus. BirA* alone (BirA*-ev) was used as a control to compare with the enzyme that 

is specifically directed to certain spots by the bait protein.   

The BirA*-RingoA and BirA*-ev were transfected into HEK293-T cells and biotin was added 

the day after. After 24h, cells were harvested and the expression levels of BirA*-RingoA and 

BirA* proteins were found to be similar by western blot. In both cases, a smear like pattern 

of biotinylated protein was observed, indicating the presence of biotinylated proteins of 

different sizes. However, the patterns were different in the two conditions, indicating a likely 

change of targets biotinylated by BirA*-ev compared to BirA*-RingoA (Figure R3.B). 

Moreover, we tested whether the overexpressed protein was located in the nucleus. Cells 

were seeded in coverslips, transfected with either BirA*-RingoA or BirA*-ev and the 

following day were incubated with biotin for 24 h. After fixation, cells were labeled with 

either FLAG antibody for BirA*-RingoA and BirA*-ev, or streptavidin for the biotinylated 

target proteins. The results showed that BirA*-RingoA was expressed mainly in the nucleus 

with some more intense spots forming a puncta-like pattern; however, BirA*-ev was 

expressed in both the nucleus and cytoplasm. In the case of BirA*-RingoA, biotinylated 

proteins were restricted to the nucleus, with stronger signal in a rounded structure, probably 

corresponding to the nucleolus. In contrast, the biotinylation signal in BirA*-ev was present 

in both the nucleus and cytoplasm, also with slightly increased signal in the nucleolus-like 

organelle (Figure R3.C)  
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Figure R3. Setting-up the RingoA BioID screening. A. Schematic representation of the Bio-ID 

screening process. BirA*-RingoA fused protein is expressed in cells, which are incubated with 

biotin, so that proteins in close proximity to the bait will be labeled. Biotinylated proteins are then 

pulled down with Streptavidin beads and identified by MS. B. (Left panel): immunoblots showing 

FLAG-BirA*-RingoA and FLAG-BirA* expression in HEK-293 cells. (Right panel): cells transfected 

with the same constructs were incubated with biotin for 24h and then analyzed by western blot 

with Streptavidin-HRP to label biotinylated proteins. C. IF showing cells transfected with the 

indicated constructs and stained with FLAG antibody for BirA*-RingoA and BirA* or Streptavidin 

for biotinylated proteins.  
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BioID analysis suggests three different clusters of potential RingoA 

interactors involved in cell cycle regulation and RNA processing  

In order to proceed with the screening, HEK293T cells were transfected with the constructs 

and incubated with biotin, as described in Methods section. Briefly, the protein lysates were 

incubated with streptavidin beads to pulldown the biotinylated proteins, which were 

analyzed by MS. The procedure was performed twice. Four control runs representing four 

different experimental replicates, from cells expressing the Flag BirA* were compared to the 

two experimental replicates using Flag- BirA*-RingoA. High confidence interactors were 

defined as those with FDR≤0.02 (false discovery rate) and SAINT (Significance Analysis of 

INTeractome) score >0.9. In total, 92 proteins that fulfill these criteria were identified 

(Supplementary Figure 1). We analyzed the protein interactions of the 92 putative 

candidates using the STRING database, which provides a critical assessment and integration 

of protein-protein interactions (Szklarczyk et al. 2015). This analysis detected three main 

clusters of proteins. Two clusters contained a high percentage of proteins involved in RNA 

metabolism and processing, and the other cluster mainly proteins involved in cell cycle 

regulation (Figure R4). 

  

RNA related clusters: Both clusters contained proteins involved in RNA metabolism and 

gene expression. The cluster labeled in light green contained proteins involved in mRNA 

processing, including processing of Capped intron-containing pre-mRNA, mRNA splicing and 

RNA polymerase II transcription. The other RNA related cluster, labeled in dark green, 

contained proteins related to ribosomal RNA (rRNA) processing. 

 

Cell cycle related cluster: This cluster, labeled in yellow, contained proteins directly or 

indirectly related to the cell cycle. These included CDK1 and CDK2, two known interactors of 

RingoA in vitro, at the center of the network and other proteins involved in mitosis, cell cycle 

progression and checkpoints. Interestingly, Skp2 was also detected in the analysis, and it has 

been previously proposed to interact with and ubiquitinate RingoA, promoting its 

degradation (Dinarina et al. 2009).  
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Figure R4. Interacting networks of the candidate RingoA interactors identified in the BioID screening. 

The cell cycle cluster (yellow) contains CDK1 and CDK2 at the center. Previously reported RingoA 

interactors are filled green and Spdya (RingoA) in dark green. Two RNA processing related clusters 

were identified. The upper cluster (light green) contains mainly mRNA processing proteins, whereas 

lower cluster (dark green) contains rRNA related proteins. Several proteins that were not reported 

as part of any network are shown in grey. Analysis was done with the STRING tool and only 

associations with a minimum confidence of 0.5 are considered (being 0.15 the lowest and 0.9 the 

highest possible confidence values). Thickness of edges represents the strength of the data support, 

from medium (0.5) to highest (0.9).   
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In parallel, Reactome over-representation analysis was performed (Supplementary Figure 

2). Highly enriched pathways were consistent with the RNA processing clusters identified 

and included RNA metabolism, mRNA splicing and rRNA processing proteins. There was also 

a representation of the pathways of mitosis, G2/M and G1/S transition checkpoints. 

Interestingly, 84 of the 92 candidate proteins identified have been described to locate or to 

have a function in the nucleus, agreeing with the expected RingoA location, and 34 candidate 

proteins have nucleic acid binding capacity. 

Validation of RingoA potential interactors 

As mentioned above, BioID can identify direct interactions (stable or transient), indirect 

interactions or proteins that are in close proximity but do not interact with the bait. As a first 

approach to identify new RingoA interactors, we used co-IP to validate the interaction with 

several candidate proteins, as this method probably detects the strongest interactions.  

The candidates for validation were selected based on the following criteria: high score 

comparing reads of BirA*-RingoA versus BirA*-ev control, low score in CRAPome 

(Contaminant Repository for Affinity Purification) (Supplementary Figure 1), involvement in 

cell cycle regulation, potential connection with RingoA phenotypes described in the 

literature and, finally, availability of antibodies. Of the 92 candidate proteins identified in the 

BioID screening, 8 were tested for validation by co-IP: PCM-1, CENP-C, NMT-1, ANP32-A, 

Cyclin T, the APC/C component Cdc27, WAPL and ANKRD11. Lysates prepared from HEK293T 

cells expressing human myc-RingoA or the myc vector were immunoprecipitated with myc 

antibodies and then analyzed by western blot using specific antibodies for the endogenous 

candidate proteins. The technique had been previously validated by co-immunoprecipitating 

overexpressed RingoA with the overexpressed previous known interactors CDK2 and Skp2 

(Supplementary Figure 3).  

These experiments identified two proteins able to interact with overexpressed RingoA 

(Figure R5.A). One interactor was WAPL, which negatively regulates cohesin association with 

chromatin, allowing the unloading of the cohesin complex from the DNA. This process is 

crucial both for sister chromatid cohesion during interphase and also for sister-chromatid 

resolution during the early stages of mitosis (Kueng et al. 2006; Tedeschi et al. 2013). The 

other was ANKRD11, which has been proposed to be a chromatin regulator involved  in 
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neural development and in diseases such as autism and cancer (Gallagher et al. 2015; 

Neilsen et al. 2008). The rest of the proteins analyzed were not found to co-

immunoprecipitate with RingoA (Figure R5.B). In all the co-IP experiments, endogenous 

CDK2 was used as a positive control for the interaction with RingoA.  

 

 

RingoA interacts with the cohesin complex 

Since RingoA interacted with the cohesin complex regulator WAPL, we evaluated whether it 

was able to interact with the components of the cohesin core complex. Endogenous SMC1, 

SMC3 and Scc1 were also found to co-immunoprecipitate with RingoA (Figure R6), thereby 

confirming that overexpressed RingoA is able to bind to the cohesin complex.  

Figure R5. RingoA interacts with WAPL and ANKRD11. A,B. Lysates from HEK293-T cells 

expressing myc-RingoA or myc-ev were incubated with myc beads overnight and the resulting 

immunoprecipitates were analyzed by immunoblotting. Myc antibody was used for RingoA 

detection, and specific antibodies were used for detection of the endogenous proteins, as 

indicated. An aliquot of the cell lysates before co-IP was also analyzed by immunoblotting 

(INPUT). 
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Furthermore, in order to study whether the interaction with WAPL was exclusive of RingoA, 

we evaluated the capacity of CDK2, Cyclin E and Cyclin A to co-immunoprecipitate with 

WAPL.  Despite being less expressed than the CDK2 and the cyclin proteins, RingoA was 

found to bind to WAPL much more efficiently than the other proteins analyzed (Figure R7).  

Figure R6. RingoA co-immunoprecipitates with different subunits of the cohesin complex. A. 

Lysates from MCF-7 cells expressing myc-RingoA or myc-ev were incubated with myc beads 

overnight and the resulting immunoprecipitates were analyzed by immunoblotting. Myc 

antibody was used for RingoA detection, and specific antibodies were used for detection of the 

endogenous proteins, as indicated. An aliquot of the cell lysates before co-IP was also analyzed 

by immunoblotting (INPUT). B. Schematic representation of the cohesin complex architecture in 

mammals. The cohesin core complex is composed of Scc1, Smc1, Smc3 and either SA1 or SA2. 

WAPL is associated with the core through Scc1 and SA1, and there is evidence of WAPL-Pds5 

direct interaction  (modified from Peters et al. 2008). Proteins found to co-IP with RingoA are 

highlighted in green.  
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RingoA localizes to discrete nuclear sites in human cells 

and its expression depends on the cell cycle 

In order to detect the endogenous RingoA human protein by IF, a homemade mouse 

monoclonal antibody was used. In U2OS cells, RingoA was found to be localized in discrete 

nuclear sites inside the nucleus; however, its expression and localization changed during the 

cell cycle. Interestingly, the expression was conserved during interphase and removed at the 

prophase of mitosis. The protein was then re-expressed in anaphase-telophase, forming 

dots that encircled the DNA, and it was subsequently surrounded by chromatin again in G1 

(Figure R8.A).  To validate the antibody specificity, it was confirmed that the signal of the 

endogenous protein was downregulated in cells treated with RingoA-targeting siRNA (Figure 

R8.B). The epitope recognized by the antibody was identified by screening a peptide array 

as amino acids 283-289 (NDHQSNK) of human RingoA (Figure R8.C) (Mikolcevic et al. 2016).  

 

 

 

Figure  R7. WAPL interacts with RingoA better than with CDK2, Cyclin E2 and Cyclin A2. Lysates 

from HEK293T cells expressing myc-RingoA, myc-ev, myc-CDK2, myc-cyclin E2 or myc-cyclin A2 

were incubated with myc beads overnight and the resulting immunoprecipitates were analyzed 

by immunoblotting. A specific WAPL antibody was used to detect the endogenous WAPL, and 

myc antibody to detect the overexpressed proteins. An aliquot of the cell lysates before co-IP was 

also analyzed by immunoblotting (INPUT). 
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Figure R8. RingoA locates to discrete nuclear sites during interphase and its expression is lost in 

mitosis. A. U2OS cells were stained with DAPI (DNA) and with antibodies against RingoA (green) 

and centromeric protein (ACA, red). Representative examples of the RingoA expression pattern 

in interphase and in the indicated phases of mitosis are shown. Scale bar = 10 µm. B. U2OS cells 

were treated with control (CT) or RingoA-targeting siRNA and then were stained with DAPI (DNA) 

and with the RingoA antibody. Signal intensity was quantified per cell and is represented as an 

average. Scale bar = 25 µm. C. Scheme showing the sequence of the human RingoA2 protein 

recognized by the antibody.  
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RingoA location in human cells 

BioID screening gives information not only of interactors but also proteins in close proximity 

and therefore can inform on the location of the protein. We observed that most of the 

proteins identified using RingoA-BirA* as bait were nuclear. This is the same localization 

detected for the endogenous RingoA protein. The identified candidates included 

centromeric proteins, proteins involved in rRNA processing (most of them nucleolar), mRNA 

processing proteins and splicing factors.  

RingoA partially localizes to nuclear speckles and accumulates upon 

transcription inhibition  

Given the observed abundance of mRNA processing proteins, we wondered whether RingoA 

could be located in nuclear speckles. Endogenous RingoA protein was found to partially 

colocalize with the SC35 marker of nuclear speckles in human U20S cells (Figure R9.A). 

Nuclear speckles are membrane-less compartments that are very rich in splicing factors and 

RNA modification proteins but also contain kinases, phosphatases and proteins involved in 

chromosome localization or chromatin modification (Galganski et al. 2017).  

Nuclear speckle proteins, such as splicing factors, accumulate when transcription is inhibited 

for example, with Actinomycin D. In these conditions, nuclear speckles grow in size and 

become rounded (Lamond and Spector 2003). Interestingly, we found that treatment with 

Actinomycin D for 4 h induced RingoA protein accumulation, as determined by IF (Figure 

R9.B). RingoA showed a similar behavior to the protein SC35, a broadly used marker of 

nuclear speckles.  

Membrane-less bodies are highly enriched in proteins that contain stretches of low 

sequence complexity, known as intrinsically disordered proteins or with intrinsically 

disordered regions (Shin and Brangwynne 2017). We analyzed the RingoA sequence using 

PONDR predictor software and confirmed different regions predicted to be disordered, the 

longest one at the C-terminus (Figure R9.C).  
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Figure R9. RingoA co-localizes with nuclear speckles and accumulates upon transcription 

inhibition. A. IF of U20S cells stained with antibodies against RingoA (red) or the nuclear speckle 

marker SC35 (green). Graphs show the Menders coefficient representing the fraction of RingoA 

overlapping with SC35 (left), and the fraction of SC35 overlapping with RingoA (right). Each dot 

represents an individual cell, data are representative of two independent experiments. Scalebar 

= 5µm B. IF comparing RingoA staining (green) in cells untreated or treated with Actinomycin D 

(1 µg/ml). Graph shows the quantification of the average volume of foci per cell (n = 3 

experiments). Scalebar = 10µm C. PONDR score showing the residues of human RingoA protein 

considered as disordered. Seven disordered regions are detected, including the long C-terminal 

region indicated with a red dashed line.  
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Moreover, since RingoA was found to interact with the cohesin complex by co-IP, we 

compared the location of endogenous RingoA with that of cohesin, as determined by using 

a SMC1 antibody. Cohesins are extensively expressed across the nucleus and RingoA was 

found to overlap with SMC1 staining by almost 80%, whereas approximately 10% of total 

nuclear SMC1 overlapped with RingoA (Figure R10.A). 

Finally, as several rRNA processing proteins were detected and RingoA-BirA* seemed 

enriched in the nucleolus, we also used fibrillarin as a marker of this organelle. However, we 

found no co-localization with RingoA. Furthermore, despite the identification of some 

centromeric candidates, we did not detect co-localization of RingoA with centromeres 

(Figure R10.B).  

Figure R10. RingoA partially colocalizes with cohesins. A. IF of U20S cells stained with antibodies 

against RingoA (red) and the cohesin subunit SMC1 (green). Graphs show Menders coefficient 

representing the fraction of overlapping of RingoA with SMC1 (left) and the fraction of 

overlapping of SMC1 with RingoA (right). Each dot represents an individual cell, data are 

representative of two independent experiments. Scalebar = 10µm B. IF of RingoA and the 

centromeric protein ACA (upper panel) or the nucleolar protein fibrillarin (lower panel). RingoA 

is shown in red and ACA and fibrillarin in green.  
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SECTION 2 - Characterization of RingoA and 

RingoB KO mouse models  

Expression of RingoA and RingoB mRNAs  

Having determined the relevance of RingoA for cell cycle progression of human cell lines, we 

turned our attention to the role of RingoA at tissue level. To this end, experiments using 

mouse models were performed.  We first used RT-qPCR to determine the level of expression 

of the RINGO family members RingoA and RingoB in different mouse tissues. RingoA mRNA 

was expressed mainly in testis, followed by brain and skin, and with lower levels other tissues 

like kidney, liver or lung (Figure R11.A). RingoB mRNA expression was only detected in testis 

(Figure R11.B). 

 

Figure R11. RingoA and RingoB mRNA expression in mouse. A,B. RT-qPCR analysis of RingoA (A) 

and RingoB (B) in different organs. Levels of mRNAs are relative to testis. GAPDH was used as a 

reference. The expression of each animal is represented as a dot, the bars indicate average and 

SEM (n= 3 animals).   
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Histological characterization of RingoA KO, RingoB KO 

and RingoA/RingoB double KO mice 

As mentioned in the introduction, a RingoA KO mouse model was generated to study the 

role of RingoA in mammalian meiosis (Mikolcevic et al. 2016).Using the same model, we 

aimed to study the role of RingoA in somatic tissues. Moreover, given the high expression of 

RingoB in testis, which resembled that of RingoA, we also wanted to test its role in gonads 

and compare it with RingoA function. Therefore, a RingoB KO mouse model was used. 

Finally, we crossed RingoA and RingoB KO strains to obtain RingoA and RingoB double KO 

(RingoA/RingoB KO). This model was generated with the aim to elucidate the possible 

functional complementation between the two Ringo proteins, which could potentially mask 

their functions in mouse tissues. The results observed in the different models, both in 

gonads and in somatic tissues, are described in the following section. 

Effects of RingoB or RingoA/RingoB depletion in gonads 

RingoB KO: As shown above, RingoB was highly expressed in testis. We therefore 

questioned whether it could have a similar function to RingoA (Mikolcevic et al. 2016). 

Analysis of gonads of young animals showed that both testis and ovaries were histologically 

normal (Figure R12). Moreover, both males and females RingoB KO mice were fertile, further 

supporting the functionality of their gonads.  

RingoA/RingoB KO: Gonads of RingoA/RingoB KO animals were also studied in order to 

compare them with the RingoA KO phenotypes. In testis, the epithelia of most of the 

seminiferous tubules were abnormal, with only a single layer of Sertoli cells and 

spermatogonial cells (Figure R12). The seminiferous tubules were narrower and 

degenerated. Ovaries were also atrophic and had no ovarian follicles. In both cases, as it 

could be expected the results observed in RingoA/RingoB KO animals resembled the RingoA 

KO phenotype.   
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Effects of RingoA, RingoB or RingoA/RingoB downregulation in somatic 

tissues 

RingoA and RingoA/RingoB KO, young: Besides the impaired meiosis and sterility, no 

other phenotypes were detected at the histological level in basal conditions in any of the 

mouse tissues analyzed at young ages.  

Figure R12. Histological analysis of ovaries and testes. Representative pictures from testes and 

ovaries of animals of the indicated genotypes. Sections are stained with H&E. Scale bar = 500µm 

in ovaries and 200 µm in testes. Age: 3-4 months, (n ≥ 2 per genotype). Phenotypes of 

RingoA -/- gonads are reported in (Mikolcevic et al. 2016). 
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RingoB KO and RingoA/RingoB KO, aged: RingoB KO and RingoA/RingoB KO mice were 

sacrificed at 16 and 25 months of age, respectively, with the aim to identify potential 

phenotypes acquired during aging. Despite all the animals presenting similar age-related 

phenotypes, such as multisystem inflammatory lesions in several tissues or thalamus 

multifocal mineralization in the brain, no relevant differences were observed between WT 

and RingoB KO or RingoA/RingoB KO mice (Table R1). 

 

Histological characterization of RingoA/RingoB inducible KO: male testes 

but not female ovaries mimic phenotypes of constitutive RingoA KO 

To study whether the acute deletion of RingoA and RingoB would produce additional 

phenotypes to those observed in the constitutive KO models, RingoA lox/lox, Ringo B lox/lox , 

UBC-Cre ERT2 +/TG mice were injected with 4-OH tamoxifen (4-OHT) to induce gene deletion 

and were analyzed 2 months later. On the one hand, males had testicular atrophy and 

seminiferous tubule degeneration, indicating a similar testis phenotype as the constitutive 

RingoA KO (Figure R13.A).  On the other hand, no significant alterations were observed in 

the females (Figure R13.B), and both follicle type and number were similar in KO and WT 

Table R1. Histological analysis of somatic tissues. Brain, kidney, heart, stomach, lung, liver, spleen, 

bone marrow, muscle, intestine and pancreas were analized. n ≥2 per group. Age: (RingoA-/-, 

RingoB+/+) 2-3 months; (RingoA +/+, RingoB -/-) 16 months; (RingoA -/-, RingoB -/-, young) 4 

months, (RingoA -/-, RingoB -/-, aged) 25 months. 
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mice (Figure R13.C), thereby indicating that the ovary phenotype observed in the 

constitutive RingoA KO was not mimicked upon inducible downregulation. Moreover, we 

found that females in which RingoA and RingoB downregulation was induced with 4-OHT 

were fertile when crossed with wild type males (n=2), thus proving the functionality of the 

female reproductive organs in the inducible RingoA/RingoB KO mice.  

Some proteins, including cell cycle regulators, have been reported to have redundant 

functions, and thus their downregulation during development does not result in any 

detectable phenotype due to functional complementation. Therefore, we studied potential 

phenotypes arising after acute depletion of RingoA and RingoB in adult mice. We evaluated 

the same tissues as for the constitutive KO, but no consistent phenotypes were found in any 

of the non-reproductive tissues (Table R.2).  

Figure R13. Inducible RingoA/RingoB KO mimics the phenotype of the constitutive KO in testes 

but not in the ovaries. A,B. Representative pictures of sections from Testes (A) and Ovaries (B) of 

WT animals (RingoA lox/lox   Ringo B lox/lox UBC-Cre ERT2 +/+) or Inducible RingoA/RingoB KO animals 

(RingoA lox/lox, Ringo B lox/lox, UBC-Cre ERT2 +/TG).  Sections are stained with H&E. The animals were 

injected intraperitoneally with 4-OH tamoxifen (1 mg each day for 5 consecutive days), 2 months 

prior to sacrifice. Age: 3.5 months. Scale bar = 100 µm in A, 500 µm in B (n= 2 males and 2 females 

per genotype). C. Quantification of the number of follicles in each stage of maturation in WT and 

induced RingoA/RingoB KO ovaries. Data are presented as the average plus SEM, (n=2 per 

genotype).  
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Katushka-Luciferase reporter of RingoA promoter activity  

As mentioned before, RingoA mRNA is highly expressed in testis, where it plays an essential 

function in meiosis. RingoA protein is also detected in testis by western blot, although at 

very low levels (Mikolcevic et al. 2016). When other somatic tissues were analyzed, no signal 

was detected by western blot despite being detected in several tissues at mRNA level. In 

order to better analyse the expression of RingoA in particular tissues and cell populations, a 

Katushka-Luciferase (K/L) reporter was generated. This reporter consisted of a cassette with 

two genes encoding the far-red fluorescent protein Katushka (Turbo FP635) and the 

luciferase enzyme, respectively, both being expressed under control of the endogenous 

RingoA promoter. The cassette with the two genes was integrated (knock-in(KI)) between 

the exons 2 and 3 of the RingoA gene (Figure R14.A), so that RingoA promoter expression 

induced the transcription of both Katushka and Luciferase genes. It should be noted that the 

cassette disrupts the expression of the RingoA gene, therefore, the reporter KI allele mimics 

the KO allele of RingoA (Figure R14.B).  

Table R2. Histological analysis of the inducible RingoA/RingoB KO. RingoA lox/lox, Ringo B lox/lox ,UBC-

Cre ERT2 TG/+ animals were analyzed. Gonads in the upper part, somatic tissues in the lower part 

(brain, kidneys, heart, stomach, lungs, liver, spleen, bone and muscle, intestine and pancreas.) 

Age: 3.5 months. Animals were treated with 4-OHT 2 months before sacrifice for the induction of 

Cre ERT2, (n ≥2 per group). 
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Analysis of RingoA promoter activity using the Katushka reporter  

In vivo 

In order to test the expression of the reporter Katushka (Turbo FP635) in vivo, two 

approaches were used. First, the whole body was analyzed by using the IVIS- Spectrum CT 

equipment system, but no signal was detected. As this was probably due to the inability of 

the signal to be transmitted through the different tissues, the animal was dissected and the 

expression in the tissues was analyzed ex vivo using a magnifying glass. In these conditions, 

a medium intensity signal was detected in testis of KI/+ animals compared with WT ones, 

and a very mild signal was detected in the (KI/+) brain compared to the WT brain (Figure 

R15.A). The other tissues did not show a consistent signal of the Katushka reporter ex vivo. 

To better analyze the reporter expression at the cellular level, tissues were fixed and 

analyzed by confocal microscopy. As a positive control, we first used testes, given its very 

high expression and that Katushka reporter was previously seen in this tissue ex vivo. 

However, no signal of the reporter was detected in testis analyzed at 588/635 nm 

excitation/emission (data not shown). 

Figure R14. Schematic representation of the Katushka-Luciferase (K/L) reporter. A. Scheme of 

the Katushka-luciferase reporter mouse. The K/L cassette was inserted between exons 2 and 3 

(represented as black boxes). Simplification of the construct where the red box represents 

Katushka gene, green box represents luciferase gene. T2A is used as a transcription terminator. 

LoxP sites (blue) and Attb1 recombination sequences (gray circles) were used for the cloning and 

insertion of the reporter genes. B. Representation of the possible genotypes and phenotypes in 

K/L reporter model, considering that the RingoA gene is truncated upon K/L insertion. +/+ 

animals have normal expression of RingoA (WT) whereas +/KL and KL/KL animals are functionally 

as HET and KO animals for RingoA respectively.  
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Flow cytometry  

We hypothesized that the expression of the Katushka reporter might not have been seen by 

confocal microscopy because of the fixation or freezing conditions used.  With the aim of 

optimizing the use of the reporter at the cellular level, flow cytometry FACS analysis was 

attempted. Testes from WT mice, heterozygous for the reporter knock-in (+/KL) and 

homozygous for the reporter (KL/KL), were analyzed by FACS (figure R15.B). Using this 

technique, a cell population was found positive for Katushka expression in heterozygous 

compared to WT mice. Owing to the fact that the animals (KL/KL) are, from a functional point 

of view, like RingoA KO mice, we studied the effects of the RingoA depletion by FACS. 

Interestingly, the cell population that was positive for Katushka expression in the HET 

animals was absent in the KL/KL mice, consistent with the idea that RingoA KO cells are 

unable to undergo meiosis and finally die. The DNA content of the cells in testis was also 

analyzed (Figure R15.B bottom). In normal adult testis, we first found a big peak at 50K 

(formed of two peaks) corresponding to elongated spermatid and round spermatids, which 

are haploid (1C). Second, a smaller peak corresponding to spermatogonia and secondary 

spermatocytes, which are diploid (2C), was observed. Finally, we found a peak 

corresponding to primary spermatocytes, which were tetraploid (4C). However, in RingoA 

KO animals (KL/KL), the 1C peak was dramatically reduced and the 2C and 4C peaks were 

increased. Altogether, the RingoA KO mice showed a dramatic decrease of the cell 

population in which the RingoA promoter was expressed (1C) and a parallel increase of the 

cell populations with DNA content 2C and 4C. Brain cells of adult mice were also analyzed 

by FACS but in this case no cells were detected as positive for Katushka expression (Figure 

R15.C).  

Analysis of RingoA promoter activity using the Luciferase reporter  

The K/L reporter also allowed the expression of luciferase, which can be detected by its 

ability to metabolize luciferin resulting in the emission of light that marks cells where the 

RingoA promoter and the reporter are expressed.  

After the injection of luciferin, animals were sacrificed and the signal of various tissues was 

compared. The highest luciferase activity was detected in testis, followed at a much lower 

level by lung, brain and intestine (figure 16.A).  
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The luciferase reporter was also used to test the expression of RingoA during embryo 

development. Taking into account the potential expression of the RingoA promoter in 

developing reproductive tissues, the sex of the animals is indicated. The signal was found, 

both in males and females mainly in the upper body probably corresponding to the brain 

(Figure R16.B).  

Figure R15. Katushka expression under control of the RingoA promoter. A. Representative images 

of testis (TE), lung (LU) and brain (BR) from (KL/+) and (+/+) mice were acquired with a magnifying 

glass. n=2 animals per genotype. B. Flow cytometry analysis of cells from testis of animals with 

the K/L reporter. WT animals (+/+) were used as a negative control. The upper figure shows 

Katushka expression with positive cells gated. The lower figure shows the relative amount 

(counts) of different cell populations with the indicated DNA content, as determined by DAPI 

staining. Graphs are representative of n=2 animals per genotype. C. Flow cytometry analysis of 

cells from adult brains of animals with the K/L reporter. Age: 2 months. n = 2 animals per 

genotype. 
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Altogether, the luciferase reporter showed the highest expression of the RingoA promoter 

in adult mouse testis, coinciding with the process of gametogenesis. Remarkably, the 

reporter was extensively expressed in the upper body of the embryo concomitant with brain 

expression.  Moreover, in adult mice, the brain was among the tissues showing more 

luciferase activity. This observation is also consistent with the RT-qPCR results, which 

indicated that RingoA expression in the brain was the highest among somatic tissues.  

  

Figure R16. Luciferase expression under control of the RingoA promoter. A. IVIS image showing 

luciferase activity of different organs ex vivo from a representative (KL/+) animal that was injected 

with luciferin. Tissue numbers correspond to 1. Brain, 2. Thymus, 3. Heart, 4. Lung, 5. Liver, 6. 

Kidney, 7. Intestine, 8. Spleen, 9. Pancreas, 10. Lymph node, 11. Bone, 12. Testes. Light intensities 

are represented in chart. The expressions of the different animals are represented as dots, the 

bars indicate average and SEM. n=4 except testis (n=3) and mammary gland (n=2). B. IVIS image 

showing luciferase activity of different littermate embryos. Sex and genotype are indicated: m 

(male), f (female). The pregnant female was injected with luciferin before sacrifice.  
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SECTION 3 - The role of RINGO proteins in the brain  

The RingoA promoter is expressed in both the embryo and adult brain, as shown above 

(Figure R15). Following testis, the brain is the somatic tissue where RingoA mRNA is mostly 

expressed.  

Considering the potential involvement of RingoA in the cell cycle, mainly supported by its 

ability to bind to and activate CDK1 and CDK2, we wondered whether RingoA has a role in 

the proliferative sub-populations of the brain, progenitor and stem cells. 

Of interest, CDK2 has been reported to be important for the proliferation of brain stem cells 

in the subventricular zone (SVZ) (Jablonska et al. 2007). The study show a decrease in the 

self-renewal capacity of neurospheres derived from SVZ, and also a decrease in the number 

of progenitor cells. Interestingly, upon CDK2 KO in embryos, proliferation in the embryonic 

brain is normal due to functional redundancy with CDK4.  

Given that CDK2 can be activated by RingoA and that CDK2 is important in stem and 

progenitor cells of the adult SVZ cells, we examined the potential role of RingoA in this niche 

of the adult brain.  

RingoA mRNA is expressed in neural stem cells and 

proliferating progenitor cells  

Llorens-Bobadilla and collaborators performed single-cell transcriptomics of NSCs isolated 

from their in vivo niche followed by hierarchical clustering, allowing the identification of a 

cluster named active NSCs (aNSCs) based on the expression of Egfr as well as cell cycle genes 

such as Ki67 and Mcm2. The aNSCs cluster comprised modules functionally related to the 
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cell cycle (such as Cdk2) or protein synthesis (including Rpl family). Based on a module 

containing mitosis-associated genes (such as Aurkb), this cluster was finally separated in two 

groups: non-mitotic-aNCS1 and mitotic-aNCS2 (Llorens-Bobadilla et al. 2015). 

From this publicly available data, we obtained information about the expression of RingoA 

in the different cell populations. Interestingly, RingoA expression was found mainly in cycling 

cells, both mitotic-active-NSC (aNSC2) and transit amplifying progenitors (TAPs) (Figure 

R17), thereby supporting a potential role of RingoA in cycling neuronal cells. In contrast, 

RingoB mRNA expression was not detected in any of the groups.  

 

 

Neuronal progenitors can be extracted and grown in vitro as neurospheres. Over the years, 

the formation of neurospheres has been used to determine whether a neuronal cell has 

stem-like properties. The evaluation of the number of growing neurospheres allows 

comparison of the stem cells from different regions, conditions or ages, and the diameter 

of a neurosphere can also indicate the mitogenic potency (Singec et al. 2006). Moreover, 

neurospheres can be desegregated, cultured in adherent conditions and induced to 

differentiate, resulting in the loss of their proliferation capacity (Figure R18.A).  In order to 

validate the observations from single-cell sequencing data, we evaluated the expression of 

RingoA mRNA in proliferating NSCs grown in vitro. Cells were extracted from the SVZ of mice, 

Figure R17. RingoA is expressed in actively dividing NSC. Violin plot showing the expression of 

RingoA mRNA in different clusters of NSC and progenitor populations from the SVZ. Te 

populations evaluated are dormant-quiescent NSC (qNSC1), primed-quiescent NSC (qNSC2), non-

mitotic active NSC (aNSC1), mitotic-active NSC (aNSC2), transit-amplifying progenitors (TAP), 

Neuroblasts (NB). Data obtained from (Llorens-Bobadilla et al. 2015). 
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and RingoA mRNA expression was tested both in proliferating neurospheres and in 

differentiated cells. Interestingly, RingoA mRNA was detected in neurospheres, with cells 

proliferating, but this expression was lost in differentiated cells. Proliferation and 

differentiation markers were tested in parallel (Figure R18.B).  

Altogether, the expression of RingoA mRNA in SVZ cells was restricted to proliferating cells. 

Therefore, we hypothesized that RingoA might have a role in neural cell proliferation.  

 

 

 

 

 

Figure R18. RingoA mRNA is expressed in proliferating NSCs but not in differentiated cells. A. Cells 

were dissected from the SVZ of male mice (3-month old), and were cultured as neurospheres 

(middle picture). Culturing neurospheres for 5 days in adherent conditions and in the absence of 

growth factors give rise to differentiated cells (right picture). B. mRNA levels of RingoA and of 

proliferation and differentiation markers in NSCs grown as proliferating neurospheres or in 

differentiated cells. All data are expressed as means with SEM, (n=2). 
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Analysis of neural stem cells and progenitor self-renewal 

capacity in RingoA/RingoB KO 

Impaired ability of RingoA/RingoB KO cells to form neurospheres  

To understand whether RINGO expression was important for neural progenitor growth in 

culture, we took advantage of the RingoA/RingoB inducible KO system. Cells were extracted 

from the SVZ of RingoA lox/lox, Ringo B lox/lox, UBC-Cre ERT2 +/TG mice and were either treated 

with 4-OHT, to induce RingoA and RingoB depletion, or left untreated as WT control, and 

then were grown as neurospheres. We found that RingoA and RingoB deleted neurospheres 

were consistently reduced in number and size when compared with WT cells (Figure R19.A). 

As a control, cells were also extracted from the SVZ of UBC-Cre ERT2 +/TG mice with WT 

RingoA and Ringo B alleles. In this case no significant differences were observed in the 

number or size of neurospheres with or without 4-OH-Tamoxifen treatment (Figure R19.B).  

 

 

 

 

 

 

 

 

 

Figure R19. Reduction of neurosphere number and size upon RingoA and RingoB deletion. A. Cells 

from the SVZ of RingoA lox/lox, Ringo B lox/lox, UBC-Cre ERT2 +/TG mice were disaggregated and were 

left untreated (WT) or were treated with 4-OH-T (KO) for 2 days to induce RingoA and RingoB 

gene deletion. Single cells were seeded in order to form neurospheres. After 7 days, pictures 

were taken and the size and number of neurospheres were quantified. B. The same procedure 

was performed using RingoA +/+ Ringo B +/+ UBC-Cre ERT2 +/TG mice, as a control for Cre expression. 

Data are expressed as means with SEM and are representative of n=3 experiments from three 

different animals for inducible KO and n=2 experiments from one animal in UBC-Cre CT.  Asterisks 

denote statistical significance (***= p-value <0.001.)  
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To understand why the RingoA and RingoB deleted neurospheres were smaller, several 

experiments were performed. First, no differences were detected in cell proliferation 

evaluated by measuring 5-Bromo-2’-deoxyuridine (BrdU) incorporation by FACS (Figure 

R20.A). Moreover, neither were differences found in cell cycle phases or in the mitotic index, 

as determined by FACS using PI and Histone H3 phosphorylated at serine 10 (PS10-H3) 

staining, respectively (Figure R20.B,C). As an alternative method to assess cell proliferation, 

we used the fluorescent cell tracer CFSE, whose intensity per cell is diluted proportionally to 

the number of cell divisions. WT and RingoA/RingoB KO cells were stained with CFSE and 

their proliferation was followed over several days by FACS, however, no differences were 

observed (Figure R20.D). Finally, cell death was also analyzed by Annexin V staining, but no 

differences were detected between WT and KO cells (Figure R.20.E).  

Figure R20. RingoA/RingoB KO neurospheres show no differences in 

proliferation, cell cycle states or cell death compared to WT. A. BrdU was 

added to the neurospheres 1.5 h before harvesting. Neurospheres were 

disaggregated, and cells were fixed, stained with an anti-BrdU antibody and 

with PI to label the DNA and were analyzed by FACS, (n=3) B. Cells were 

labelled with PI and cell cycle phases were analyzed by FACS, (n=3) C. Mitosis 

numbers were determined by PS10-H3 staining and FACS, (n=3) D. Cells were 

labelled with the fluorescent tracer CFSE at d0 and were analyzed by FACS. at 

4 consecutive days (d1, d2, d3, d4). Data are shown as an overlap of cell counts 

for WT (blue) and KO (red) conditions. (n=2) E. Cell death analysis by Annexin 

V staining and FACS, (n=2).  
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We next evaluated the expression of stemness and differentiation markers of NSC and 

neural progenitors in culture. We used RT-qPCR to study the expression of the following 

stemness markers in NSCs and progenitor cells: Sox2, Nestin, Bmi1 and GFAP (Bernal et al. 

2015). Neurospheres were generated from neuronal cells previously treated with EtOH or 

4-OHT to induce RingoA and RingoB downregulation. After 7 days, neurosphere cells were 

harvested, and mRNA was analyzed. No significant differences between WT and 

RingoA/RingoB KO neurospheres were observed in the genes tested (Figure R21.A). 

As detailed in the introduction (Figure I12), progenitors from the SVZ undergo different steps 

of proliferation, differentiation and migration. Neuroblasts start expressing Dcx, and NeuN 

is expressed in the final stages of neural differentiation (Gusel’nikova and Korzhevskiy 2015; 

Walker et al. 2007). To study potential changes in the differentiation of neuronal 

progenitors, we analyzed these markers. mRNA was extracted from proliferating 

neurospheres and from differentiated cells and assessed by RT-qPCR. Interestingly, Dcx was 

found to be significantly downregulated in proliferating RingoA/RingoB KO cells compared 

with proliferating WT cells. However, the differences between WT and RingoA/RingoB KO 

were not conserved in differentiated cells. NeuN is a marker of neuronal differentiation and, 

as expected, was not detected in neurospheres but was up-regulated in differentiated cells. 

The expression of NeuN was significantly reduced in RingoA/RingoB KO differentiated cells 

compared with differentiated WT cells (Figure R21.B), suggesting a potential role for RingoA 

and RingoB in neural differentiation.  
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In summary, the downregulation of RingoA and RingoB in proliferative brain cells from adult 

mice decreased self-renewal capacity, generating fewer and smaller neurospheres. 

However, this was not reflected in a reduction in cell proliferation, cell cycle progression or 

increased cell death, at least under the experimental conditions tested. In addition, the 

analysis of neuronal lineage markers pointed to potential changes in neuronal lineage 

differentiation. Therefore, to further characterize the observations in primary cultures, we 

decided to study the NSCs and progenitors in vivo.   

 

Brains of RingoA/RingoB KO mice show normal histology 

and unaltered proliferation and mitotic index in the SVZ 

To determine whether RingoA/RingoB KO brains were normal, we first analyzed the brain 

and cortex size in coronal sections stained with Nissl. Brains had apparent normal histology, 

cellular density, cortex thickness and hemisphere size (Figure R22.A,B). 

Finally, for the purpose of examining the proliferation capacity of neural progenitors and 

NSCs, the SVZ of 3 months-old mice was studied in basal conditions. In order to have a 

representative analysis, slices were obtained from the anterior, medial and posterior SVZ 

(Figure R22.C). Slides were labeled with antibodies against Ki67 to detect proliferation and 

against pS10- histone H3 as a mitotic marker. Nevertheless, we found no significant 

differences in cell proliferation (Figure R22.D) or in number of mitoses (Figure R22.E).  

 

Figure R21. RingoA/RingoB downregulation affects the expression of neural differentiation 

markers. RT-qPCR analysis of mRNAs related with stemness (A) or neural differentiation (B). 

GAPDH was used as a reference. Values are shown relative to the WT condition, which was given 

the value of 1, (n=3 animals). Asterisks denote statistical significance (* = p-value <0.05, ** = p-

value <0.01). 
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Figure R22. RingoA/RingoB KO brains have normal histology and cell proliferation in the SVZ. A 

Representative picture of Nissl staining with indicated cortex layers and quantification of cellular 

density of the cortex. B. Graph showing cortex and coronal brain hemisphere size of WT and KO 

mice. Cortex measures were taken from primary motor cortex (M1); approximately 0.98mm 

anterior to bregma. C. Scheme representing the SVZ regions taken for histological analysis of 

coronal sections. D,E. representative pictures and quantification of slides of WT and KO brains 

stained with Ki67 to detect cell proliferation (D), and PS10-H3 to detect mitosis (E). Graphs show 

the quantification of the stained cells/nuclei. Data are represented as average plus SEM. Each dot 

represents a different animal, n ≥ 3 per group. Statistical analysis did not show significant 

differences between conditions.   
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SECTION 4- The role of RINGO proteins in breast 

cancer  

RingoA is expressed in PyMT-induced mammary tumors 

RingoA/RingoB were not found essential for the development of most mice tissues in 

homeostasis. However, tumor cells might have specific cell cycle requirements that differ 

from their cell of origin (Malumbres and Barbacid 2009). It has been proposed that RingoA 

is involved in different types of cancer, such as glioblastoma and breast cancer (Golipour et 

al. 2008; Lubanska et al. 2014; Al Sorkhy et al. 2012). However, the relevance of RingoA for 

in vivo tumor growth has not been studied. Therefore, we aimed to test the importance of 

this protein in tumor development using mammary tumor mouse models.  

In order to assess RingoA expression in mammary tumors, the RingoA K/L reporter was used 

in combination with the MMTV-PyMT model of mammary tumorigenesis. In this model, the 

PyMT (middle T antigen of polyomavirus) is expressed in the mammary gland under the 

control of MMTV promoter, which results in the transformation of mammary epithelial cells 

(Guy et al. 1992).  

Animals expressing MMTV-PyMT and the RingoA K/L reporter were generated by breeding 

and animals of three groups were analyzed. The first group was formed by females 

Luciferase TG/+, PyMT TG/+, which developed tumors and had the reporter. This group was 

compared with animals Luciferase +/+, PyMT TG/+, which developed tumors but did not 

have the reporter, and with animals Luciferase TG/+, PyMT +/+, which had the reporter but 

did not generate tumors. Luciferase expression was monitored weekly for 12 weeks using 

IVIS - Spectrum CT equipment. As shown in Figure R23, the expression of the luciferase 
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reporter was found significantly increased in animals that developed mammary tumors 

(Luciferase TG/+, PyMT TG/+) compared to the control groups. 

 

RingoA and RingoB are required for mammary tumor 

growth  

To study the importance of RingoA and RingoB in mammary tumor progression in vivo, the 

MMTV-PyMT transgene was combined with floxed conditional alleles of RingoA and RingoB, 

and with inducible UBC-CreERT2. In these mice, RingoA and RingoB can be deleted at any 

time of the tumor development by 4-OHT administration. Initially, animals with floxed 

RingoA and RingoB genes and inducible Cre were compared with animals with floxed RingoA 

and Ringo B without Cre as a control. Mammary tumors were allowed to grow until a size of 

150-200 mm3, and then animals of both groups were treated with 4-OHT to induce Cre 

activation and RingoA/RingoB deletion. Tumors were measured during a 15-day period and 

then sacrificed (Figure R24.A). Tumor growth was found to be decreased upon 

RingoA/RingoB deletion compared to the control animals (Figure R24.B).  

Figure R23. RingoA gene promoter is expressed in mammary tumors. Representative examples 

of animals of the three groups analyzed by IVIS equipment after D-luciferin retro-orbital injection. 

The graph shows the luciferase expression in the different groups at the time indicated. The dots 

indicate average expression plus SEM, (n≥3 per group). (* = p-value <0.05, ** = p-value <0.01). 

The star colors denote comparison of the Luci. Tg/+ PyMT Tg/+ mice with Luci. Tg/+ PyMT +/+ 

(purple) or with Luci. +/+ PyMT Tg/+ (gray) animals.   
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Moreover, to exclude a potential effect of the Cre recombinase, animals with WT RingoA 

and RingoB and inducible Cre (Cre+) were compared to animals with WT RingoA and RingoB 

but without Cre (Cre-). The analysis of both mice groups after treatment with 4-OHT showed 

that Cre recombinase activation alone did not affect mammary tumor growth. This 

observation therefore supports the notion that the effects observed upon inducible 

downregulation of RingoA and RingoB were specific (Figure R24.C).  

 

  

 

 

Figure R24. Mammary tumor growth decreases upon RingoA/RingoB downregulation. A. Scheme 

of the experimental design. When mammary tumors reached a size of 150-200 mm3, mice were 

injected with 1 mg of 4-OHT each day for 5 consecutive days and tumor growth was followed for 

15 days. Histograms show the RingoA and RingoB deletion at day 15 in mice treated with 4-OHT. 

B. Tumor growth in mice RingoA lox/lox, RingoB lox/lox, UBC-CreERT2 TG/+ (KO) compared to mice 

RingoA lox/lox, RingoB lox/lox, UBC-CreERT2 +/+ (WT), both treated with 4-OHT. C. Tumor growth in 

mice RingoA +/+, RingoB +/+, CreERT2TG/+ (Cre+) compared to RingoA +/+, RingoB +/+, CreERT2 +/+ 

(Cre-) both treated with 4-OHT.  Measurements were normalized to the initial tumor size. The 

dots indicate average expression plus SEM, (n≥7). (* = p-value <0.05).  
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Role of RingoA and RingoB in immortalized cancer cell 

lines derived from mammary tumors 

With the aim to examine the underlying molecular mechanisms behind tumor reduction, 

epithelial cancer cell cultures were derived from mammary tumors.  

We generated an immortalized cell line with RingoA lox/lox, RingoB lox/lox and UBC-CreERT2 TG/+, 

which allowed to delete RingoA and RingoB upon the addition of 4-OHT ex vivo. To exclude 

potential non-specific effects, two additional control cell lines were generated. One with 

RingoA lox/lox, RingoB lox/lox but without Cre to test the effects of 4OHT, and another one with 

WT RingoA and RingoB (RingoA+/+, RingoB +/+) and inducible Cre (UBC-CreERT2 TG/+) to test 

the potential off-target effects of Cre activation. All the cell lines were tested for expression 

of the EpCAM marker by FACS, and more than 95% of the cells were found positive for the 

epithelial marker (Figure R25). 

 

Figure R25. Generation of epithelial cell lines derived from PyMT mammary tumors. A. Schematic 

representation of the process of cancer cell isolation and immortalization. Tumors were 

dissected, digested and expanded until spontaneous immortalization.  B. FACS profiles obtained 

by staining the cells with antibodies against the EpCAM epithelial marker. Genotypes are 

indicated on top of each panel.  
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Effect of RingoA and RingoB downregulation in mammary cancer cells  

Several experiments were performed to see the effects of RingoA/RingoB deletion in 

epithelial cells derived from mammary tumors. RingoA lox/lox, RingoB lox/lox, UBC-CreERT2 TG/+ 

cells were treated with 100nM 4-OHT and split after two days; experiments were performed 

3 days after split unless otherwise indicated.   

To evaluate the proliferation ability of RingoA/RingoB KO cells, we performed colony assays 

and BrdU incorporation assays. In both cases, RingoA/RingoB deficient cells were found to 

show reduced proliferation compared to WT cells (Figure R26).  

 

 

 

To study the nature of this reduction in proliferation, the cell cycle was analyzed by flow 

cytometry. A small but significant increase in G2 phase was found in RingoA/RingoB deficient 

cells (Figure R27.A). Time-lapse video analysis showed that binucleated cells and cells with 

micronuclei were more abundant in RingoA/RingoB KO cells (Figure R27.B), which correlated 

with a significantly reduced number of mitoses, as determined by Phospho-Ser10-H3 

staining and flow cytometry analysis (Figure R27.C). Mitotic spreads were also performed, 

Figure R26. RingoA/RingoB double KO cells show reduced proliferation. Cells were treated with 

100nM 4-OH-T for 48h and plated for experiment performing. A BrdU uptake in WT cells 

compared to KO cells. 3 days after split cells were treated with BrdU for 90 min, harvested and 

analyzed by FACS, (n=3). B. Colony assays using WT cells and KO cells. Left, representative picture 

of a clonogenic assay 10 days after seeding 2000 cells, (n=4). C. qPCR data showing RingoA and 

RingoB deletion in the immortalized mammary cancer cells treated with 4-OHT. (* = p-value 

<0.05, ** = p-value <0.01). 
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and the distances between chromatids were found to be significantly reduced in 

RingoA/RingoB KO cells (Figure R27.D). Finally, staining for γH2AX revealed the presence of 

more DNA damage in RingoA/RingoB deficient cells compared with WT cells (Figure R27.E).   

 

 

Effect of 4-OHT treatment and Cre activation in mammary cancer cells  

As explained above, control cell lines were generated to exclude a potential effect of 4-OHT 

treatment or Cre activation. These cell lines were also treated with 4-OHT and used for 

experiments performed in the same conditions as described in the previous section to test 

the effect of RingoA/RingoB downregulation.  

Figure R27. Analysis of the effects of RingoA and RingoB downregulation in mammary cancer 

cells. A. Cell cycle profiles in WT cells compared to KO cells, (n=3). B. Quantification of binucleated 

cells (upper graph) and cells with micronuclei (lower graph) in WT and KO cells from a 20 h time-

lapse video. At least 250 cells were analyzed per condition C. FACS analysis of PS10-H3 stained 

WT and KO cells to evaluate the number of mitoses, (n=3). D. Quantification of the distance 

between chromatids in mitotic cells. Dots represents average distance per cell, (n=3). E. 

Quantification of the average intensity of γH2AX foci per cell. Each dot indicates one cell. Data 

are represented as average with SEM, (n=3).  
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First, RingoAlox/lox, RingoB lox/lox CreERT2 +/+ cells were used to test the effect of 4-OHT. We 

did not find any effect on BrdU incorporation, colony formation assays or cell cycle 

progression upon 4-OHT treatment (Figure R28). These results indicate that the doses of 

4-OHT used do not affect mammary cancer cell proliferation.  

 

 

In addition, RingoA +/+, RingoB +/+ CreERT2 TG/+ cells were used in order to test the effect of 

Cre recombinase activation alone, in the absence of RingoA and RingoB downregulation. 

Surprisingly, the treatment of these cells with 4-OHT reduced both BrdU incorporation and 

colony formation efficiency, and also increased the percentage of cells in G2 phase to a 

similar extent as that observed in RingoA/RingoB KO cells (Figure R29). These results indicate 

that Cre induction suffices to impair the proliferation of immortalized mammary cancer cells. 

 

Figure R28. 100nM 4-OHT does not have an effect in mammary cancer cell proliferation. Cells 

were treated with 100nM 4-OH-T for 48h and plated for performing the experiments. A. BrdU 

uptake analyzed by FACS B. Quantification of colony assays 10 days after seeding 5000 cells C. 

Quantification of the percentage of cells in G2 phase analyzed by FACS. Data are representative 

of 2 independent experiments.  
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To find a concentration in which Cre recombinase was activated but produced no off-target 

effects, a range of concentrations of 4-OHT were tested. Cre-ERT2 activation as determined 

by the deletion of RingoA and RingoB was detected in all the conditions tested. However, at 

20 nM 4-OHT, there was neither increased arrest in G2 phase nor reduced BrdU 

incorporation (Figure R30). Cre control cells showed similar effects in a dose dependent 

manner, thereby suggesting that the phenotypes observed are a consequence of the 

activation of Cre recombinase rather than depletion of RingoA and RingoB.  

 

  

Figure R29. Activation of Cre recombinase impairs cell proliferation and cell cycle progression. 

Cells were treated with 100nM 4-OHT for 48h and plated for performing the experiments. A. 

BrdU uptake analyzed by FACS. B. Quantification of colony assays 10 days after seeding 5000 cells 

C. Quantification of the percentage of cells in G2 phase analyzed by FACS. Data are representative 

of 3 independent experiments (*=p-value <0.05). 

 

Figure R30. Comparison of phenotypes induced by different 4-OHT 

concentrations. Analysis of RingoA/RingoB inducible KO cells treated 

with the indicated 4-OHT doses, n=2 (A) and Cre-ERT2 control cells 

treated with the indicated 4-OHT doses. n=2, (n=3 for 100nM 

concentration) (B). Upper panels show BrdU uptake analyzed by FACS. 

Lower panels show the percentage of cells in G2 phase analyzed by 

FACS. The lower graph shows RingoA and RingoB deletion in the 

RingoAlox/lox RingoBlox/lox Cre-ERT2 TG/+ cells as determined by qPCR. 
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Histological characterization of RingoA/RingoB deficient 

mammary tumors 

Our results indicated that RingoA and RingoB are required for the growth of PyMT-induced 

mammary tumors in vivo. Although we could not explain this effect by analyzing the 

immortalized cancer cell lines, we ruled out that differences in tumor growth observed in 

vivo were due to off-target effects of Cre expression. Therefore, we decided to evaluate the 

histological characteristics of the tumors. All the analyses correspond to tumors at 8 days 

after 4-OHT administration had started.  

Cell proliferation and the number of mitotic cells were significantly decreased, as 

determined by Ki67 and PS10-H3 staining, whereas DNA damage was increased based on 

γH2AX staining in RingoA/RingoB KO tumors. Moreover, in order to evaluate cell death 

TUNEL assay was performed and showed an increased number of dead cells in the KO 

tumors (Figure R31.A). Finally, the CKI p27Kip1 was also analyzed. RingoA/RingoB KO tumors 

had an increased number of positive cells. The intensity of the nuclear signal was quantified, 

showing a reduction of cells with lower intensity towards an increase of cells with higher 

P27Kip1 nuclear intensity in the RingoA/RingoB KO (Figure R31.B).  

The differences found between the outcome of RingoA/RingoB depletion in tumors in vivo 

and in cancer cells in vitro raised the possibility that the interaction of tumor cells with the 

tumor microenvironment might contribute to the decreased tumoral growth observed. As a 

first approach to address this question, we analyzed immune cell infiltration in the tumors 

by immunohistochemistry. We found that F4/80 expressing macrophages and CD3 

expressing lymphocytes were increased in the RingoA/RingoB KO tumors. (Figure R31.C).  

Taken together, despite the absence of specific effects in mammary tumor immortalized 

cells upon RingoA/RingoB depletion, the knock-out of these proteins in vivo resulted in a 

reduction of tumoral growth. This growth reduction correlated with a reduced proportion 

of cycling tumor cells, as well as increased DNA damage and cell death. Moreover, tumors 

had enhanced immune cell infiltration which might also contribute to the reduction in tumor 

size.  
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Figure R31. Histological analysis of RingoA and RingoB KO mammary tumors.  RingoAlox/lox, 

RingoBlox/lox UBC-Cre-ERT2+/TG  (KO) and RingoAlox/lox, RingoBlox/lox  UBC-Cre-ERT2+/+  (WT) mice were 

injected with 4-OHT and 8 days later tumors were analyzed. A.  Tumor sections were stained for 

Ki67 (cell proliferation), PS10-H3 (mitotic cells), γH2AX (DNA damage), TUNEL assay (cell death) B. 

Tumor sections were stained for p27Kip1 and the signal was quantified. The graph on the left shows 

the percentage of positive cells. The graph on the right shows the quantification of p27Kip1 signal 

classified according to the intensity per cell, from lower (+1) to the highest (+3) C. Tumor sections 

were stained for F4/80 as a marker of macrophages and CD3 as a marker of T cells. Data are shown 

as average with SEM, (n≥3). 

 



  

 
 



 

 
 

 



Results 

  

 
 

Discussion 

 

 

Discussion 



 
 

 
 

 

 



Discussion 

 

145 

Cell cycle regulation by RingoA in mammalian cell lines  

RingoA has a well-described role in meiosis; it regulates the G2/M progression in Xenopus 

oocytes (Ferby et al. 1999; Gutierrez et al. 2006; Ruiz et al. 2008) and is also essential for the 

meiotic prophase in mouse (Mikolcevic et al. 2016; Tu et al. 2017). Its ability to bind to and 

regulate CDKs suggests a potential role in regulating also the mitotic cell cycle. In this regard, 

it has been shown that RingoA mRNA is expressed during the whole cell cycle oscillating in a 

phase-dependent manner, similarly to Cyclin A. Furthermore, it has been demonstrated that 

RingoA can interact with p27Kip1 in vitro, that CDK2-RingoA complexes are less sensitive to 

p27Kip1 inhibition, and that RingoA overexpression leads to p27Kip1 degradation in cells. This 

degradation induction is likely due to the activation of CDK2 and the phosphorylation of 

p27Kip1 on T187 (Dinarina et al. 2009; McGrath et al. 2017; Porter et al. 2002), in a similar 

manner to that described for CDK2-Cyclin E complexes (Sheaff et al. 1997).  

During the course of this project, we aimed to examine in greater detail the role of RingoA 

in mammalian cells. Loss of function studies in U2OS cells showed a dramatic reduction of 

the number of cells undergoing mitosis, as well as an increase in those in G1 phase, while 

those in S and M phases decreased, thereby pointing to a G1 arrest (Figure R1.A), which is 

further supported by the reduced BrdU incorporation (Figure R1.B).  

The arrest of some of the cells in G1 may be due to the activation of the DNA damage 

checkpoint. Within the population of cells that underwent mitosis, the vast majority died 

before the next division, indicating that they carried problems that did not allow them to 

survive and progress to the next division round (Figure R2A). We also detected increased 

signs of chromosome segregation problems such as DNA bridges and micronuclei in the 

fraction of cells that divide (Figure R2B), which might lead to cell cycle arrest by the G1/S 

checkpoint (Sablina et al. 1998). 

Replicative stress is a major cause of pre-mitotic errors leading to CIN (Burrell et al. 2013). 

Thus, the chromosome segregation errors observed in RingoA knockdown U2OS cells might 

result from pre-mitotic defects potentially derived from replication stress or unrepaired DNA 

damage. DNA replication stress results in phenotypes such as DNA damage in 
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prometaphase, ultrafine DNA bridges and 53BP1 nuclear bodies in G1 (Burrell et al. 2013), 

and these indicators could be evaluated in our system. Moreover, DNA fiber assays could be 

done to assess whether cells have alterations in replication fork dynamics that could lead to 

replication stress (Quinet et al. 2017). Alternatively, the errors might originate directly from 

mitotic defects. It has been reported that if the problem precedes mitosis, dividing cells 

usually carry anaphase bridges and chromosome fragments without centromeres, but if the 

origin is a mitotic defect, cells are likely to have lagging chromosomes with centromeres 

(Burrell et al. 2013). Therefore, one way to elucidate the origin of the errors would be to 

analyze whether the lagging DNA observed in our experiments upon RingoA knockdown 

contains centromeres. The underlying reason could potentially be the regulation of some of 

the RingoA interactors identified, such as the proteins of the cohesin complex, which are 

discussed below. To understand the origin of cell death and further characterize cell arrest, 

cell cycle progression could be followed in living cells using systems such as FUCCI (Zielke 

and Edgar 2015) in combination with time-lapse fluorescence microscopy. Finally, to 

understand whether indeed the phenotypes and cell death are due to DNA damage, the 

potential implication of DNA damage in the observed phenotypes could be analyzed by 

evaluating more markers of the DDR and checkpoints such as pRPA, pChk1 or p53 (Kastan 

and Bartek 2004). Interestingly, a link between RingoA and the DDR has been already 

suggested, as RingoA overexpression was proposed to counteract the activation of DDR 

markers such as pChk1 or γH2AX in U2OS cells treated with UV (Gastwirt et al. 2006). In 

addition, it has been reported that proteins involved in DSB repair are upregulated following 

RingoA depletion in mSOD cells with basal levels of DNA damage (Wang et al. 2019). 

Besides DNA damage, alterations in the cell cycle might be explained by the lack of RingoA 

mediated p27Kip1 inhibition in the RingoA KD. Of note, it seems unlikely that RingoA could be 

an essential regulator of the G1/S transition in mammalian cells process where CDK-cyclin 

complexes have a well-defined role (Montagnoli et al. 1999). In vitro experiments suggest 

that CDK2 can be much more efficiently activated by Cyclin A (with the requirement of T160 

phosphorylation) than by RingoA (McGrath et al. 2017). Moreover, the low abundance of 

RingoA would make CDK activation stoichiometrically difficult. Nevertheless, although CDK-

RingoA complexes are less active than CDK-cyclin complexes, they are still active in 

conditions where CDK-cyclin are likely to be inhibited (Karaiskou et al. 2001; McGrath et al. 
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2017). Therefore, part of the cell cycle arrest could be explained by a lack of CDK-RingoA 

mediated degradation of p27Kip1 upon RingoA KD.  

Uncovering the RingoA interactome network  

RingoA can bind to and activate CDK1 and CDK2 in vitro, but very little is known about its 

interactome network. BioID is a powerful technique to identify proteins at close proximity. 

It has the advantage of marking not only strong interactors but also proteins transiently 

interacting, indirectly interacting or co-localizing but without direct interaction (Roux et al. 

2012), which is especially interesting in the case of RingoA. The interactions with CDK-RINGO 

complexes could be expected to be transient and may be restricted to a particular phase of 

the cell cycle, which makes it challenging to track these interactions with classical methods 

such as co-IP followed by MS. BioID gave us information on both the subcellular location of 

RingoA and new RingoA interacting proteins, thereby indicating processes in which RingoA 

might be involved. Although overexpressed RingoA protein has been found mostly at the 

nucleus, it is still unknown where the endogenous protein is located. Our data indicate that 

most potential RingoA interactors are nuclear proteins, thus supporting the expected 

nuclear location. Interestingly, the proteins identified are involved mainly in RNA processing 

and the regulation of the cell cycle. The identified RingoA cell cycle related interactome 

cluster includes as high confidence hits CDK1 and Skp2, two known interactors of RingoA 

(Dinarina et al. 2005; Dinarina et al. 2009), thereby supporting the reliability of our 

screening. Of note, CDK2 was present in the list of hits but below the set threshold. 

Nevertheless, we included this protein in our analysis due to its known association with 

RingoA.  

Identification of new RingoA interactors  

Among the list of putative interactors, we have been able to validate WAPL and ANKRD11 as 

novel RingoA interacting proteins (Figure R5.A). WAPL is a regulatory factor that is essential 

for cohesin unloading from chromatin both in interphase and mitosis (Haarhuis et al. 2017; 

Tedeschi et al. 2013). Moreover, RingoA can also interact not only with WAPL but also with 
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the cohesin core proteins SMC1, SMC3 and Scc1 (Figure R6). These observations further 

support the notion that RingoA interacts with the cohesin complex, and also show that 

RingoA interaction with this complex is not necessarily a direct interaction with WAPL, as 

RingoA might interact with one or several of the mentioned proteins. Our findings open the 

door to study a novel regulatory mechanism of the cohesin complex by RingoA. There are 

several examples of regulation of members of the cohesin complex by phosphorylation that 

lead to distinct cellular outcomes. CDK1 has been described to phosphorylate Sororin, and 

Sororin phosphorylation is known to mediate WAPL regulation and chromatin unloading 

(Ladurner et al. 2016; T. Nishiyama et al. 2013; T. Nishiyama et al. 2010). Moreover, the 

kinase Haspin, which is essential for mitosis, phosphorylates WAPL thereby preventing its 

binding to PDS5B and thus inhibiting the unloading of centromeric cohesin (Liang et al. 

2018). On the other hand, Polo phosphorylates Scc1, enhancing its cleavage in yeast 

(Alexandru et al. 2001).  SMC1 is phosphorylated by ATM in response to ionizing radiation 

(Kim et al. 2002; Yazdi et al. 2002) and SMC3 has also been proposed to be phosphorylated 

in irradiated cells (Luo et al. 2008). It will be interesting to analyze whether RingoA  regulates 

the function of the cohesin complexes and if CDK-RingoA complexes phosphorylate WAPL 

or the cohesin core proteins. Given that CDK-RINGO substrates might be partly redundant 

with CDK-cyclins, the information obtained in our screening may also be relevant for the 

identification of CDK-cyclin substrates.  

CDK-RINGO may interact with the cohesin complex through CDK. Alternatively, RingoA may 

bind to the substrates and localize CDK to their proximity, acting as a scaffold protein. For 

instance, RingoA has been shown to be essential for recruiting CDK2 to telomeres in meiotic 

cells (Mikolcevic et al. 2016; Tu et al. 2017). In this particular case, RingoA directly binds the 

telomere component TRF1, whereas CDK2 does not (Wang et al. 2018). Therefore, RingoA 

might be required for sequestering CDKs to particular cohesin complexes. To examine 

whether RingoA interaction with WAPL is mediated by CDK2, we compared myc-RingoA to 

myc-CDK2 and myc-Cyclin E2/A2 (Figure R7). Interestingly, RingoA had a higher capacity to 

interact with endogenous WAPL than CDK2 and cyclins, thereby suggesting that WAPL 

interaction is not through CDK2. It would be interesting to test whether a RingoA mutant 

deficient in CDK binding maintains its ability to interact with WAPL. Maintenance of such 
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interaction capacity would suggest that RingoA acts as a scaffold protein or that RingoA has 

CDK independent functions. 

Altogether, the BioID screening has allowed us to identify novel RingoA interactors that 

might help to elucidate the molecular mechanism underlying RingoA function. Cohesin 

regulation would be a potential explanation for at least some of the phenotypes observed 

in RingoA-deficient human cells in vitro. In addition to their crucial role in mitosis, cohesin 

complexes, together with CTCF, participate in chromatin organization in interphase through 

the formation of chromatin loops (Haarhuis et al. 2017). They are also involved in the 

maintenance of replication fork speed (Terret et al. 2009), in chromosome integrity by 

mediating the start of DNA replication of stalled forks (Tittel-Elmer et al. 2012), and in DNA 

repair (Ström et al. 2004). In addition, SMC1 phosphorylation is important for the DDR in the 

intra-S checkpoint (Kitagawa et al. 2004). The KO of the cohesin regulatory factor WAPL have 

increased p27Kip1 and decreased Cyclin A, indicating that this cohesin regulator is important 

for the G1/S transition (Tedeschi et al. 2013), which would be in line with our observed arrest 

in G1.  

Time-lapse videos of HeLa cells gathered in the Mitocheck mitotic cell atlas (Neumann et al. 

2010) show that downregulation of SCC1, SMC3 or WAPL leads to abnormal nuclear shape, 

nuclei staying close together, chromatin bridges, lagging chromosomes, and an increase in 

micronuclei. SMC3 and SCC1 KD cells additionally show metaphase alignment problems, 

including no metaphase and in some cases chromatin condensation followed by 

decondensation (Neumann et al. 2010). Interestingly, in similar time-lapse videos in U2OS 

cells, we have observed increased signs of chromosome segregation problems following 

mitosis, such as DNA bridges, micronuclei or unusual nuclear shapes (Figure R2.B). 

Moreover, U2OS cells overexpressing a stable and non-degradable form of RingoA show 

abnormal chromatin condensation which appears to be CDK dependent (Dinarina et al. 

2009). It would be interesting to address chromosome segregation and cohesion by 

analyzing mitotic metaphase spreads. Moreover, the cohesin levels loaded in mitosis and 

interphase should be examined in order to determine whether RingoA contributes to the 

regulation of cohesin dynamics. Of note, RingoA is not present on the whole chromosome 

arms or centromeres but is mainly located close to nuclear speckles (Figure R9). This 

distribution makes it unlikely that RingoA regulates cohesin complexes at the critical step of 
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unloading from the whole chromosome arms during mitosis. Instead, RingoA might regulate 

a particular subset of cohesin complexes, which is a more plausible possibility given the low 

expression of RingoA.  

In addition to cohesins, the list of potential interactors includes other proteins related to 

DNA replication and DDR that could account for some DNA damage issues, such as the DNA 

polymerase alpha 1 catalytic subunit (POLA1) (Taricani et al. 2009). Also, UIMC1/RAP80 is an 

essential protein for DNA repair as in mediates the ubiquitination of γH2AX sites prior to 

BRCA1 binding (Foulkes et al. 2007) for DSB repair. Furthermore, PPP4C and PP4R2 

participate in mediating the dephosphorylation of Ser-140 of H2AFX generated during DNA 

replication, and it is required for DSB repair (Chowdhury et al. 2008).  

Altogether, our screening has allowed the identification of novel proteins that can interact 

with overexpressed RingoA. It would be interesting to validate these interactions with the 

endogenous RingoA protein using techniques such as proximity ligation assay (PLA) 

(Söderberg et al. 2008). Moreover, our results point to various possibilities that could 

potentially explain the phenotypes observed upon RingoA overexpression or 

downregulation in mammalian cell lines.  

Molecular clues for the identification of RingoA sub-cellular location and 

dynamics 

We have used a monoclonal antibody to identify endogenous RingoA in human cells, which 

was validated by its downregulation upon RingoA siRNA treatment (Figure R8.C). 

Interestingly, RingoA is distributed in discrete nuclear sites during interphase and removed 

during mitosis (Figure R8.A). It has been previously shown that cells expressing a stable form 

of GFP-RingoA, which is not degraded in mitosis, have problems in completing mitosis exit 

that are comparable to those observed after overexpression of a stable form of Cyclin B, a 

mechanism defined as “reversal of mitosis exit” (Dinarina et al. 2009; Potapova et al. 2006). 

This finding suggests that the degradation of RingoA in mitosis is required for proper cell 

cycle progression. 

The eukaryotic nucleus has several compartments that are defined by the absence of 

surrounding membranes, which allows these compartments to rapidly form or dissolve in 
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response to signals. The nucleolus, nuclear speckles (NS), PML bodies, and Cajal bodies are 

among these membrane-less compartments, which frequently harbor proteins with 

intrinsically disordered domains. The disordered nature of these proteins may mediate the 

weak interaction with several target sites, facilitating the liquid phase separation 

(Boeynaems et al. 2018). Interestingly, RingoA contains several intrinsically disordered 

regions (Figure R9.C).  

The main function of the nucleolus is the synthesis and processing of rRNA, and ribosome 

assembly. However, it is also involved in the regulation of other processes. For example, this 

compartment sequesters enzymes involved in the DDR and cell cycle progression (Iarovaia 

et al. 2019). From the elevated number of rRNA processing proteins found in the list of BioID 

hits, we first speculated that RingoA could be located in the nucleolus. However, 

endogenous RingoA did not overlap with this organelle, as shown by IF (Figure R10.B). In 

contrast, the IF experiments in RingoA-BirA* transfected cells, showed elevated BirA activity 

in the nucleolus. However, the signal in this organelle was also slightly enriched in the BirA* 

empty-vector control cells (Figure R3.C). These results suggest that the enrichment of 

RingoA in the nucleolus and the elevated presence of rRNA proteins might be due to an 

artifactual activity of the BirA*-tag to this organelle.  

NS or SC35 domains are another example of membrane-less compartments. These 

compartments are enriched mostly in proteins involved in mRNA modification, such as 

splicing factors and 3’ processing factors. However, several proteins involved in 

chromosome localization and chromatin modification are also assembled there, thereby 

suggesting that NS may act as hubs to coordinate the regulatory steps of gene expression 

(Galganski et al. 2017; Lamond and Spector 2003; Shah et al. 2018). BioID analysis showed a 

cluster highly enriched in mRNA processing proteins and splicing factors, which is consistent 

with the finding that RingoA is partially located to NS (FigureR9.A). In addition, NS are known 

to grow in size upon transcription inhibition (Galganski et al. 2017) and we show that RingoA 

also accumulates in this condition (Figure9.B). Furthermore, NS are stable during interphase 

and disassembled during mitosis upon nuclear envelope disruption. Later in mitosis, they 

reassemble in small cytoplasmic granules, which become visible in telophase. During mid-

late telophase, after the deposition of the nuclear envelope, these proteins enter daughter 

nuclei and relocate to chromatin (Lamond and Spector 2003). In fact, RingoA has a similar 
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pattern of expression, as it disappears in prophase and is then re-expressed, forming dots at 

the end of mitosis (Figure R8.A). Thus, RingoA protein pattern during cell cycle and its 

accumulation upon transcription inhibition indicate that this protein has similar dynamics to 

NS. These observations raise the question as to whether RingoA somehow regulates NS 

functions. 

In addition to RNA processing proteins, NS have proteins of diverse nature, such as 

chromatin processing proteins and protein kinases. For instance, Cyclin T, which was 

detected at the BioID screening, and Cyclin L1, CDK11, CDK9 have been all located at NS 

(Dow, Liu, and Rice 2010; Herrmann et al. 2007; Loyer et al. 2008). Although NS appear to 

be clearly separated from the nucleoplasm, they are highly dynamic and many of their 

components are in constant flux with the nucleoplasm (Phair and Misteli 2000). Most of the 

proteins present in NS are also found in other locations. However, while many have well-

described roles out of the NS, it is unclear whether they also have functions in these 

membrane-less compartments. Therefore, the presence of RingoA in NS does not 

necessarily mean that this protein has a central function there, nor does it exclude functions 

in other nuclear sites. In addition, it has to be noted that the colocalization of RingoA with 

NS is partial (about 60%), meaning that RingoA also localizes in surrounding locations. This 

notion is supported by the observation that RingoA co-localizes with a portion of the 

cohesion component Smc1 in the regions close to NS, and Smc1 is expected to interact with 

DNA. As an example, FANCI, an ATM/ATR substrate required for DNA repair (Smogorzewska 

et al. 2007), localizes to chromatin in response to DNA damage and also associates with NS 

factors thereby promoting they release upon DNA damage (Moriel-Carretero et al. 2017). It 

would be interesting to study this distribution and co-localization within NS and surrounding 

chromatin domains in greater detail.  This analysis could be done by super-resolution 

techniques, such as STORM, which have been useful to study chromatin domains and the 

distribution of its regulators, such as cohesins (Nozaki et al. 2017). 
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Role of RingoA in vivo  

RingoA expression in mice 

RingoA is expressed mainly in testis, as confirmed by RT-qPCR and the luciferase reporter 

data (Figure R11 & R16). Despite being poorly expressed in somatic tissues, the use of a 

luciferase reporter identified lung and brain as the somatic tissues with most activity of the 

RingoA promoter (Figure R16.A). In the RT-qPCR data, the brain was consistently the tissue 

with the highest overall expression (Figure R11). Regarding other somatic tissues, there was 

an apparent discrepancy between promoter activity and mRNA expression levels in organs 

such as lung and intestine. This observation could be attributed to a decreased stability of 

the mRNA, to differences in the penetration of light in some tissues compared to others, or 

to a higher background.  

In contrast with the luciferase reporter and mRNA analysis, Katushka expression was only 

clearly detected in testis by FACS (Figure R15.B). Therefore, the Katushka reporter seems to 

be less sensitive than luciferase in our conditions, and we therefore preferentially used 

luciferase for in vivo experiments, such as those addressing mammary tumorigenesis (Figure 

R23). In embryos, the luciferase signal was located mainly in the upper part of the body, 

coincident with the brain (Figure R16.B).   

In the framework of a role of RingoA in cell cycle regulation, we hypothesize that RingoA is 

expressed in proliferating NSC and progenitors, a notion that is supported by publicly 

available data (Llorens-Bobadilla et al. 2015). In particular, within the niche of stem cells of 

the adult SVZ, RingoA is expressed in mitotically-active neural stem cells (aNSC1) and transit 

amplifying progenitors (TAPs) (Figure R17). These observations are consistent with our data, 

as RingoA mRNA was detected in cells growing as neurospheres but not in differentiated 

cells (Figure R18). Of note, RingoA mRNA expression in neurospheres was low, which 

suggests that RingoA is either lowly expressed or restricted to a small proportion of cells.  
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RingoA is essential for meiosis 

RingoA is essential for the progression of prophase of meiosis I in mice (Mikolcevic et al. 

2016). Intriguingly, although RingoB expression is very high in testis, we have found that this 

protein does not play a major role in meiosis, as gonads of both males and females are 

normal and the animals are fertile. These findings suggest that RingoA and RingoB do not 

have conserved functions or that the function of RingoB in meiosis can be complemented 

by RingoA. Furthermore, as expected, RingoA and RingoB double KO mice have a similar 

gonadal phenotype as that of RingoA KO mice (Figure R12).  

In males, the entire meiotic cycle occurs in adults. Conversely, in females this process begins 

in embryonic stages and is arrested in diplotene of prophase I until the moment of ovulation. 

Afterwards, the cycle is again arrested in metaphase of meiosis II until fertilization (Li and 

Albertini 2013; Phillips et al. 2010). We took advantage of this interruption in the meiotic 

process to study whether RingoA is relevant for stages following prophase I, during oocyte 

maturation. The inducible deletion of RingoA impaired meiosis in males but did not affect 

ovaries, which showed normal histology and follicle stages (Figure R13). In addition, adult 

females were fertile after RingoA depletion in adults, thereby further confirming ovary 

functionality. This finding is consistent with another study based on ovary-specific deletion 

of RingoA in postnatal mouse using Zp3-Cre, which confirmed normal oocyte maturation in 

vitro (Tu et al. 2017). Taken together, our data suggests that RingoA is not essential beyond 

diplotene of meiosis I or meiosis II in oogenesis.  

RingoA is not essential for the homeostasis of somatic tissues  

The classic regulators of the cell cycle, cyclins and CDKs, have undergone several functional 

specifications during evolution. Examples of molecular and functional complementation 

among cell cycle proteins in mammals can be found. The nature of the interactions between 

CDKs and cyclins has been, to a large extent, reported in vitro. However, the biochemical 

promiscuity of CDK-cyclin interactions, together with the frequent complementation among 

different members, makes it difficult to determine the physiological relevance of specific 

CDK-cyclin complexes in vivo. As an example, CDK1 was thought to be activated mainly by 

Cyclin A and Cyclin B; however, in the absence of CDK4/CDK6, it can also bind Cyclin D. 
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Moreover, when CDK2 is absent, CDK1 can bind to Cyclin E (Aleem et al. 2005; Malumbres 

et al. 2004; Santamaría et al. 2007). 

This might also be true for atypical CDK activators. RingoA can interact with and activate 

CDK1 and CDK2, and in testes, the RingoA KO mouse has a phenotype that resembles that 

observed in CDK2 KO animals. However, RingoA KO mice are born at the expected Mendelian 

ratio, thereby indicating that embryo viability is not affected (Mikolcevic et al. 2016). 

Moreover, in spite of dedicated efforts, we have not observed any phenotype in the somatic 

tissues in young or aged mice (Table R1). Does this mean that RingoA does not play any 

major role in these tissues? Or, conversely, does it imply that normal RingoA function is 

complemented by other proteins? The observation that RingoA expression is much lower in 

somatic tissues than in meiotic tissues may explain the lack of phenotypes in most organs. 

However, RingoA mRNA is detected in some tissues and, although not very abundant, it 

could be important in particular cells or situations. Therefore, in some RingoA-expressing 

cells, the lack of phenotypes could be caused by functional redundancy. In an attempt to 

reduce the probability of complementation, we generated RingoA and RingoB double KO 

mice. We did not detect any phenotype. However, there is another poorly studied RINGO 

family member in mice, RingoD, which might be functionally redundant. In addition, RingoA 

might be complemented by classical CDK activators, for instance, Cyclin A and Cyclin B in the 

case of CDK1 dependent functions or Cyclin E or Cyclin A in CDK2 dependent ones. Finally, it 

is also plausible that RINGO does not have essential functions in basal conditions but 

becomes relevant in specific situations, for example in response to stress. 

RingoA in the brain  

Despite not being essential for the proliferation of most somatic cells, CDK2 has been shown 

to be important for the proliferation of cells in the SVZ of the adult brain. Interestingly, in 

developing embryonic brains, the absence of CDK2 seems to be complemented by the 

function of CDK4 (Jablonska et al. 2007). Since RingoA might be relevant for CDK2 activation, 

we also studied the fitness of NSCs and progenitors in adult brains rather than during 

development, where redundancy would be more likely. We found that RingoA-deficient 

neural progenitors were impaired in neurosphere formation (Figure R19), similarly to what 

have been reported for CDK2 deficient neural progenitors, which show a reduced size and 
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number of neurospheres (Jablonska et al. 2007). However, cell proliferation was not reduced 

as reflected by BrdU incorporation analysis, and the cell cycle appeared normal (Figure R20). 

Thus, on the one hand, the reduced number of neurospheres could be explained by a 

decreased number of cells with the ability to form spheres. On the other hand, given that 

the experiments were done 7 days after neurosphere passage, the reduction in size might 

be explained by the progressive accumulation of small defects. For example, small changes 

in cell proliferation, cell death or cell cycle arrest might not be high enough to be detected 

by the techniques used at the “snapshot” of the time of harvesting. Alternatively, the smaller 

size might reflect a delay in the ability to start forming a new neurosphere, thereby resulting 

in retarded growth and a smaller size at the final timepoint. It would be interesting to analyze 

the initial cell divisions leading to neurosphere formation by live microscopy.    

The size and histological characteristics of RingoA/RingoB double KO brains were normal 

(Figure R22). Therefore, our analysis of adult brains in vivo indicates that RingoA is not 

essential for embryonic brain development. Given the defects observed in the formation of 

neurospheres derived from neural progenitors and stem cells, we analyzed cell proliferation 

in the SVZ in vivo. We did not find differences between WT and RingoA/RingoB double KO 

animals (Figure R22.D,E). This finding suggests that, in vivo, RingoA KO does not resemble 

the CDK2 KO phenotypes in the brain. However, although we found no differences in the 

overall levels of cell proliferation in the SVZ, with the data available so far, we cannot 

conclude that the SVZ cells are fully functional upon RingoA deletion. Analysis of particular 

sub-populations, cell migration and behavior experiments would be required to further 

investigate the functionality of neurogenesis in the SVZ of RingoA KO mice. 

The ventricles of the adult mammalian brain contain NSCs distributed along their walls. 

Progenitors from the SVZ undergo various steps of proliferation, differentiation and 

migration. Activated NSCs (aNSCs) can undergo asymmetric division for self-renewal and 

produce TAPs, which express markers of early neuronal differentiation. TAPs divide 

approximately three times and give rise to neuroblasts, which divide generally once and 

migrate to the olfactory bulb where they become primarily interneurons (Dulken et al. 2017; 

Ponti et al. 2013). Neuroblasts, which are at a more advanced stage of differentiation, start 

expressing Dcx, and only a low percentage of these Dcx+ cells express the Ki67 proliferation 
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marker. Later, NeuN is expressed during the final stages of neural differentiation, when cells 

exit the cell cycle (Figure I12) (Walker et al., 2007; Gusel’nikova & Korzhevskiy, 2015).  

Adult NSCs regulate their self-renewal potential by maintaining low proliferation rates, 

remaining at G0 for long periods (Götz and Huttner 2005). The cell cycle regulator p21Cip1 

has been reported to be important for NSC self-renewal, and p21Cip1 depletion increases 

neurosphere number and size at early passages but reduces BrdU incorporation in the 

following passages, thereby suggesting premature exhaustion. This also connects cell cycle 

control with NSC self-renewal. P21Cip1 has been shown to negatively regulate Sox2, which 

plays a crucial role in maintaining the stem cells in an undifferentiated state (Kippin et al. 

2005; Marqués-Torrejón et al. 2013; Porlan et al. 2013). We tested whether RingoA 

depletion could lead to changes in the expression of Sox2 and other markers of NSCs. In this 

regard, the levels of expression remained unaltered (FigureR21.A). Several studies correlate 

the interphasic CDK activity and increased length of G1 in brain stem cells with higher rates 

of differentiation. For instance, CDK6 KO leads to increased differentiation (Beukelaers et al. 

2011) and CDK4-CyclinD1 overexpression results in an expansion of progenitor cells (Lange 

et al. 2009). We did not detect changes in the G1 phase of RingoA depleted neurospheres 

(Figure R20.B). However, evaluation of the cell differentiation markers DCX and NeuN in 

vitro, showed that neurospheres had decreased DCX mRNA levels and differentiated cells 

showed a decrease in overall NeuN mRNA levels (Figure R21.B). The decreased DCX in 

neurospheres suggests a reduction in neuroblast-like cells in early stages, when cells are in 

“proliferation like” conditions, while the lack of changes in DCX once the cells reach 

differentiation indicates that differentiated RingoA depleted cells achieve full DCX 

expression. On the other hand, the decrease in NeuN in differentiated cells points to a 

potential impaired capacity to reach neuronal differentiation stages. It is important to 

emphasize that these experiments were done in primary cultures, which lack most of the 

signals present in the SVZ and rostral migratory stream of the brain. In the brain, blood 

vessels penetrate the SVZ and contain endothelial cells, pericytes and fibroblasts. Actively 

dividing cells are concentrated next to these vessels, since factors derived from this region 

are important for the SVZ niche, stimulating self-renewal and lineage progression of 

committed progenitors (Shen et al. 2004; Walton et al. 2006). It has also been shown that 

direct contact between NSCs and endothelial cells is important for their arrest in G0-G1 and 
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for the promotion of stem cell identity (Ottone et al. 2014).  Therefore, given the complexity 

described, our results suggest that it might be worth exploring the relative representation 

of neural lineages, as well as the migration and differentiation of these cells in vivo. This 

could be done by labeling proliferating cells with BrdU and then quantifying the migration 

and expression of specific markers.  

It might be also interesting to explore the potential implication in such phenotypes of some 

of the proteins identified in our BioID screening. For instance, ANKRD11, which we validated 

to be able to bind overexpressed RingoA, is a chromatin regulator that has been shown to 

be important for neural precursors of both developing and adult brains. It has a role in the 

regulation of neural precursors acetylation and gene expression. Mice with deficient 

ANKRD11 show behavior changes. Moreover, neural precursors in these animals show 

reduced proliferation and alterations such as reduction of adult-born NeuN positive 

olfactory bulb neurons. (Gallagher et al. 2015).  

In summary, we have shown a reduction of neurosphere growth in vitro without any effect 

on cell proliferation in vivo. This apparent discrepancy between in vitro and in vivo results 

could be due to a loss of “essentiality” of RingoA in vivo, perhaps due to functional 

redundancy with other CDK activators, or conversely, it could evidence the differences 

between the conditions of the progenitors in vitro and in vivo. NSCs in vitro are constantly 

exposed to the mitogens FGF and EGF and are maintained in elevated rates of proliferation. 

In contrast, in vivo, it is important to maintain stem cell capacity and therefore NSCs 

probably proliferate at lower rates (Pastrana et al. 2011; Urbán and Guillemot 2014). Thus, 

differences in vitro and in vivo might also be due to the different proliferation rates. It is 

known that in some situations, proliferation in the SVZ is boosted. For example, focal 

ischemia stimulates SVZ proliferation in rodents (Arvidsson et al. 2002; Jin et al. 2001; 

Thored et al. 2006), and is believed to enhance not only neurogenesis but also astrogenesis 

(Benner et al. 2013). We speculate that RingoA KO mice might show a phenotype in vivo in 

these conditions of higher proliferation requirements. For example, in basal conditions, the 

SVZ generates relatively low levels of oligodendrocytes compared to neurogenesis. After 

demyelinating injury, oligodendrocyte progenitor cells are recruited from surrounding intact 

tissue to the damaged areas, thereby contributing to remyelination; these remyelinating 

oligodendrocytes can come from the SVZ (Franklin and Ffrench-Constant 2008). 
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Interestingly, CDK2 has been proposed to participate in controlling self-renewal of 

oligodendrocyte progenitors, thus accelerating remyelination after damage (Caillava et al. 

2011). These observations raise the question as to whether RingoA might be required in 

these specific situations.  

RingoA in tumorigenesis 

The cell cycle requirements of cancer cells might differ from their cells of origin. RingoA is 

expressed in testis, and it is known that tumors express some testis antigens, which are 

encoded by genes usually expressed in the germline but that are overexpressed in cancer 

cells (Simpson et al. 2005). Although some studies have proposed a role for RingoA in cancer, 

none of them have used genetic loss of function mouse models (Ferraiuolo et al. 2017; 

Lubanska et al. 2014; Al Sorkhy et al. 2012). This led us to study the role of this protein in 

mammary tumors using the PyMT model. The RingoA protein has been proposed to be up-

regulated in human tumors such as glioma, ovarian cancer and colorectal cancer. However, 

the specificity of the antibodies used has not been demonstrated (Jin et al. 2018; Lu et al. 

2016; Zhang et al. 2012). In our experience, immunohistochemistry studies with RingoA 

antibodies in mouse tumors and in the SVZ show a positive signal in some cases but this 

signal is also present in RingoA KO animals, thereby suggesting that it is unspecific. Thus, it 

is essential to use controls for immunohistochemistry analysis in order to avoid 

misassumptions, particularly when the protein is expected to have very low abundance.  

To study RingoA promoter expression in tumors, we used a luciferase reporter. We found a 

continuous increase in luciferase activity concomitant with the growth of PyMT-induced 

tumors (Figure R23). This observation demonstrates that the RingoA promoter is active 

during mammary tumor development. However, this approach does not allow us to 

distinguish whether there is an increased expression of RingoA promoter per cell or whether 

it reflects an increased number of proliferating cells with active RingoA promoter.  

Our study is the first to evaluate the requirement of RINGO proteins for tumor development 

in vivo. After confirming the expression of the RingoA promoter in mammary tumors, RingoA 

and RingoB were deleted from the tumors. We observed that tumor growth was reduced 

(Figure R24), thereby suggesting that these proteins are required for mammary tumor 

growth. By immunohistochemistry analysis, we observed increased DNA damage and p27Kip1 
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expression, as well as CD3 and F4/80 immune cell infiltration (Figure R31). These 

observations could be inter-related in several aspects.   

In tumors, we observed increased p27Kip1 protein upon RingoA KO (Figure R31.B). This 

increase could be a result of its direct regulation by RingoA or may alternatively indicate an 

accumulation of cells arrested in G1/S phase (Aleem et al. 2005; Porter et al. 2003). We also 

observed γH2AX upregulation, which indicates DNA damage, and might support the notion 

that some of the cells were arrested due to this damage. Moreover, the DNA damage could 

potentially lead to the observed increase in apoptosis (Figure R31.A). 

In our BioID screening, we identified the Skp2 ubiquitin ligase among the putative 

interactors. Overexpressed RingoA had been shown to be able to interact with this ubiquitin 

ligase. We also validated this interaction (Supplementary Figure 3). Skp2 promotes the 

degradation of overexpressed RingoA and the inhibition of Skp2 leads to the accumulation 

of overexpressed RingoA in both interphase and mitosis (Dinarina et al. 2009). RingoA has 

been proposed to induce p27Kip1 degradation, and CDK-RINGO complexes have reduced 

susceptibility to p21Cip1 and p27Kip1 inhibition (Karaiskou et al. 2001; McGrath et al. 2017). At 

the same time, Skp2 is well known to trigger p27Kip1 and p21Cip1 degradation (Carrano et al. 

1999). These observations point to a situation in which p21Cip1, p27Kip1, and potentially 

RingoA can be induced to degrade by Skp2. The overexpression of Skp2 has been correlated 

with poor prognosis, by inducing the downregulation of the tumor suppressor p27Kip1 

(Gstaiger et al. 2001). In contrast, RingoA downregulation seems to reduce tumor 

progression and increase p27Kip1 expression. Therefore, the relationships between these 

proteins is intriguing. It would be interesting to study whether Skp2 regulates endogenous 

RingoA and, if so, how this relates to p27Kip1 stability. 

Given that these hypotheses are difficult to test in vivo, we generated immortalized cancer 

cell lines from PyMT tumors. This should provide a tool to study these possibilities and to 

analyze the proteins identified in our BioID screening, such as WAPL or RAP80. We found 

that Cre-induced downregulation of RingoA in the mammary cancer cell lines, decreased 

proliferation and increased G2 phase, γH2AX staining, DNA bridges and mitotic defects 

(Figure R27). These findings partially agreed with what we observed in the mouse tumors 

and the human cell lines. However, further experiments showed that Cre expression sufficed 

to induce cell cycle changes in the mouse immortalized cancer cell line (Figure R29). Cre is a 
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protein from P1 bacteriophages that catalyzes the recombination between two so-called 

loxP recognition sites (Nagy 2000), and it is a widely used tool to inactivate genes in 

mammalian systems in a time and tissue specific manner. However, Cre can have growth-

inhibitory genotoxic effects, and Cre induction in MEFs can result in reduced cell 

proliferation, increased DNA damage with the presence of micronuclei, and G2 arrest, in a 

dose dependent manner. In particular, doses equal to or below 100 nM of 4-OHT have been 

shown to not have a significant effect in the proliferation of MEFs (Loonstra et al. 2001). 

However, in our study, this concentration affected proliferation, thereby indicating that 

PyMT mammary cancer cells have more sensitivity to the effect of Cre recombinase 

expression. When the concentration of 4-OHT was decreased five times (20 nM), we still 

observed RingoA gene deletion of more than 90%. However, we did not detect any effect 

on cell cycle (Figure R30). These observations indicate that the effects observed were 

dependent on the levels of Cre activity rather than on the depletion of RingoA/RingoB. 

Experiments using a mammary cancer cell control line, in which 4-OHT treatment did not 

lead to RingoA/RingoB downregulation, further supported the Cre activity-induced effects 

and ruled out an effect of 4-OHT per se (Figure R28). Therefore, the mentioned studies and 

our findings highlight the importance of careful titration of Cre activity and use of Cre control 

lines of the same cell type in order to avoid undesired off-target effects. 

In summary, we observed a reduction in tumor growth when RingoA and RingoB were 

downregulated, which was specific for RingoA/RingoB deletion and not due to the off-target 

effect of Cre. However, we were not able to reproduce this effect using immortalized cancer 

cell lines derived from the same tumors. This could be due to the cancer cells having changed 

their molecular requirements for proliferation upon immortalization. Alternatively, the 

reduction of tumor growth might require some contribution from the tumor 

microenvironment, as might be suggested by the observed increase in immune cell 

infiltration (Figure R31.C).  

Our inability to reproduce the in vivo observations in vitro, and the difficulties encountered 

to detect endogenous RingoA expression, makes it challenging to address essential 

questions such as which cells express RingoA, and when is this protein expressed or 

stabilized. Therefore, future experiments should be done to test whether the observed 

reduction in mammary tumor growth upon RingoA depletion is due to a cancer cell 
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autonomous effect or whether it involves other compartments, such as the immune cells. 

To address this issue, experiments are underway in mice with mammary tumors that express 

Cre recombinase under control of the K14 promoter (K14-Cre), which is expressed in 

stratified epithelia including the mammary gland (Jonkers et al. 2001). Confirmation that 

RingoA depletion with K14-Cre reduces mammary tumor growth would indicate a 

requirement for RingoA in mammary cancer cells.  

Altogether, we have shown that RingoA depletion reduces mammary tumor growth. 

Although the underlying molecular mechanism still needs to be determined, our results 

provide further evidence of a differential requirement of a cell cycle regulatory protein in 

cancer cells and somatic tissues. This might open future opportunities for cancer treatment 

reducing side effects on healthy cells. Moreover, we have identified novel RingoA interactors 

that might help to understand the tumor promoting functions of the RINGO proteins. 
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- RingoA is required for cell cycle progression of human cancer cell lines and its 

downregulation increases cell death. 

 

- RingoA interacts with the cohesin complex. 

 

- RingoA is partially localized at nuclear speckles. 

 

- RingoB plays no major function in meiosis or in gonad development. 

 

- RingoA and RingoB are not essential for mouse somatic tissues under homeostatic 

conditions. 
 

- RingoA is expressed in actively dividing adult neural stem cells and is important for 

their fitness when grown as neurospheres. 
 

- RingoA and RingoB are required for mammary tumor growth in vivo.   
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Supplementary Figure 1 

Accession 
num. 

Name Counts CT.Counts Saint F.Change FDR CRAPOME  

E9PAV3 NACA 122|48 1|8|2|4 1 22,67 0   
O00541 PES1 8|7 2|3|1|0 0,99 5 0   
O15355 PPM1G  19|8 0|2|0|0 1 27 0   
O60563 CCNT1 8|2 0|0|0|0 0,99 50 0   
O95639 CPSF4  5|2 0|0|0|0 0,99 35 0   
P17275 JUNB 3|3 0|0|0|0 1 30 0   
P20290 BTF3  70|33 2|9|0|4 1 13,73 0   
P30419 NMT1  94|41 1|13|4|4 1 12,27 0   
Q01780 EXOSC10  4|2 0|0|0|0 0,99 30 0   
Q03188 CENPC  20|11 1|2|0|0 1 20,67 0   
Q03701 CEBPZ  36|17 0|2|0|0 1 53 0   
Q15154 PCM1 6|8 1|1|0|0 1 14 0   
Q16630 CPSF6  43|16 1|6|0|5 0,99 9,83 0   
Q5MJ70 SPDYA  80|67 0|1|0|0 1 294 0   
Q5RKV6 EXOSC6  13|5 0|1|0|0 1 36 0   
Q6PJT7 ZC3H14 13|10 0|2|0|1 1 15,33 0   
Q6W2J9 BCOR  3|3 0|0|0|0 1 30 0   
Q6ZRS2 SRCAP  15|7 0|0|0|0 1 110 0   
Q8IWI9 MGA  5|3 0|0|0|0 1 40 0   
Q8IWZ8 SUGP1  4|2 0|0|0|0 0,99 30 0   
Q96C00 ZBTB9 3|3 0|0|0|0 1 30 0   
Q96EV2 RBM33  6|3 0|0|0|0 1 45 0   
Q96KR1 ZFR 14|10 0|3|0|0 0,99 16 0   
Q96RL1 UIMC1  4|4 0|1|0|0 0,99 16 0   
Q99460 PSMD1 4|4 0|0|0|0 1 40 0   
Q99615 DNAJC7  3|3 0|0|0|0 1 30 0   
Q9BRX9 WDR83 6|4 0|1|0|0 1 20 0   
Q9BTT0 ANP32E 4|2 0|0|0|0 0,99 30 0   
Q9H501 ESF1  31|14 0|1|0|1 1 45 0   
Q9HCK8 CHD8  7|4 0|1|0|0 1 22 0   
Q9NPD3 EXOSC4 6|2 0|0|0|0 0,99 40 0   
Q9NXF1 TEX10 11|2 0|0|0|0 0,99 65 0   
Q9NY27 PPP4R2  5|3 0|0|0|0 1 40 0   
Q9UPN4 CEP131  8|7 0|0|0|0 1 75 0   
O60493 SNX3 2|2 0|0|0|0 0,97 20 0,01   
O75152 ZC3H11A  22|18 2|9|0|3 0,97 5,71 0,01   
O95400 CD2BP2 2|2 0|0|0|0 0,97 20 0,01   
P04792 HSPB1  13|5 0|2|0|1 0,98 12 0,01   
P06493 CDK1  16|6 1|3|0|0 0,96 11 0,01   
P09884 POLA1  13|7 0|3|0|2 0,97 8 0,01   
P13984 GTF2F2  6|3 0|1|0|0 0,98 18 0,01   
P35269 GTF2F1  2|2 0|0|0|0 0,97 20 0,01   
P46087 NOP2  51|32 14|12|10|10 0,98 3,61 0,01   
P55036 PSMD4  2|2 0|0|0|0 0,97 20 0,01   
P60510 PPP4C  3|2 0|0|0|0 0,98 25 0,01   
P98175 RBM10  15|6 0|3|0|0 0,97 14 0,01   
Q13309 SKP2  3|2 0|0|0|0 0,98 25 0,01   
Q13601 KRR1  6|3 1|0|0|0 0,98 18 0,01   
Q14320 FAM50A  5|3 0|1|0|0 0,98 16 0,01   
Q5H9R7 PPP6R3  3|2 0|0|0|0 0,98 25 0,01   
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Q5T8P6 RBM26  14|12 0|5|0|2 0,97 7,43 0,01   
Q6UB99 ANKRD11  13|5 0|2|0|1 0,98 12 0,01   
Q7Z5K2 WAPL  5|3 0|1|0|0 0,98 16 0,01   
Q8IVW6 ARID3B  19|8 0|4|0|2 0,96 9 0,01   
Q8IWA0 WDR75  15|9 1|2|3|5 0,97 4,36 0,01   
Q8N9T8 KRI1 9|5 2|1|1|0 0,96 7 0,01   
Q8TD26 CHD6  3|2 0|0|0|0 0,98 25 0,01   
Q8WY36 BBX  10|3 0|1|0|0 0,98 26 0,01   
Q92917 GPKOW  8|6 1|3|0|1 0,97 5,6 0,01   
Q92989 CLP1  2|2 0|0|0|0 0,97 20 0,01   
Q96DE5 ANAPC16  9|3 0|1|0|0 0,98 24 0,01   
Q96K17 BTF3L4 14|9 0|4|0|0 0,97 11,5 0,01   
Q9BSC4 NOL10 9|5 2|0|0|0 0,98 14 0,01   
Q9H2H8 PPIL3 8|5 2|1|0|0 0,98 8,67 0,01   
Q9H7E2 TDRD3 6|3 1|0|0|0 0,98 18 0,01   
Q9HB71 CACYBP  77|22 0|13|3|4 0,96 9,9 0,01   
Q9NQT4 EXOSC5  5|3 0|1|0|0 0,98 16 0,01   
Q9NQZ2 UTP3  13|6 2|3|0|1 0,96 6,33 0,01   
Q9NWS0 PIH1D1  7|5 0|2|0|1 0,98 8 0,01   
Q9P275 USP36  21|13 0|7|1|2 0,96 6,8 0,01   
Q9ULU4 ZMYND8  6|5 1|2|0|0 0,98 7,33 0,01   
O15014 ZNF609 8|3 0|1|0|1 0,93 11 0,02   
O43396 TXNL1  158|74 0|47|0|23 0,95 6,63 0,02   
O43809 NUDT21  29|16 0|10|1|5 0,93 5,62 0,02   
P49321 NASP 4|6 0|2|0|0 0,95 10 0,02   
Q10570 CPSF1  19|7 0|4|0|1 0,95 10,4 0,02   
Q12788 TBL3 16|10 3|4|4|2 0,92 4 0,02   
Q13823 NGP1 22|12 9|2|0|0 0,92 6,18 0,02   
Q13868 EXOSC2  17|5 1|3|0|0 0,92 11 0,02   
Q14241 ELOA   18|8 0|5|2|1 0,92 6,5 0,02   
Q2TBE0 CWF19L2 13|4 0|2|0|1 0,95 11,33 0,02   
Q86T24 ZBTB33  4|6 0|1|0|2 0,94 6,67 0,02   

Q8WUQ7 CACTIN  21|8 4|3|0|1 0,95 7,25 0,02   
Q8WVJ2 NUDCD2 7|4 0|2|0|0 0,95 11 0,02   
Q92620 DHX38  19|2 0|1|0|0 0,92 42 0,02   
Q92733 PRCC  8|4 0|2|0|1 0,95 8 0,02   
Q96L91 EP400  11|5 0|3|0|0 0,94 10,67 0,02   
Q9BTC0 DIDO1  22|10 0|6|0|3 0,94 7,11 0,02   
Q9GZR2 REXO4  25|10 2|6|0|0 0,95 8,75 0,02   
Q9P2N5 RBM27 5|4 0|2|0|0 0,94 9 0,02   
Q9Y6M1 IGF2BP2  10|5 1|3|0|0 0,92 7,5 0,02   

       
 

 

 

Supplementary figure 1. Proteins identified in BioID screening. Proteins considered as potential 

candidate interactors with SAINT>0,9 and FDR ≤0,02 are listed. Spectral counts of BirA*RingoA 

(third column) and BirA*ev controls (fourth column) are shown.  Fold change of BirA*RingoA 

condition compared to BirA*ev controls are indicated. CRAPOME contaminant repository help 

to identify proteins that have a greater propensity to be a contaminant by comparing with 

available experimental data obtained in similar conditions. In the last colum candidates are 

marked in blue when were detected in less than 10% of experiments in the database and 

therefore are less likely to be contaminants.  
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Supplementary Figure 2 

 

Supplementary figure 2. Results of Reactome analysis of the Bio-ID 

derived data. The ratio between the relative representation in the 

screening and the expected representation of the different categories is 

shown, (FDR: false discovery rate).  
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Supplementary Figure 3  

 

        

 

 

 

Supplementary figure 3. RingoA co-immunoprecipitates with CDK2 and Skp2. myc-RingoA 

and flag-Skp2 or flag-CDK2 were transfected in HEK293-T cells. Myc-RingoA was immune-

precipitated and total lysates were immunoblotted using myc antibody for RingoA detection 

and Flag antibody for Skp2 and Cdk2 detection.  
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