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The fate of optical excitations in small polyhedral ZnS clusters:
A theoretical study of the excitation and localization of electrons
in Zn4S4 and Zn6S6
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We explore the excited state energy landscape of small polyhedral zinc sulfide clusters (Zn4S4 and
Zn6S6) using time-dependent density functional theory and correlated wave function based meth-
ods. We predict the optical absorption and photoluminescence spectra of the polyhedral clusters and
demonstrate that, upon relaxation of the excited state, these nanostructures break symmetry and an
electron and a hole localize on a small number of Zn (electron) and S (hole) centers. We further
test several exchange-correlation potentials for their ability to recover the correlated wave function
description of the excited state. Finally, we discuss how the degeneracy of excited states in nanostruc-
tures, such as those considered here, results in a Jahn–Teller distortion of the excited state geometry,
and how numerical problems arising from this can be circumvented by starting the optimization of
excited states from structures distorted along the ground state vibrational normal modes. © 2011
American Institute of Physics. [doi:10.1063/1.3536501]

I. INTRODUCTION

Nanostructures of metal chalcogenides (e.g., ZnS, ZnSe,
and CdS) are experimentally known to interact strongly
with light. More specifically, they are known to absorb and
re-emit light in the ultraviolet or visible range of the elec-
tromagnetic spectrum. The latter process, referred to as pho-
toluminescence (PL), in which light of a lower wavelength
than the absorbed light is re-emitted, underlies the applica-
tion of metal chalcogenide nanostructures in (bio)medical
imaging.1–3 Other light related uses of metal chalcogenide
nanostructures include photovoltaics,4–7 nanolasers,8, 9 and
photocatalysts.10–14 Despite the clear importance of these ap-
plications, theoretical knowledge of the photochemical and
photophysical processes that underlie them is still rather lim-
ited. Some previous computational studies have focused on
the optical absorption spectra of nanostructures (see below),
but to our knowledge, no detailed theoretical understanding
of what happens upon relaxation of the excited state (e.g.,
localization of the excited state, PL) exists. This lack of
theoretical work is not surprising as efficient computational
methods to probe the relaxation of excited states in nano-
sized materials, such as time-dependent density functional
theory (TD-DFT) with analytical forces,15–17 have been only
available for less than a decade. Furthermore, most applica-
tions have focused on organic molecules,17 although there
has been some work18–22 on inorganic nanostructures. Herein
we start addressing this knowledge gap and study the excited
state behavior of ZnS clusters that are small enough so that
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they can not only be studied by TD-DFT but also by correlated
wave function based methods such as the accurate complete
active space second-order perturbation theory (CASPT2).23, 24

This approach allows for a proof of principal study whereby
correlated wave function methods and TD-DFT can be com-
pared, allowing us to benchmark the latter, more com-
putationally efficient approach, for future work on larger
nanostructures.

ZnS nanostructures of different shapes and aspect ratios
have been prepared experimentally using a variety of meth-
ods, ranging from laser ablation under high vacuum to wet
emulsion chemistry. Optical absorption spectra of ZnS nanos-
tructures have been reported by several authors25–31 who all
report absorption features in the 250–350 nm (5.0–3.5 eV)
range, i.e., in the ultraviolet and at shorter wavelengths. Chen
and co-workers also report an additional absorption feature
at longer wavelengths in the visible range, with a maximum
depending on the particle size between 450 and 550 nm (2.8–
2.3 eV), that they identify with surface states.32 Dhas et al. re-
port an even longer wavelength broad absorption feature with
a maximum around 600 nm (2.1 eV).33 It is unclear if the lat-
ter absorption features are absent for the samples prepared by
the other authors as a result of different preparation and/or
measurement conditions, or simply lay outside of the spectral
range studied. The PL spectrum of ZnS nanostructures has
also been measured by several groups and generally consists
of a broad peak that, depending on the preparation and mea-
surement conditions, lies typically between 420 and 520 nm
(3.0–2.4 eV).27,30–35 Theoretically, the geometries of the most
stable (ZnS)n nanostructures have been predicted by several
authors36–42 and for 6 ≤ n ≤ 50 are reported to be polyhe-
dral and cagelike, with rare exceptions (e.g., n = 13). For n
< 6 the predicted geometries of the lowest energy structures
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FIG. 1. Views of the B3LYP/def2-TZVP optimized Zn4S4 [side (a) and top
(b)] and Zn6S6 [side (c) and top (d)] polyhedral nanoclusters studied here,
including characteristic distances and Mulliken charges (in bold).

are rings but for n = 4 a polyhedral cluster (a cube) lies
low in energy above the flat ring minimum energy geometry.
Matxain and co-workers used TD-DFT and the multireference
configuration interaction (MRCI) method43 to calculate the
optical absorption spectra of both small (n = 1–3, TD-DFT
and MRCI) (Refs. 44 and 45) and larger clusters (n = 4–47,
TD-DFT),45, 46 with large-core pseudopotentials on Zn and S
centers, and minimal basis-set for the larger structures (lack-
ing p and d functions).

In the following study we present the results of our
explorations of the excited state energy landscape of the
Zn4S4 cube and Zn6S6 hexagonal prism polyhedral clusters
(see Fig. 1). More specifically, we demonstrate that upon
relaxation of the excited state these nanostructures break
symmetry and an excited electron and hole localize on a
small number of Zn (electron) and S (hole) centers. We
further show that TD-DFT with the widely used B3LYP
exchange-correlation (XC) potential gives results that are
comparable to those obtained with correlated wave func-
tion based methods and that the contributions to the Stokes
shift of both the energetic stabilization of the excited state
and the energetic destabilization of the ground state are
large and significant. Finally, we discuss the problem of de-
generacy in excited states and our method of dealing with
this.

II. COMPUTATIONAL DETAILS

The excited state properties of the ZnS clusters were
calculated using a five-step approach. First, the ground
state geometries of the clusters were optimized using
ground state density functional theory (DFT), typically
using the B3LYP XC potential47 (see below). Second,
the harmonic frequencies at the optimized ground state
geometries were calculated using the same DFT method to
verify that the optimized structures correspond to proper min-
ima on the ground state energy surface. Third, the excitations

at the optimized ground state geometry were calculated using
TD-DFT. Fourth, the lowest singlet excited state of each
cluster was relaxed using TD-DFT to obtain its minimum
energy geometry. Finally, frequency calculations on the
excited state minima were performed to verify that they
correspond to proper minima on the excited state energy
surface.

All DFT and TD-DFT calculations were performed us-
ing the TURBOMOLE 5.10 code, which includes analyti-
cal forces for both ground and excited state calculations,
and, unless otherwise specified, employed the hybrid
B3LYP XC potential. For some specific cases and where
explicitly stated in the text, further calculations were also
performed using the PBE,48 generalized gradient approxi-
mation (GGA), and the BHLYP (Ref. 49), hybrid, XC po-
tentials to probe the effect of the amount of Fock exchange
on the results obtained. In all DFT/TD-DFT calculations
the electron density was expanded in one of three different
all-electron triple-zeta quality or higher basis-sets: aug-cc-
pVTZ (Refs. 50 and 51), def2-TZVP (Ref. 52), and def2-
QZVP (Ref. 52). Finally, all geometries, both those of the
ground and excited states, were relaxed until the maximum
norm of the Cartesian gradients was smaller than 1 × 10−6

Hartree/Bohr.
Further calculations on the excited states were performed

using two wave function based methods; the approxi-
mate coupled-cluster singles-and-doubles method (CC2)
(Ref. 53) and CASPT2.23, 24 The CC2 method is based
on a coupled cluster expansion of a single-determinant
Hartree-Fock (HF) reference wave function and generally
performs best for systems that are well described by this
single-configurational reference. The CASPT2 method, in
contrast, performs a configuration interaction calculation
on a complete active space of selected orbitals and elec-
trons relevant to the problem at hand and is inherently
multiconfigurational.

The CC2 calculations were performed using the RICC2
(Ref. 54) module of TURBOMOLE 5.10 and employed
the resolution-of-the-identity approximation to compute
the electron repulsion integrals. Both def2-TZVP and
def2-TZVPP (Ref. 52) basis-sets were used to expand
the reference HF wave function, while the suitability of
the single-configuration approximation inherent to CC2
was tested by the D1 measure of Janssen et al.55 For the
CASPT2 calculations the MOLCAS-7 package in combination
with a def2-TZVPP basis-set was employed. Here, first an
N-electron complete active space SCF wave function is
computed, which includes an important part of the electron
correlation in a variational way, and, in a second step,
the remainder, mainly dynamical electron correlation, is
obtained by a second order perturbational treatment with
the complete active space self-consistent field (CASSCF)
wave function as zeroth-order wave function. To define the ac-
tive space, restricted active space SCF calculations have been
performed and the orbitals with the largest deviation from two
or zero in the natural orbital occupation numbers have been
included in the active space. For the Zn4S4 cluster an active
space containing 10 orbitals and 12 electrons has been consid-
ered, corresponding to the highest occupied T1 and T2 orbitals
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and the lowest virtual orbitals of A1 and T1 symmetry. The
active space for the Zn6S6 cluster included six orbitals, the
five highest occupied orbitals and the lowest unoccupied
orbital, and ten electrons. In the subsequent second order
perturbational CASPT2 calculations all valence electrons of
both the clusters (Zn-3s, 3p, 3d, and 4s and S-3s, 3p) have
been correlated.

III. RESULTS AND DISCUSSION

A. Vertical excitation

Optical absorption spectra for small polyhedral ZnS
clusters have been previously studied by Matxain and co-
workers,44–46 however, they report only very limited detail on
these spectra. As a good knowledge of the vertical excitation
spectra is critical when exploring the subsequent localization
of the electron density in the excited state, we decided to rein-
vestigate the vertical excitation spectra of Zn4S4 and Zn6S6

with a combination of TD-B3LYP, CC2, and CASPT2. This
further gives us the opportunity to validate the suitability of
TD-B3LYP for predicting the excited state properties of poly-
hedral ZnS clusters by comparing TD-B3LYP and wave func-
tion based results.

Table I gives the lowest excitations for Zn4S4 obtained
from TD-B3LYP, TD-PBE, TD-BHLYP, CC2, and CASPT2
calculations and allows for two clear observations. First, the
CASPT2 and CC2 calculated excitation energies lie slightly
higher than those obtained by TD-B3LYP, (difference less
than 0.25 eV for the first two excitations and less than 0.3
eV for the higher excitations in CASPT2), and follow the
same energetic ordering. It should be noted that the basis-
set used for CASPT2 and most CC2 calculations is slightly
larger, def2-TZVPP instead of the def2-TZVP used in the TD-
DFT calculations (i.e., one d-polarization function extra for S
and an extra f- and one g-polarization function for Zn), as
correlated wave function methods are more sensitive to the
addition of further polarization functions. This small differ-
ence in basis-sets does not lead to any extra ambiguity when
comparing TD-DFT and wave function based results as the
TD-B3LYP results do not significantly change when increas-
ing the basis-set from def2-TZVP to def2-TZVPP (differ-

TABLE I. The lowest excitations for the Zn4S4 polyhedral cluster calcu-
lated using TD-B3LYP (values in parentheses calculated with the larger
def2-QZVP basis-set), TD-PBE, TD-BHLYP, CASPT2, and CC2 (values
in parentheses calculated with the smaller def2-TZVP basis-set), and the
def2-TZVP basis-set for TD-DFT, and the def2-TZVPP basis-set for CC2
and CASPT2. Excitations highlighted in bold are dipole allowed and carry
finite intensity. Oscillator strengths of allowed transitions is given in italics.

TD-B3LYP TD-PBE TD-BHLYP CASPT2 CC2

T1 2.88 (2.88) 2.62 3.60 3.01 3.13 (3.18)
T2 2.98 (2.98) 2.70 3.72 3.22 3.21 (3.24)

2.42 × 10 –2 5.13 × 10 –2 1.08 × 10 –2 4.41 × 10 –2

A2 3.97 (3.97) 3.76 4.68 4.26
T1 4.02 (4.02) 3.79 4.68 4.31
E 4.06 (4.05) 4.32
T1 4.14 (4.13)

TABLE II. The six lowest excitations for the Zn6S6 polyhedral cluster
calculated using TD-B3LYP (values in parentheses are calculated with the
larger def2-QZVP basis-set), CASPT2, and CC2 (values in parentheses are
calculated with the smaller def2-TZVP basis-set), and a def2-TZVP basis-
set for TD-DFT, and a def2-TZVPP basis-set for CC2 and CASPT2. The
TD-MPW1PW91/SKBJ(D) results of Matxain and co-workers (Ref. 45)
added for comparison. Excitations highlighted in bold are dipole allowed
and carry finite intensity. Oscillator strengths of allowed transitions is given
in italics.

TD-B3LYP TD-MPW91 CASPT2 CC2

Eg 3.08 (3.07) 3.37 3.29 3.40 (3.43)
A2u 3.34 (3.33) 3.60 3.44 3.67 (3.70)

2.92 × 10 –2 2.9 × 10 –2 4.44 × 10 –2

Eg 3.81 (3.80) 4.06
Eu 3.85 (3.85)

9.92 × 10 –3

A2g 3.95 (3.95)
Eu 4.04 (4.02)

6.62 × 10 –6

Eu 4.14 (4.13)
1.26 × 10 –1

ences smaller than 0.01 eV, see also below). Second, the GGA
(TD-PBE) results lie ∼0.25 eV below the TD-B3LYP results,
while the excitation calculated with the BHLYP XC-potential
(50% Fock exchange), with twice the percentage of Fock ex-
change in B3LYP (20%), lie consistently ∼0.7 eV higher in
energy. In the case of Zn6S6 (see Table II) we observe a sim-
ilar match between TD-B3LYP, CASPT2, and CC2 as found
for Zn4S4, but also find that our calculated values for the two
lowest excitations compare reasonably well with the previ-
ously published results by Matxain and co-workers45 (whose
values lie consistently ∼0.3 eV higher than ours). Matxain
and co-workers employed the MPW1PW91 (or MPW91) XC
potential, with 25% Fock exchange comparable to B3LYP,
and the SKBJ(D) (Ref. 56) basis-set/effective core-potential.
The latter basis is double-zeta and only has d polarization
functions and is thus small compared with the triple-zeta all-
electron def2-TZVP basis-set we use, which has multiple d
and one f polarization function. Finally, Tables I and II show
that the absorption onset (i.e., the lowest excitation that car-
ries intensity) of both clusters lies on the border between
visible (violet) and ultraviolet light. The obtained absorp-
tion onset values are low compared with the majority of
those measured experimentally for much larger nanostruc-
tures, which lie properly in the ultraviolet (see Sec. I), but are
roughly comparable to that of the large wavelength absorption
feature observed by Chen et al.32

The relative weights of the different configurations used
in the CASSCF reference for the CASPT2 calculations
strongly suggest that in both clusters the excited states can
be described as essentially single electron excitations from
the dominant ground state wave function configuration. In
other words both systems can be accurately described with
a single HF reference wave function, which explains the ob-
served close match between single-configurational CC2 and
multiconfigurational CASPT2 results, and is probably also
instrumental to the observed success of TD-DFT in describ-
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ing the excited states. We would also like to stress that for all
methods, both TD-DFT and wave function based methods,
the same excitations (when labeled with their irreducible rep-
resentation) are found to lie lowest in energy and their ener-
getic ordering to be also the same. We thus find no spurious
excited states in the TD-DFT calculations that are erroneously
stabilized when compared to correlated wave function results.

In both clusters the found excitations correspond to exci-
tations from 3p-orbitals on the S atoms to 4s-orbitals on the
Zn atoms. This corresponds with the fact that the highest oc-
cupied molecular orbital (HOMO) in both clusters is located
principally on the S atoms and the lowest unoccupied molec-
ular orbital lies mainly on the Zn atoms. The latter is perhaps
not surprising as in the bulk zinc-blende structure the top of
the valence band is also predominantly located on S atoms and
the bottom of the conduction band on primarily Zn atoms.57, 58

On a more technical note, Tables I and II show that in-
creasing the quality of the basis-set used in the TD-B3LYP
calculations beyond the already large def2-TZVP basis-set
has only a very minor effect as the differences between the
results obtained by the def2-TZVP basis-set and def2-QZVP
basis-set are consistently smaller than 0.02 eV. This observa-
tion is further supported by the fact that if one instead uses a
Dunning aug-cc-pVTZ basis-set, which has more diffuse ex-
ponents for the outer orbitals, again excitation energies that
only differ by up to 0.02 eV with respect to the def2-TZVP
result.

Figure 2 shows the TD-B3LYP/def2-TZVP calculated
optical excitation spectra up to 7 eV for Zn4S4 and of Zn6S6,
represented as Gaussians broadened by 0.05 eV to mirror vi-
brational broadening and a height proportional to the com-
puted oscillator strength. Figure 2 shows that the low energy
part of the spectra (up to ∼5 eV) of both clusters is made
of well-resolved peaks. The higher energy peaks for Zn6S6

start to overlap but for Zn4S4 stay well defined. The latter is
most likely a direct result of the higher symmetry of the Zn4S4

cluster. The low energy part of the spectra and the majority of
the higher energy peaks in Fig. 2 lie below –εHOMO (the neg-
ative of the highest occupied molecular orbital Kohn–Sham
energy: −7 eV for Zn4S4 and −6.8 eV for Zn6S6 in B3LYP)

FIG. 2. The optical absorption spectra of Zn4S4 and Zn6S6 up to 7 eV cal-
culated with TD-B3LYP and a def2-TZVP basis-set.

suggesting that errors due to the incorrect long-range behavior
of the XC potential59 are unlikely to seriously complicate this
simple picture. The only possible complication arises from
finite temperature effects that, through structural distortions,
give dipole forbidden transitions intensities, and lead to extra
peaks beyond those in Fig. 2.

B. Localization in the excited state

To study the localization of the electron density in the
excited state, corresponding to an excited electron and the
formation of a localized hole, the geometry of the excited
state (e.g., the lowest excited singlet S1) has to be energy
minimized using TD-DFT. This yields the geometry of the
excited state minimum, the total energy of the relaxed ex-
cited state [energy of the nth singlet excited state—Sn—at
the minimum energy geometry for Sn: E(Sn/Snmin), where
n > 0] and the energy of the ground state (S0) at the re-
laxed excited state geometry [Energy of S0 at the minimum
energy geometry of Sn: E(S0/Snmin)]. Where the latter two
energies and their counterparts for the ground state geome-
try [i.e., E(S0/S0min) and E(Sn/S0min)] can be subsequently
used to calculate the vertical emission energy at the excited
state minimum [E(Sn/Snmin) – E(S0/Snmin)], the stabilization
of the excited state [E(Sn/S0min) –E(Sn/Snmin)], and the desta-
bilization of the ground state [E(S0/S0min) − E(S0/Snmin)].

Both Zn4S4 and Zn6S6 clusters have degenerate low-
lying excited states in their ground state geometry (e.g., the
triply degenerate T1 state for Zn4S4) and are hence likely to
suffer from an excited state version of the Jahn–Teller ef-
fect. This excited state version of the well-known ground state
Jahn–Teller effect has previously been shown to exist, for ex-
ample, in the similarly cagelike fullerene C60 (using model
Hamiltonian approaches60, 61). Because of this excited state
Jahn–Teller effect, starting the optimization from this high
symmetry geometry would lead to methodological and con-
ceptual problems related to symmetry breaking. Therefore to
circumvent such problems we decided to start our excited
state geometry optimizations from different starting geome-
tries obtained by distorting the clusters slightly along individ-
ual normal modes of vibrations of the ground state geometry
(obtained by a frequency calculation on the ground state ge-
ometry). These distorted starting geometries generally have
lower symmetries and lift the degeneracy between the excited
states, even if the resulting splitting between states that other-
wise would be degenerate at the ground state geometry is typ-
ically still smaller than 0.01 eV. Here we exploit the fact that,
even if the clusters are highly symmetrical in their athermal
ground state, at finite temperatures they distort due to vibra-
tions and lose a large part of their symmetry.

Following the above approach, we optimized the low-
est excited singlet state (S1) of Zn4S4 and found that, inde-
pendently of the original applied distortion (i.e., along which
normal mode of the ground state), the optimized lowest ex-
cited state always lies 0.65 eV lower in energy than at the
ground state geometry. Also, the localization, as probed by
the difference in Mulliken charges of the ground and excited
state, is always the same. In the S1 excited state, one electron
localizes on two of the four Zn atoms, while a hole
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gets trapped on two of the four S atoms. The only real
difference between the results found with the different start-
ing geometries is on exactly which pairs of atoms the trap-
ping occurs. Following each of the normal modes of the
twelve lowest ground state frequencies, we observe localiza-
tion on each of the combinatorially possible pairs of atoms.
Increasing the basis-set to def2-QZVP gives a very simi-
lar stabilization of the excited state (by 0.64 eV) and ge-
ometries. The same holds for calculations with the PBE
and BHLYP XC potential which while giving substantially
different vertical excitation energies (see above) yield very
similar stabilizations of the excited state (by 0.65 and 0.66 eV,
respectively) and localizations. CASPT2 and CC2 single
point calculations on the TD-B3LYP/def2-TZVP optimized
geometry finally give slightly smaller stabilization energies
(0.30 and 0.53 eV, respectively) but reiterate the picture that
there is a significant energetic driving force for electron den-
sity localization.

The biggest changes in the geometry of the Zn4S4 cluster
upon relaxation of the excited state are, unsurprisingly, around
the two Zn and two S atoms upon which the electron and
hole localize, with the Zn–Zn distance increasing by 28% and
the S–S distances decreasing by 16% (using TD-B3LYP, see,
Fig. 3). While the environment of the two S atoms is sym-
metrical, the environment of the two Zn atoms is not. One
Zn atom has two Zn–S bonds that are 5% elongated and one
that is longer by 1%, while the other Zn atom has two Zn–
S bonds that are marginally longer than in the ground state
and one that is 2% shortened. This difference in environment
is also mirrored in the Mulliken charges, which suggest that
the excited electron is more localized on the former Zn atom
than on the latter. Overall, most of the symmetry of the cluster
is lost, with only a mirror plane remaining that goes through
the two S atoms on which the excited state localizes and two
Zn atoms. A symmetric transition state connecting this low

FIG. 3. View of the Zn4S4 polyhedral cluster optimized in its lowest sin-
glet excited state by TD-B3LYP/def2-TZVP. Selected distances and Mulliken
charges (in bold) displayed, as are the percentage changes in bond length
when compared with those in the ground state structure.

symmetry structure and a more symmetric one, and in which
the two S atoms are equivalent, lies less than 1 meV above
the asymmetric geometry, strongly suggesting that the distor-
tional mode associated with this final symmetry breaking is
extremely soft.

TD-PBE and TD-BHLYP minimizations and the
CASPT2 single point calculation on the minimum obtained
with TD-B3LYP paint essentially the same picture as found
with TD-B3LYP. The main difference is the degree of
asymmetry in the localization of the electron over the two Zn
atoms. More specifically, this asymmetry expressed as the
ratio between their Mulliken excited state charges, increases
with the amount of Fock-exchange in the XC-potential from
essentially 1 for TD-PBE to 1.17 for TD-B3LYP and 1.29 for
TD-BHLYP. We believe the combination of this spread in the
Mulliken charge ratio for the different X–C potentials with
the extremely similar stabilization energies discussed above
(0.65, 0.65, and 0.66 eV) reflect again that the distortional
mode associated with the symmetry breaking between the
two zinc atoms on which the electron localizes is extremely
soft.

The case of Zn6S6 is more complicated. Using the same
procedure as set out for Zn4S4 we find three different min-
ima for the lowest excited state singlet [see Figs. 4(a)–4(c)],
for which the optimized lowest excited singlet state lies be-
tween 0.78 and 1.08 eV lower in energy than at the ground
state geometry. The localization, as probed by the difference
in Mulliken charges of the ground and excited state, is for all
three different minima essentially the same; one electron lo-
calizes on a Zn atom and one hole on a S atom. The main
difference between the three minima is the distance between
the Zn atom on which the hole localizes and on which S
atom the electron. In the case of the most stable minimum
(1.08 eV stabilization), one electron and one hole localize on
an adjacent pair of Zn and S atoms, located along one of the
Zn–S distances that separates the two Zn3S3 rings in the clus-
ter. The latter distance elongates dramatically upon localiza-
tion [by more than 70%, see Fig. 4(a)], resulting effectively
in a cluster with two two-coordinated atoms. Exploratory cal-
culations using TD-PBE and TD-BHLYP for this minimum
yield exactly the same picture, including localization, strongly
suggesting that this picture is again independent of the amount
of Fock-exchange in the XC-potential used. In the case of
the second most stable minimum [0.84 eV stabilization, see
Fig. 4(b)], one electron and one hole localize on a pair of
Zn and S atoms, located along the diagonal between the two
Zn3S3 rings in the cluster. In this case the distance between the
atoms on which the hole and electron localize is larger (5.24 Å
instead of 4.24 Å) and we observe that for both these atoms at
least bond elongates dramatically (more than 15%), with the
biggest change around the S atom (where one bond distance
elongates by 62%). Finally, for the third most stable minimum
shown in Fig. 4(c) (0.78 eV stabilization), one electron and
one hole localize on a pair of Zn and S atoms, located along
the diagonal of one Zn3S3 ring. Here the distance between the
atoms on which the hole and electron localize is 4.72 Å and
we observe again that around both the atoms on which the
excited states localizes at least of the bonds elongates dramat-
ically (more than 15%), with the biggest change around the S
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FIG. 4. View of the three minima found for the Zn6S6 polyhedral cluster optimized in its lowest singlet excited state by TD-B3LYP/def2-TZVP. Selected
distances and Mulliken charges (in bold) displayed, as are the percentage changes in bond length when compared with those in the ground state structure.

atom (where one bond distance elongates by 55%). A fourth
possible minimum, where the electron and hole would local-
ize on a pair of Zn and S atoms located along one of the Zn–S
distances in one of the Zn3S3 rings, was not found by us (af-
ter more than 12 energy minimizations started from uniquely
distorted ground state structures) but might exist.

Figure 4(a) shows that when the hole and electron local-
ize on adjacent atoms all further structural distortions larger
than 2% in the excited state minimum are concentrated within
two Zn–S distances from this pair of atoms and that thus even
in this rather small cluster the induced distortions dampen
out quickly. Figures 4(b) and 4(c), however, demonstrate that
when the hole and electron localize on atoms that are further
apart, a large number of the bonds in the cluster are consider-
ably distorted (distortion compared to the ground state geom-
etry of 2%–15%).

C. Photoluminescence

Table III gives the spectroscopic signature of the relaxed
excited state for Zn4S4. The vertical emission energy of the
lowest excited state lies in between 0.79 eV (TD-PBE) and
1.53 eV (TD-BHLYP). Just as for the vertical excitation spec-
tra, the vertical emission results of TD-B3LYP and the wave
function based methods (CASPT2, CC2) are very similar,
although the differences are now slightly larger (the wave
function based results lie ∼0.2–0.3 eV higher than those ob-

tained with TD-B3LYP instead of ∼0.1 eV). Also just as is
the case for the ground state geometry, the TD-PBE values
lie lower, and the TD-BHLYP values higher in energy than
those obtained by TD-B3LYP. The Stokes shift (the difference
between the vertical absorption energy at the ground state
geometry and the vertical emission at the relaxed excited
state geometry) is found to range between 1.71–2.07 eV. This
value is much larger than the stabilization of the excited state,
because of the sizable destabilization of the ground state in
the relaxed excited state geometry (between –1.26 eV, TD-
B3LYP and –1.43 eV, CASPT2). The latter is rather sensitive
to the geometry. For example, the ground state energy at the

TABLE III. The three lowest excitations for the Zn4S4 polyhedral clus-
ter optimized in its lowest singlet excited state using TD-B3LYP (values in
parentheses are calculated with the larger def2-QZVP basis-set), TD-PBE,
TD-BHLYP, CASPT2, and CC2 (values in parentheses are calculated with
the smaller def2-TZVP basis-set), and a def2-TZVP basis-set for TD-DFT,
and a def2-TZVPP basis-set for CC2 and CASPT2. The bold entries give
the excitation energy to the lowest singlet excited state and correspond to
the predicted PL energy (oscillator strength of lowest singlet excited state
given in italics).

TD-B3LYP TD-PBE TD-BHLYP CASPT2 CC2

A1 0.97 (1.03) 0.79 1.53 1.29 1.19 (1.23)
2.91 × 10 –3 1.97 × 10 –3 5.29 × 10 –3 1.02 × 10 –2

A1 2.06 (2.10) 1.92 2.69 2.58 2.36 (2.40)
A1 2.16 (2.17) 1.99 2.74 2.59 2.27 (2.42)
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TABLE IV. The three lowest excitations for the Zn6S6 polyhedral cluster
for the three minima found for its lowest singlet excited state using TD-
B3LYP/def2-TZVP. The bold entries give the excitation energy to the lowest
singlet excited state and correspond to the predicted PL energy (oscillator
strength of lowest singlet excited state given in italics).

TD-B3LYP

4a 4b 4c

A1 0.86 0.75 0.87
5.57 × 10 –2 2.08 × 10 –4 2.05 × 10 –3

A1 1.87 1.82 1.86

geometry of the symmetric transition state discussed above is
0.082 eV lower than that at the corresponding fully relaxed
excited state geometry (even while, as noted above, the ex-
cited state energy changes by less than 0.001 eV between both
structures). Table IV gives the spectroscopic signature of the
three minima found for the relaxed excited state of Zn6S6.
The vertical emission energy lies at 0.86 eV (4a), 0.75 eV
(4b), and 0.87 eV (4c), giving Stokes shift ranging between
2.21 and 2.34 eV. Just as for Zn4S4, this Stokes shift is much
larger than the stabilization of the excited state alone, because
again the destabilization of the ground state upon relaxation
is significant. It is interesting to compare the size of the latter
(1.14 eV for 4a, 1.50 eV for 4b, and 1.43 eV for 4c) with that
for Zn4S4 and note that even though at first sight the structural
distortion is more pronounced in all the Zn6S6 cluster geome-
tries, the destabilization of the ground state when the excited
state localizes on adjacent atoms (minimum 4a) is actually
smaller than that found for Zn4S4.

In the ground state the lowest singlet excitations of Zn4S4

(T1) and Zn6S6 (Eg) are dipole forbidden and thus carry zero
oscillator strength. However, even slight geometrical distor-
tions, such as the one applied at the start of the optimization,
give rise to finite oscillator strengths for both clusters. More-
over, taking into account the small energy difference between
the lowest and second excited states, especially when com-
pared with the energy difference between the ground and first
excited state (especially for Zn4S4), internal conversion af-
ter excitation is expected to lead to a significant population
of the lowest excited singlet state and PL from the relaxed
state is thus likely to be observable in experiment. The PL
energy values predicted here for Zn4S4 and Zn6S6 are again
lower than those measured for the larger particles in exper-
iment. Future work should close the size-gap between the-
ory and experiment by extending this work to larger ZnS
nanostructures, defected ZnS nanostructures and nanostruc-
tures with molecules adsorbed on their surface.

IV. CONCLUSIONS

We have explored the excited state energy landscape
of small polyhedral ZnS clusters (Zn4S4 and Zn6S6) and
demonstrated that upon relaxation of the excited state the
nanostructures break symmetry and one electron and one hole
localize on a small number of Zn (electron) and S (hole)
atoms. We further showed that TD-DFT/B3LYP gives results
that are comparable to those obtained with correlated wave

function based methods. We further find that the contributions
to the Stokes shift of both the energetic stabilization of the
excited state and the energetic destabilization of the ground
state are large and significant. Finally, we discuss that degen-
eracy in the excited states makes the clusters to undergo an
excited state Jahn–Teller distortion, which raises numerical
problems that are circumvented by starting the optimization
of excited states from structures distorted along the ground
state normal modes.
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