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Interaction of ions, atoms, and small molecules with quantized vortex lines
in superfluid 4He

David Mateo,1 Jussi Eloranta,1,a) and Gary A. Williams2
1Department of Chemistry and Biochemistry, California State University at Northridge, 18111 Nordhoff St.,
Northridge, California 91330, USA
2Department of Physics and Astronomy, University of California, Los Angeles, California 90095, USA

(Received 17 December 2014; accepted 26 January 2015; published online 10 February 2015)

The interaction of a number of impurities (H2, Ag, Cu, Ag2, Cu2, Li, He+3 , He∗ (3S), He∗2 (3Σu), and
e−) with quantized rectilinear vortex lines in superfluid 4He is calculated by using the Orsay-Trento
density functional theory (DFT) method at 0 K. The Donnelly-Parks (DP) potential function binding
ions to the vortex is combined with DFT data, yielding the impurity radius as well as the vortex
line core parameter. The vortex core parameter at 0 K (0.74 Å) obtained either directly from the
vortex line geometry or through the DP potential fitting is smaller than previously suggested but
is compatible with the value obtained from re-analysis of the Rayfield-Reif experiment. All of the
impurities have significantly higher binding energies to vortex lines below 1 K than the available
thermal energy, where the thermally assisted escape process becomes exponentially negligible. Even
at higher temperatures 1.5-2.0 K, the trapping times for larger metal clusters are sufficiently long
that the previously observed metal nanowire assembly in superfluid helium can take place at vortex
lines. The binding energy of the electron bubble is predicted to decrease as a function of both
temperature and pressure, which allows adjusting the trap depth for either permanent trapping or
to allow thermally assisted escape. Finally, a new scheme for determining the trapping of impurities
on vortex lines by optical absorption spectroscopy is outlined and demonstrated for He∗. C 2015 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4907597]

I. INTRODUCTION

A wealth of experimental studies has been devoted to
studying the interaction of ions and small molecules with
quantized vortex lines in bulk superfluid helium.1,2,2–17 The
interaction of electrons with quantized vortex lines was first
observed in experiments by Careri et al. where the ion current
was strongly attenuated along the direction perpendicular
to the vortex lines.1 This observation is consistent with
the interpretation that electrons are captured and retained
by vortex lines until they escape via a thermally assisted
process.18 Analogous experiments were also carried out for
positive ions showing a similar behavior except that its
interaction with vortices appeared to be smaller than for
the electron.8–10 By orienting the collecting electric field
parallel to the axis of rotation, it was also possible to study
charge mobility along the vortex lines, which was generally
observed to be lower than for the free ion.2,4,17 The interaction
of ions with vortex waves and rotons has been proposed
to be responsible for the observed reduction in mobility.3,5

Nucleation of vortex rings during ion transport above some
critical threshold velocity has also been studied experimentally
but there appears to be no general consensus on the exact
microscopic processes leading to such behavior and it is more
difficult to relate these experiments to the impurity–vortex
binding energies.17

a)E-mail: Jussi.Eloranta@csun.edu.

Since these pioneering studies, many experimental tech-
niques have taken advantage of the significant binding
energy of impurities towards vortex lines. For example, the
first experiment displaying spatially resolved photographs
of vortex arrays formed in rotating superfluid helium was
based on seeding vortex lines with electrons and subsequently
transporting them along the vortices for imaging.11,19 More
recently, ballistic neutral He∗2 excimer molecules have been
used to study the interaction of these heliophobic species
with vortex tangles (i.e., quantum turbulence) and fluorescence
imaging using these molecules as probes has been suggested
as a way to visualize vortex lines.6,20,21 Light scattering by
solid hydrogen particles trapped on vortex lines has also been
successfully used to visualize vortex lines as well as the vortex
line reconnect events followed by the emission of Kelvin
waves.12,22 Finally, this concept was also used recently to seed
vortex lines with metal atoms and clusters that were produced
by laser ablation.15,16,23–26 This process was shown to lead
to the formation of one dimensional metallic nanowires in a
complex network. Similar behavior has also been observed in
4He droplets where metal nanowires were shown to nucleate
on vortex lines.27–30

In the low temperature regime, all these phenomena
are ultimately dictated by the impurity–vortex line potential,
which depends on the impurity–superfluid helium interaction,
the impurity impact velocity on the vortex line, and the
vortex line geometry itself. In this work, we assume that
the vortex line remains rectilinear in interacting with the
impurity (i.e., rigid geometry) and ignore the possible energy
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dissipation channels that can lead to the creation of, for
example, vortex waves.31 Within these assumptions, the
impurity–vortex distance can be defined exactly and the
corresponding interaction energy be calculated by vortex
hydrodynamics,17,32,33

EIM–Vortex = −
1
2


ρs(r)|vs(r)|2d3r, (1)

where ρs denotes the superfluid density around the impurity
and vs denotes the velocity field associated with the quantized
vortex line. This classical expression accounts for the loss of
kinetic energy due to the liquid displaced by the impurity.
Within the Gross-Pitaevskii (GP) theory, which assumes a
dilute Bose gas, approximate functional forms for both ρs
and vs around a rectilinear vortex line have been proposed
by Fetter34 and applied to describe vortex lines in superfluid
helium by Parks and Donnelly,32

ρs(r) = ρs,0 r2

r2 + a2
F

and |vs(r)| = ~

mHer
, (2)

where ρs,0 corresponds to superfluid helium bulk density
(e.g., ρs,0 = 0.021836 Å−3 at 0 K), aF is the healing length
compatible with this expression, and mHe is helium atom mass.
Since we apply Eq. (2) to describe superfluid helium rather
than a dilute Bose gas, we denote the healing length in this
expression by aF to emphasize that this is an effective value
that will reproduce the approximate liquid density profile
around a vortex line. The value of aF is expected to be
of similar order as the vortex core parameter defined by
the hollow core model.35,36 When analyzing impurity–vortex
interactions, the value for the vortex core parameter has
been typically obtained from the Rayfield-Reif experiment
as 1.20–1.46 Å near 0 K32,37 and the current recommended
value is 1.28 ± 0.13 Å at 0.28 K.17,36,38 However, more
recently, Glaberson and Donnelly re-analyzed the Rayfield-
Reif experiment and obtained a considerably smaller value for
the vortex core parameter, 0.81 Å.39 In general, all these values
are smaller than predicted by the GP theory at 0 K where
aF = 1.4 Å (see GP data in Fig. 1).34 The only remaining
parameter in Eq. (2), the bulk liquid superfluid density, ρs,0,
is well-known as a function of temperature and pressure.40

The temperature dependence of the superfluid helium
healing length a has been typically expressed in terms of the
following empirical power-law:36

a(T) = a(0)
(

Tλ
Tλ − T

)ν
, (3)

where a(0) is the 0 K value for the healing length, Tλ is the
helium lambda transition temperature (2.176 K at saturated
vapor pressure), T is the liquid temperature (K), and ν is an
empirical exponent. The GP theory predicts ν = 1/2, whereas
experiments suggest ν = 2/3.36,41 In general, however, there
appears to be a large discrepancy between the theoretical and
experimental estimates for a(0), which differ from each other
by a factor of two or even more.41

FIG. 1. Theoretical liquid density profiles along the coordinate perpendic-
ular to a rectilinear vortex line. GP denotes the Gross-Pitaevskii theory
for superfluid helium (this work), OT-DFT is the Orsay-Trento DFT (KC:
with the kinetic energy correlation functional included; BF: the backflow
functional included), OF indicates that the vortex was obtained by using
the Onsager-Feynman ansatz,53,54 and DMC corresponds to diffusion Monte
Carlo calculations of Boronat et al.50 All calculations refer to bulk liquid
unless the droplet size N is indicated (droplet surface not shown). The open
circles and crosses correspond to least squares fits of Eq. (2) to the GP
and OT-DFT results, respectively. The resulting values for parameter aF are
shown in the caption.

Following Parks and Donnelly, the vortex–impurity inter-
action potential can be evaluated by integrating Eq. (1),32

VIM–Vortex(r) = −2πρs,0

(
~2

mHe

)2

×
 R

0

�
R2 − ξ2�1/2

ξ
�
ξ2 + r2 + a2

F

�2 − 4r2ξ2
1/2 dξ, (4)

where R is the classical radius for a spherical impurity
(i.e., interface profile described by a Heaviside function) and
r is the vortex–impurity distance. This expression accounts
for the hydrodynamic Bernoulli interaction between a particle
occupying a given volume in the liquid and a classical vortex
line.17,32 In addition to the known temperature dependence in
ρs,0,40 aF is also expected to be temperature dependent as
suggested by Eq. (3).

In this paper, we apply bosonic density functional theory
(DFT) to obtain the vortex core structure, solvation structures
for selected impurities (H2, Ag, Cu, Ag2, Cu2, Li, He+3 , He∗

(3S), He∗2 (3Σu), and e−) and calculate the vortex–impurity
interaction energy profiles assuming a rigid rectilinear vortex
line structure. These results are compared with the Parks-
Donnelly form given by Eq. (4), and new parametrizations
for all the considered impurities are given. The relationship
between aF and other commonly used parameters to describe
the vortex line radius as well as the various ways of defining
the impurity solvation cavity radii is discussed based on
the calculated liquid density profiles. Thermal corrections to
both ρs,0 and aF are considered for the solvated electron for
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which experimental results were previously obtained in the
temperature range of 1.5–1.8 K.

II. THEORY

Superfluid 4He was modeled by the Orsay-Trento DFT
(OT-DFT),42–44 and the interaction with guest ions/atoms/
molecules was included by convoluting the liquid and impurity
densities with the corresponding pair potential. The present
treatment includes also the zero-point response of the guest
by solving the following coupled non-linear time-dependent
Schrödinger equations:33,45

i~
∂Ψ(r, t)
∂t

= − ~
2

2mHe
∆Ψ(r, t) + VOT [Ψ]ψ(r, t)

+


|ψ(r ′, t)|2VIM(|r − r ′|)d3r ′ × Ψ(r, t), (5)

i~
∂ψ(r, t)
∂t

= − ~
2

2mIM
∆ψ(r, t) +


|Ψ(r ′, t)|2

×VIM(|r − r ′|)d3r ′ × ψ(r, t)
in imaginary time (i.e., t = iτ), where Ψ(r, t) is the liquid
order parameter, ψ(r, t) is the impurity wavefunction, VOT is
the functional derivative of the OT energy functional with
respect to the complex conjugate of the order parameter,43 VIM

represents the impurity–helium pair interaction, and mIM is
the impurity mass. For other than the electron, this treatment
neglects the liquid–impurity correlation, which could slightly
reduce the impurity solvation cavity size for light impurities
(e.g., H2). The backflow and kinetic energy correlation terms
were not included in the OT functional unless explicitly noted.
The contribution of the kinetic energy correlation term to
the binding energies was estimated to be about 1 K. For
atomic/molecular impurities, VIM simply corresponds to the
pair-potential,15,46,47 whereas for the electron, it also includes
the short-range correlation effects.48 In order to compute the
interaction between a rectilinear vortex line located at z = 0
and a given impurity fixed on the x-axis, their positions must
be constrained during the calculation. For the vortex line,
this is achieved by including an additional penalty term in
Eq. (5), which requires Ψ ≡ 0 along the core. For the impurity
wavefunction, the following penalty term was included in the
potential (vortex–impurity coordinate along x; r = (x, y, z)):

V ′(ψ,r, t) = 2α (x − x0)

ψ(r ′, t)∗ (x ′ − x0)ψ(r ′, t)d3r ′,

(6)

where the constraint amplitude α ≈ 10−5 a.u. and x0 is
the constrained vortex–impurity position on the x-axis. The
contribution of Eq. (6) was subtracted from the total energy
calculation.

In order to converge to the lowest vortex state solution,
an initial guess for the order parameter was constructed
according to the previously described approach.33 This func-
tional form is orthogonal to the ground state liquid solution,
and therefore, convergence of the imaginary time propagation
becomes constrained to the lowest vortex state solution.44 The
Neumann boundary condition employed in the calculations is
not fully compatible with the vortex solution at the simulation

box corners, but the distortion caused by the boundaries was
negligible for the simulation box sizes used in this study.

The details for the numerical solution of Eq. (5) are
given elsewhere.43 Both the order parameter and the impu-
rity wavefunctions were represented by 512 × 256 × 256
Cartesian grids with a 0.5 Å spatial step. For imaginary time
calculations, the applied time step was 20 fs with typically
5000 steps executed to reach proper convergence. The total
energy corresponding to Eq. (5) was calculated by numer-
ically integrating the resulting energy density, which was
also used to monitor the convergence of the imaginary time
process. The resulting impurity–vortex interaction energies
as a function of distance were fitted to Eq. (4) using the
non-linear least squares method (the Levenberg-Marquardt
algorithm, LMDIF in Minpack49). Equation (4) itself was
integrated numerically to obtain VIM–Vortex(r) at the required
values of r . The total binding energy provided by this potential
(i.e., r = 0) can be calculated analytically from

VIM–Vortex(0) = 2πρs,0

(
~

mHe

)2



R2 + a2

F

2

× ln
*..
,

a2
F + 2R2 − 2R


R2 + a2

F

a2
F

+//
-
+ R


(7)

which includes two free parameters R and aF. Note that if
the value of aF is constant (i.e., independent of R but could
still depend on temperature), Eq. (7) can be used to relate
the experimentally obtained binding energies directly to the
impurity radii in the liquid. The values of R and aF are specific
to the temperature and pressure where the experiment was
carried out.

III. RESULTS AND DISCUSSION

A comparison between previous diffusion Monte Carlo
(DMC) calculations50 and the present OT-DFT calculations for
the radial superfluid density distribution around a rectilinear
vortex line in a small helium droplet (N = 200) is shown
in Fig. 1. Despite the small differences in the curvature
near the vortex core and the maximum liquid density value
reached, both methods produce comparable radial extents for
the vortex line. The construction of the vortex phase winding
within a single order parameter implies that the density at the
center of the vortex must be zero. This is consistent with the
previously mentioned DMC data but disagrees with another
set of quantum Monte Carlo calculations employing a different
technique.51,52 At present, it appears that this problem, whether
the vortex core is completely empty or not, seems to be still
unsettled, so we have to bear in mind that this issue could
also affect the vortex–impurity binding energies to some
extent. On increasing the droplet size, the vortex diameter
remains very similar all the way to the bulk superfluid helium
limit as demonstrated in Fig. 1. The inclusion of the kinetic
energy correlation and backflow terms in OT-DFT increases
the maximum density next to the vortex core only slightly,
which indicates that these terms can be neglected in the present
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study (see also Ref. 33). Finally, to demonstrate the difference
between the OT-DFT and GP theory results, the corresponding
liquid densities are also included in Fig. 1. The GP model
yields a noticeably larger vortex core size than both DMC and
OT-DFT and it is, therefore, a rather poor model to describe
vortex lines in superfluid helium.

We have also verified that the present method of calcu-
lating the vortex line structure (i.e., including the real phase
winding in order parameter) gives essentially the same liquid
density profile as obtained by the previously applied Onsager-
Feynman (OF) potential approach (cf. Fig. 1).15,54 As the OF
potential does not include the phase winding explicitly, the
calculations employing this approach tend to converge much
faster and do not require any special consideration for the
boundary condition. Within the OF ansatz, the vortex contri-
bution to the total energy appears in the form of potential
energy. For this reason, the kinetic energy originating from
the phase circulation and the potential energy from the OF
potential represent the same interaction. This implies that, in
fact, the “static binding” and “Bernoulli interaction” intro-
duced in Ref. 15 represent the same contribution and should
not both be included at the same time when calculating the total
energy.

The vortex core size is often discussed in terms of healing
length (or vortex core parameter), a, which represents the
vortex line radius in a model specific way. However, it is clear
from Fig. 1 that it is not straight forward to define the geometric
vortex radius exactly as the liquid density profile exhibits
oscillations arising from the correlated nature of superfluid
helium. The maximum in the liquid density near the vortex line
appears to be around ≈2 Å but the liquid density first reaches
the bulk level already at 1.4 Å. Note that the latter value is
very close to the 0 K value for the vortex core parameter
(1.3 Å) suggested by Vinen et al.36 Thus, just like for solvated
impurities in superfluid helium, there is some ambiguity in
defining the object radius (for discussion on vortex and bubble
radii, see Refs. 36 and 55). One way to define the vortex
radius is to use Eq. (2) and the associated parameter aF.34 This
approximate density profile form is able to describe the GP
results (see Fig. 1) very well but it is unable to account for the
oscillations present in the OT-DFT results. However, even in
this case, it is able to follow the OT-DFT results such that it just
effectively smooths out the oscillatory behavior (see Fig. 1).
In this sense, the form of Eq. (2) is useful for representing
superfluid helium density around vortex lines approximately
with the value of aF obtained through a least-squares fit of
Eq. (4) to the OT-DFT data. It can be seen in Fig. 1 that the
value of aF is slightly less than the vortex interface barycenter,
whereas the vortex core parameter (1.28 Å)36 points to the
opposite side of the barycenter. On the other hand, the new
vortex core parameter value (0.81 Å), which was obtained
by re-analyzing the Rayfield-Reif experiment,39 appears to be
very close to aF obtained from Eq. (4) and OT-DFT at 0 K.
Finally, we note that the GP model at 0 K yields approximately
twice as large a value for aF as compared to OT-DFT, which
would, for example, significantly reduce the impurity–vortex
binding energy provided by Eq. (4).

The present OT-DFT calculations were carried out at 0 K,
but in order to compare with experimental data, it is necessary

to extrapolate both ρs,0 and aF to finite temperatures. Since it
is apparent now that the vortex core parameter and aF differ at
most by the reference point for specifying the vortex radius,
it is expected that they both follow the same temperature
dependence as given by Eq. (3),

aF(T) = aF(0)
(

Tλ
Tλ − T

)ν
, (8)

where the value of ν should be in the range of 1/2 - 2/3.36,41 This
equation predicts that aF becomes larger when temperature
is increased (i.e., the vortex core diameter increases). For
example, this equation predicts that the value of aF goes
from ≈0.75 Å at 0 K to 1.5–1.8 Å at 1.6 K depending on
the value of ν chosen. Finally, we note that the thermal OT-
DFT model cannot reproduce the temperature dependence
of aF because it does not explicitly consider the thermally
excited Kelvin waves on vortex lines that contribute to the
radius.

Based on Eq. (7), the binding energy of an impurity
to rectilinear vortex lines depends on both the impurity
radius R, the vortex radius (≈ aF) and the superfluid density
ρs,0. All these parameters exhibit temperature dependence,
which is relevant to the analysis of the experimental data.
The two reference systems, for which the experimental
vortex–impurity binding energies are available in the litera-
ture, are the positive and negative ions.17 The positive ion
(i.e., He+3 ; see Ref. 56) data were obtained between 0.28 K
and 0.6 K, where both the baseline temperature correction
and the temperature-dependent variation of these parameters
within the measurement range can be largely neglected.
As shown in Table I, the 0 K OT-DFT binding energy
matches the experimentally obtained value closely (−16.0 K
vs. −17.5 K).7,13,17 The radius R based on Eq. (4) for the
positive ion (see Table I) is R ≈ 6 Å, which is consistent with
the Atkins’ snowball model.17,57 As discussed in Ref. 56, the
radius of the first solvation shell appears around 3.4 Å and
the second shell near 6 Å. In that study, it was shown that
the effective size for the positive ion corresponds to the first
(solid) solvation shell whereas the ion size R extracted from the
impurity–vortex interaction here apparently correlates with the
secondary solvation shell position at≈6 Å. This highlights that
the experimentally determined impurity radii may strongly
depend on the physical mechanism being considered. The
measured low-temperature ion effective mass58 of about 30
mHe also is evidence that the second solvation shell needs
to be taken into account, since the first shell would give an
effective mass of only about 18 mHe.56

It has been shown previously that the OT-DFT method
combined with the He–electron pseudo-potential approach
can be used to describe solvated electrons in superfluid helium
with very good accuracy.45,61 In particular, it was shown to
reproduce the pressure dependence of the 1s − 1p and 1s − 2p
optical transitions as a function of pressure very accurately.
Therefore, the OT-DFT method can reliably model both vortex
lines and solvated electrons. In order to compare the calcu-
lated 0 K electron–vortex binding energy to experimental
data, it is necessary to consider the effect of the rather
high temperature used in the experiments, 1.6–1.7 K. When
analyzing the experimental data in this temperature interval,
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TABLE I. Summary of impurity–vortex interaction parameters according to Eq. (4) at saturated vapor pressure
and 0 K temperature where R represents the impurity radius according and aF is the effective healing length. The
approximate signs signify that R and aF were estimated by fixing aF to an average value obtained for the other
similar “size” impurities and then using Eq. (7) to obtain the radius R that corresponds to VIM–Vortex(0) obtained
from the OT-DFT calculation.

Impurity R (Å) aF (Å) OT-DFT VIM–Vortex(0) (K) Exp. VIM–Vortex (K)

H2 (X 1Σg ) 3.1 0.38 −9.4 . . .
Ag2 (X 1Σg ) 3.9 0.51 −10.9 . . .
Cu2 (X 1Σg ) 4.0 0.52 −11.4 . . .
Ag (2S) 4.4 0.63 −12.0 . . .
Cu (2S) 4.5 0.65 −12.5 . . .
He+3 (X 2Σg ) ≈5.7 ≈0.75 −16.0 −17.5 at 0.28-0.6 K7,13,17

Li (2S) 6.8 0.75 −21.5 . . .
He∗ (2s 3S) 7.1 0.77 −22.6 . . .
He∗2 (a 3Σu) 8.6 0.80 −29.8 . . .
e− (1s) 22.2 0.76 −109 −55 to −59 at 1.6 K59,60

the rather strong variation in ρs,0 as a function of temperature
must be considered.59 When this correction is included in the
analysis, binding energies ranging from −55 K to −59.4 K
are obtained.59,60 This result is clearly far off from our 0 K
OT-DFT value of −109 K, which, on the other hand, is also
consistent with an earlier OT-DFT study (−104.5 K).33 The
superfluid fraction at 1.65 K is approximately 0.80 and the
effective healing length is in the range of 1.5–1.9 Å (see
Eq. (8); aF(0) = 0.76 Å from Table I). Using these values
to correct the 0 K OT-DFT result gives a binding energy of
−67 K, which is already fairly close to the experimental value
of −59.4 Å.59 In order to consider the effect of temperature on
R, we also applied the thermal OT-DFT model62 to calculate
the change in the binding energy (0 K vs. 1.6 K). As expected,
the bubble radius decreases almost by 1 Å and the bubble
interface geometry changes slightly. This, in turn, reduces
the binding energy of the electron to the vortex line by 6 K,
resulting in total binding energy of −61 K (vs. experimental
range of −55 to −59.4 K). The analysis of the experimental
results did not allow for the possibility of a temperature
variation in aF within the experimental interval (which is
calculated to be ≈10%) and this may be one possible source
for the remaining difference between the extrapolated OT-
DFT and experimental values. Another thermally induced
mechanism that could alternatively be responsible for reducing
the electron–vortex interaction has been discussed previously
in terms of temperature dependent local deformations of the
vortex line induced by the impurity.33,63 Both mechanisms
(i.e., temperature dependence in aF, ρs,0, and R and the
vortex line deformation) predict similar magnitude corrections
(ca. 30%) that reduce the 0 K binding energy close to the
experimentally observed values at 1.6 K.33 It seems clear
that the temperature-dependent effects have to be taken into
account, and so further including the vortex-deformation effect
would seem to over-correct the binding energy to values below
the experiments.

At temperatures below 1.5 K, the binding energy becomes
quite large and the electrons should become permanently
trapped on vortex lines. However, experiments in rotating pure
4He showed that the trapping lifetime reached a maximum at

1.5 K and then began to decrease at lower temperatures.11 It
appears that this is a consequence of vortex motion induced
by the lack of damping on the vortex cores as the normal
fluid fraction is reduced at low temperatures. A charged line
will lose its electrons if it encounters the walls of the confining
bucket, and this became severe below 1 K where trapping times
could be less than 10 s in small cells (but much longer in large
cells where most lines are well away from the walls).11,64 It
was found that this loss of trapping in small cells could be
overcome by adding 3He to the 4He, which provides frictional
normal fluid even at very low temperatures; electrons could
then be held at 0.07 K for many thousands of seconds in the
experiment to image the vortices.11,19 Further investigation of
the trapping in 3He-4He mixtures showed that this was the
unusual result of two separate changes induced by the 3He
in the ion-vortex system.14 Below 1 K, the 3He condenses
onto the vortex core, which increases the core radius and
greatly reduces the binding energy of positive ions to the point
they can no longer be trapped.13,14 Even the large electron
bubbles are affected with lifetimes less than a few seconds at
0.4 K. Near 0.3 K and below, there is then a sudden change
to the very long lifetime, as the 3He apparently condenses
onto the surface of the bubble, lowering the surface tension
and increasing the bubble size. Unfortunately, neither of these
effects can be easily modeled with the methods employed
here because, at present, the suitable functionals for describing
such mixed systems at finite temperatures have not yet been
developed.53,65

The OT-DFT results for both positive and negative ion
binding towards rectilinear vortex lines appear to be in
good agreement with the experimentally observed values,
demonstrating that the present theoretical method can reliably
model such interactions. An overview of the calculated model
parameters R and aF at 0 K and saturated vapor pressure for
Ag, Ag2, Cu, Cu2, H2, Li, He∗, and He∗2 are given in Table I
and the full interaction potential curves for selected species are
plotted in Fig. 2. Previously, the attractive interaction between
the aforementioned metal atoms and clusters with vortex
lines was shown to lead to the formation of metal nanowire
structures in superfluid helium.15,16,23–26 The interaction of
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FIG. 2. The total OT-DFT energy at 0 K is plotted as a function of the
vortex–impurity distance (discrete points) along with the least squares fit to
Eq. (4) (continuous lines). The corresponding values for R and aF are listed
in Table I. The energy at the infinite distance limit was subtracted from the
OT-DFT energies.

these species with rectilinear vortex lines was evaluated in
Ref. 15 by the OF based OT-DFT method where the obtained
binding energies have similar magnitudes as reported in this
work. We should note, however, that apparently the limited
simulation box size imposed by the computational resources
available at the time leads to a distance dependent bias in the
calculation of the total energy. This in turn was responsible
for two artifacts in the calculated impurity–vortex interaction
potentials, VIM–Vortex(r): (1) the shape of VIM–Vortex(r) was not
given accurately at short distances and (2) impurities with
large bubble radii displayed an energy barrier at the distance
where the vortex line and the impurity came into contact. In
agreement with that study, the present calculations confirm
that both Ag and Cu atoms/clusters exhibit significant binding
towards vortex lines (−11 K to −20 K; see Table I). This
result is in line with the proposed mechanism for the nanowire
formation where vortex lines act as templates for the assembly
process.15,16,23,26 As opposed to impurities residing in large
bubbles (R > 5 Å), these atoms/dimers show reduced values
for aF indicating that an additional geometrical factor is
incorporated in this parameter for small R. This may be in
part due to the presence of a bound solvent layer around the
impurity (see Fig. 3), which can be observed to play a role
when comparing Cu vs. Cu2 and Ag vs. Ag2 data in Table I.
In both cases, Eq. (4) predicts that the dimers have smaller
value of R than the corresponding atoms but the inspection of
OT-DFT density profiles shows exactly the opposite behavior.
This can be traced down to the more pronounced first solva-
tion shell structure around the dimers, which effectively
introduces an energy tax and produces consequently smaller
values for R and aF. Molecular hydrogen shows the lowest
binding towards vortex lines of the studied species (only−9 K).

Large hydrogen clusters, on the contrary, would show
much larger binding towards vortex lines because the inter-

FIG. 3. Superfluid helium density around solvated Ag, Ag2, Cu, and Cu2
impurities at 0 K. The discrete points represent the DFT data whereas the
continuous lines are obtained from cubic spline interpolation.

action increases approximately linearly as a function of the
cluster radius (cf. Table I and Fig. 4). Note that for large
clusters, the bubble radius becomes approximately equal to
the cluster radius as the contribution of the bubble interface
to the size becomes negligible. It should be noted, however,
that this calculation neglects two important factors, which will
eventually limit the binding energy for large impurities at finite
temperatures. First, the present estimates apply to infinitely
long rectilinear vortex lines and, by a simple geometrical
argument, the binding towards small vortex rings must be
limited by the length of the ring. Second, the phase evolution
(and liquid circulation) becomes less and less pronounced
far away from the vortex core and thermal perturbations

FIG. 4. Impurity–vortex binding energies according to Eq. (7) as a function
of the impurity size at specified temperatures. Impurity size is assumed to be
equal to the bubble radius R.
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will eventually take over to randomize the phase there.
This effectively limits the spatial extent of vorticity that
can be “felt” by large impurities, placing an upper limit on
the corresponding binding energy. Unfortunately, the present
OT-DFT calculations cannot be used to assess such phase
decoherence effects at finite temperatures. Despite of these
limitations, large impurities are expected to trap on vortex
lines efficiently, which allows their use, for example, to visu-
alize vortex lines through light scattering.12,66 Similar argu-
ments can also be used for describing nanoparticle trapping
on vortex lines21 where the binding energy can be estimated by
the same linear relationship. In an another line of experiments,
trapping of molecular triplet state He∗2 excimers on vortex lines
has been studied by ballistic time-of-flight experiments.6,20

This experiment demonstrates efficient trapping of He∗2 at
low temperatures due to the attractive Bernoulli potential,
which is VIM–Vortex(0) ≈ −30 K at 0 K. The ground atomic
triplet state He∗ appears less bound, V (0) ≈ −22 K, due to
its smaller bubble size occupied in the liquid. Both binding
energy values decrease at finite temperatures as both aF and
ρs,0 are temperature dependent.

Most previous theoretical studies have expressed the
solvation bubble size around impurities in terms of the mass
barycenter position, Rb,55,56

Rb
0

ρ(R)d3R =

∞
Rb

(ρ0 − ρ(R)) d3R, (9)

where ρ0 corresponds to the bulk liquid density. This
calculated radius is frequently found to be somewhat smaller
than experimental estimates indicate. Consider, for example,
the electron bubble (0 K temperature and saturated vapor
pressure) for which OT-DFT calculations predict a bub-
ble radius of Rb ≈ 18.5 Å.45 Experiments analyzing the
electron–vortex trapping lifetime, which employ Eq. (4), give
R ≈ 19.5 Å,59 (and in this work even larger R ≈ 22.2 Å)
and photoejection of electrons from the bubble yields R
≈ 21.2 Å,67 which both assume classical representation for
the bubble interface with a sharp Heaviside wall appearing
between the impurity and the liquid. It is not surprising that
this classical radius is not necessarily equal to the barycenter
radius as demonstrated in practice in Fig. 5 where the
calculated 0 K OT-DFT liquid density profiles for He∗, He∗2,
and e− are shown. In each case, the classical bubble size R
points beyond the barycenter radius to the regime where the
bulk density is approached. For example, for the electron, the
difference between the barycenter and classical radius values
is almost 3 Å. Hence, we conclude that the use of the classical
interface profile results in a slight over estimation of the bubble
radius as compared with the actual barycenter radius. While
the latter is defined more exactly than the classical radius, it
still remains ill-defined for impurities, which exhibit strong
density oscillations in the bubble interface region.

If the external pressure is increased, the impurity
bubble radius (i.e., R) decreases and, consequently, the
impurity–vortex interaction becomes smaller according to
Eq. (4) (see also Refs. 45 and 59). In principle, the value
of aF may also be affected by pressure but the vortex size
variation is much smaller than, for example, for the electron

FIG. 5. Superfluid helium density profiles around e−, He∗, and He∗2 impuri-
ties at 0 K. The arrows indicate the position of the effective radius R according
to Eq. (4). The 1D reference data were taken from Ref. 45. The calculated
barycenter radius using Eq. (9) for the electron is also indicated by an arrow.

bubble, and therefore, the pressure dependence in R dominates
the overall energetics. This is demonstrated for the solvated
electron in Fig. 6 where the bubble radius is strongly affected
by pressure.45 At 2.5 MPa, the binding energy decreases
already down to −73 K, which predicts that it is possible
to observe the thermally assisted electron escape process
at lower temperatures when pressure is increased. Such
experiments could help eliminate the uncertainties related
to the temperature dependence present in aF and ρ0,s when
analyzing the experimental data. The behavior of the electron
in the negative pressure regime was discussed in earlier work.33

For all other impurities considered in this study, the effect of
pressure is very small simply because they are much less

FIG. 6. Electron–vortex interaction energy at 0 K as a function of external
pressure (open circles). The solid line is provided as a guide to the eye.



064510-8 Mateo, Eloranta, and Williams J. Chem. Phys. 142, 064510 (2015)

FIG. 7. Comparison between the optical absorption bands of He∗ for the
2s−2px, y (perpendicular) and 2s−2pz (parallel) transitions. A dephasing
time of τ = 150 fs was used to damp out the time-domain signal.68 The gas
phase origin on the x-axis is located at 0 cm−1. The two bands are shifted
from each other by the amount indicated with ∆.

compressible than the electron. For example, for He∗2 at 0 K,
the change in the binding energy between the saturated vapor
pressure and 2.5 MPa is only 0.5 K. The increase in bulk liquid
density (cf. Eq. (4)) as a function of pressure would slightly
counteract this reduction.

Finally, we consider a new scheme for identifying trap-
ping of impurities at vortex lines through optical absorption
spectroscopy. To demonstrate the concept, we consider the 2s
to 2p electric dipole allowed transition of He∗ in its triplet
state electronic manifold. The resulting absorption spectrum
in bulk superfluid helium has been recently modeled by
computing the time-dependent response of the surrounding
bath due to the change in the He∗–He interaction potential.68

We use this approach to evaluate the absorption spectra of
He∗ in bulk vs. He∗ trapped on a vortex line (saturated vapor
pressure and 0 K). Since the upper state is a p-state, it is subject
to Jahn-Teller splitting due to symmetry breaking induced
by the vortex line. The absorption spectra corresponding to
excitation from 2s to 2pz (vortex line along z) and 2p{x, y}
(perpendicular to vortex line) are shown in Fig. 7. The
latter transition produces nearly indistinguishable spectrum
from bulk solvation (“bulk band”) whereas the former red
shifts by ca. 7 cm−1 (“vortex band”). Judging from the
previous experimental measurement of this absorption line
as a function of pressure, this shift should be large enough
to be resolved.69,70 Since He∗ trapped on a vortex line yields
both absorption bands overlapping, the measurement would
produce a broad sum spectrum. To verify the presence of
the vortex band, the bulk band should be subtracted out.
This would require a reference measurement of He∗ without
vortex trapping. In practice, fluorescence spectroscopy is
more sensitive than absorption and would offer advantages
in visualization applications. However, although the spectra
should also shift in a similar way, these shifts are typically

smaller and it may not be possible to spectrally resolve these
bands.

IV. CONCLUSIONS

We have obtained a new parametrization for describing
the vortex core structure in superfluid helium at 0 K as
represented by the effective healing length parameter aF.
The value found is very close to the result obtained from re-
analyzing the Rayfield-Reif experiment. It is also consistent
with the parameter values obtained from fitting the DFT
derived potential data to the Donnelly-Parks (DP) function.
The interaction between a rectilinear vortex line and a number
of impurities has been computed, and the theoretical model
was validated against the known experimental data for the
electron and positive ion. For the electron, thermal corrections
to the vortex binding energy are large and had to be included
in theoretical values to produce results in agreement with
the experimental data. The binding energies of small atoms
and molecules on quantized vortex lines are significant, of
order of tens of Kelvin, and therefore vortices act as efficient
traps for such impurities at low temperatures. Based on the
extrapolation of the 0 K DFT data, vortex lines present
permanent traps for larger nanometer scale objects in the
superfluid phase, if the effects of vortex motion can be
minimized by using a large cell or adding 3He. This has
important applications for visualizing vortex lines by light
scattering and absorption (i.e., shadowgraph imaging). Finally,
a new scheme for identifying impurity trapping at vortex lines
is outlined based on the helium-induced optical absorption
band shifts. For He∗, the vortex-induced band shift was shown
to be large enough compared with the resolution obtained in
previous experiments, which suggests that it is possible to
observe this effect experimentally.
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