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Abstract

Using data from 10 Western European countries, I provide evidence that the fall in
prices of information technologies (IT) is associated with a lower share of employment
in middle wage occupations and a higher share of employment in high wage occupations
in industries which depend more on IT relative to industries which depend less. Similar
results hold within gender and age groups, with notable differences in these groups. For
instance, the share of employment in high wage occupations among males has increased

less than among females with the fall in I'T prices.
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1 Introduction

For quite some time, the consensus has been that most of the recent technological changes
have been skill-biased, complementing high-skill workers and substituting for low-skill
workers (see, e.g., Katz and Autor, 1999). However, skill-biased technological change
alone cannot explain a prominent and relatively recent phenomenon: the decline in the
share of middle wage occupations relative to high and low wage occupations. Goos and
Manning (2007) call this phenomenon “job polarization.”

One of the main hypotheses put forward for job polarization is that recent technologies,
such as computers, substitute for routine tasks. These tasks tend to be readily automat-
able and are usually performed by middle wage occupations, such as stationary-plant
operators. They complement nonroutine cognitive tasks, which are usually performed
by high wage occupations, such as managers. In turn, the rise of employment in highly
paid occupations increases the demand for nonroutine manual tasks, which are usually
performed by low wage occupations, such as personal services (see, e.g., Autor, Levy, and
Murnane, 2003, Autor and Dorn, 2013, Mazzolari and Ragusa, 2013).

In this paper, I empirically investigate the effect of the rapid fall in prices of informa-
tion technologies (IT) on industries’ demand for high, middle and low wage occupations
using a difference-in-differences framework in the spirit of Rajan and Zingales (1998).
More specifically, I ask whether the fall in prices of information technologies has affected
the demand for high, middle and low wage occupations more in industries which depend
more on I'T compared to industries which depend less. I use industry- and country-level
data from 10 Western European countries for 1993-2007 to establish the results.

I find that the share of employment in middling occupations has declined and the
share of employment in high wage occupations has increased with the fall in IT prices in
industries with high dependence on IT relative to industries with low dependence on IT.
I find no systematic evidence that the fall in IT prices affects the share of employment in
the lowest paid occupations. Similar results hold within gender and age groups. These
findings provide support for the hypothesis put forward for explaining job polarization.

They are broadly in line with and complement the results of Autor et al. (2003), Acemoglu



and Autor (2011), Autor and Dorn (2013), and Goos, Manning, and Salomons (2014),
among others.

I also find that there are differences among gender and age groups, which is a novelty
relative to these papers. The fall in IT prices has increased the share of employment in
high wage occupations and reduced the share of employment in medium wage occupations
among males less than among females in industries which depend more on IT relative to
industries which depend less. It has also increased the share of employment in high wage
occupations and reduced the share of employment in medium wage occupations among
old workers less than among young and medium-age workers in industries which depend
more on IT relative to industries which depend less. These results are robust to a wide
range of specification checks and alternative identifying assumptions.

A possible common explanation for these results is that the efficiency (comparative
advantage) of performing tasks in medium and high wage occupations varies with gender
and age. For example, males tend to be more endowed with hard motor skills (brawn)
than females, and these skills are usually important in many of the medium wage man-
ufacturing occupations. In turn, a number of papers argue that females have better
communication and social skills, which have a growing importance in the labor market
and tend to be more important in leadership in high wage occupations (e.g., Beaudry
and Lewis, 2014, Borghans, Weel, and Weinberg, 2014, Deming, 2017). The adoption
and use of information technologies would then reduce employment in medium wage
occupations and increase employment in high wage occupations among males less than
among females. In turn, information technologies will have a lower effect on the share
of employment in medium and high wage occupations among old if workers accumulate
routine-skills more than other types of skills as they age (see, for arguments supporting
this conjecture, Autor and Dorn, 2009). I do not attempt to test these hypotheses in this
paper given its scope and the available data. All in all, these results highlight the role of
gender and age group in job polarization and suggest a need for a more nuanced view on
the labor market effects of recent technological changes.

Job polarization is a pervasive phenomenon in developed economies. Goos and Man-



ning (2007), Goos, Manning, and Salomons (2009) and Goos et al. (2014) provide com-
prehensive evidence for it for Western European countries and Autor, Katz, and Kearney
(2006, 2008), Acemoglu and Autor (2011) and Autor and Dorn (2013) for the US. Recent
technological changes are thought to be one of the primary causes of job polarization,
and a growing number of papers offer evidence corroborating this view. Using US data,
Autor et al. (2003) show that the use of computers (a type of IT) is associated with
reduced employment in middle wage (routine) occupations within industries. Autor and
Dorn (2013) show that, in the US, the growth of workplace computer use has been faster
in areas which had initially high proportions of routine workers. Goos et al. (2014) show
that during the period of 1993-2010 employment has declined in routine task intensive
occupations in 16 Western European countries.

The polarization of employment is also mirrored in education-level groups. Acemoglu
and Autor (2011) show that in the US the demand for workers with high- and low-
levels of education has increased relative to the demand for workers with medium-level of
education. Using data from 11 OECD countries, Michaels, Natraj, and van Reenen (2014)
provide evidence that industries with faster growth in information and communication
technologies have increased the demand for highly educated workers at the expense of
middle-educated, with almost no effect on low-educated workers.

A few recent papers independently explore the differences in the trends of polarization
across genders using US data (e.g., Cerina, Moro, and Rendall, 2017, Cortes, Jaimovich,
and Siu, 2018). Cerina et al. (2017) document that job polarization is more prevalent
among females than among males. The results of the current study suggest that the fall
in prices of information technologies can be one of the rationales of their finding.!

The main focus of this paper is on how the fall in IT prices has affected the demand for
high, medium and low wage occupations. Several recent studies suggest that structural
transformation and changes in relative productivities of occupations and industries can
also explain the observed changes in the demand for employment in these occupation

groups (see, e.g., Aum, Lee, and Shin, 2018, Bérdny and Siegel, 2018, Gallipoli and

!These results also support a view held by, for example, the World Bank and the UN that IT can empower
women (see, e.g., United Nations, 2005, Melhem, Morrell, and Tandon, 2009).



Makridis, 2018).*? This evidence implies that more general processes than the fall in
IT prices can have a role in job polarization. In line with this evidence, I show in the
additional results section that changes in the prices of physical capital, a more ubiquitous
processes, affect employment in these occupation groups and this is over and above the
effects of information technologies.

The findings of this study complement the results of these papers. An innovation
of this study is its identification strategy. I use the assignment of occupations into
task/wage groups by Goos et al. (2014) to compute employment in occupation groups
with different task contents and utilize a difference-in-differences framework a la Rajan
and Zingales (1998). In this framework, I employ the variation of IT prices over time
and the industry-level variation of dependence on IT, which allows me to explicitly take
into account the technological side of the effect of the fall in I'T prices on employment.
I provide international evidence corroborating the hypothesis for job polarization. By
exploring differences among industries and in gender and age groups, I also uncover some
more concealed features of the effects of recent technological changes on labor markets in
Europe.

The next section describes a simple model to motivate the empirical test. The third
section offers the empirical specification, and describes the data and its sources. The

fourth section summarizes the results. The last section concludes.

2 Theoretical Background

Recent omnipresent advances in information technologies have caused the prices of these
technologies to fall. Technological advances in I'T and the resulting fall in IT prices
would increase demand for nonroutine cognitive (abstract) task intensive occupations and
reduce demand for routine task intensive occupations more in industries which depend
more on information technologies. I present a simple model to show explicitly how such

an inference can hold and to set the stage for the empirical analysis. The model is based

2Aum et al. (2018) and Gallipoli and Makridis (2018) emphasize the role of IT producing and IT-intensive
sectors and IT-intensive occupations in the processes of structural transformation and changes in the
demand for occupations.



on the models of Acemoglu and Autor (2011) and Autor and Dorn (2013). In particular, I
model the demand for abstract and routine tasks and incorporate technological advances
in [T in a similar way to Autor and Dorn (2013). I also incorporate comparative advantage
differences in the performance of tasks among broad worker groups as in the model of
Acemoglu and Autor (2011).

The producers use abstract and routine task inputs, 74 and Tg, and information
technologies, I'T, to produce homogeneous goods, Y. They have a CES production

technology, which is given by

£

e—1

Y= (afT[T% + aTRTRT> o (1)

where ayr > 0, ar, > 0, a € (0,1), and € > 1. In the production of Y, a;r measures
the relative importance of IT and a higher ajr implies higher share of compensation
for IT. In this sense, it measures the technological dependence on IT. In turn, € is
the elasticity of substitution between routine tasks and information technologies, and the
elasticity of substitution between abstract tasks and information technologies is equal to
1, by construction. Since € > 1, information technologies are more complementary to
abstract tasks than to routine tasks.

The usual profit maximization implies the following conditions

e—1

IT= 1
Oé[T[TET + OéTRijE prr
e—1
T, 1
Th=a— Ry, (3)
Oé[TIT? + OéTRTRE P1r
1
Ty=(1-a)—Y, (4)
Pr,

where prr, pr,,, and pp, are the prices of information technologies and task inputs, and
the price of Y is normalized to 1.

I assume that information technologies input can be represented as IT = AT, where
A represents the quality /productivity of information technologies and it grows over time

because of technological progress. I also assume that p;r, pr,, and pr, are determined



at the country level and that the growth in A does not affect pr, and pr,.*> This implies
that the derivative of the demand for T}y relative to Tk with respect to A and the change

of that derivative with a;r are given by

OT4/Tr  c—11—app, arplT 1 -
a)\ - c a pTA Ts;l )\7 ( )
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It is straightforward to show that the growth in A reduces p;r. Moreover, it increases
the demand for Ty more than the demand for Tz when € > 1, according to equation (5).
According to equation (6), in a country, the demand for T4 relative to Tx would increase
more in industries with higher a;r than in industries with lower a;r with the growth in
A in such a case. This means that T4 increases and Tk declines with the growth of A and
the corresponding decline in p;r if employment in Y is fixed and these changes are larger
in industries with a larger a;p.?

It can be shown that such differential changes can also hold within gender and age
groups incorporating these demand functions into a simple Ricardian model of compar-
ative advantage. To do so, I assume that workers are endowed with labor hours, which
need to be converted into abstract and routine tasks in order to earn market income. I
assume that the conversion function of task k = T, Tk is given by ar (urL)”, where
ary > 0, ug is the share of labor hours L converted to task k, and v € (0,1).° T normalize
the value of a7, to 1.

This setup implies that the supply of abstract tasks relative to the supply of routine

3The latter assumption might not seem very strong since this paper focuses on the differential effects of
growth in A and fall in p;y7 on the demand for tasks among industries with different ayr. I endogenize
the supply of tasks and pr, and pr, at the end of this section and show that it is innocuous.

4T extend this analysis and consider a two-sector model, where sectors have different levels of a;r and
the allocation of IT between sectors is endogenous, in the Online Technical Appendix. I show that
the inference in equation (6) also holds in such an extended model. Another extension of the analysis
considers a nested CES production function in equation (1). It can be shown that, in such an extension,
a sufficient condition for having positive left-hand side in equations (5) and (6) is that the elasticity of
substitution between IT and Tg, ¢, is larger than the elasticity of substitution between I'T and T4 and
it is greater than 1.

*Parameters oy, 1, and ar r, can admit a range of interpretations since they can represent both supply
and demand side factors.



tasks is given by

pPr ur, t
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and the share of employment in abstract tasks is given by
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It is straightforward to show that in this model economy the growth in A increases the
share of employment in abstract tasks up, and it has a stronger effect in industries which
have a higher a;r. However, these differential effects on employment shares are weaker in
groups which have a comparative advantage in converting labor hours into routine tasks

(i.e., a higher oy 7,):
0 0 Our,
6aL7TR 60ij O\

< 0. (9)

The differential changes in T4 and Tx in industries which depend more on I7T" than in
industries which depend less on I'T should be observed in the data as differential changes
in the employment in high and medium wage occupations which perform these tasks. I
look exactly for such disparities and differential changes in the empirical specification and

utilize I'T price variation as a proxy for technological advances/shocks in IT.

3 Empirical Methodology and Data

I start with estimating the differential effect of the rapid fall in I'T prices on employment
shares in high, middle and low wage occupations in industries which depend more on

IT compared to industries which depend less. Let Employment Share_ ., be the share of

c,i,t
employment in one of the occupation groups, country ¢, industry ¢, and year ¢t and IT
Price be the measure for the price of information technologies (prr). Assuming that I

have a measure of industries’ technological dependence on IT, I estimate the following



specification for each occupation group:

Employment Share,,, = [Industry i’s Dependence on IT, x (1/IT Price)cvt] (10)

+ Z Z QCJ + Z Z gc,t + Neyists
c % c t

where ¢ and £ are country-industry and country-year fixed effects respectively, and 7 is an
error term. In accordance with equation (6), this specification identifies the differential
effect of the fall in I'T prices on employment shares in occupation groups across industries
with different levels of dependence on I'T. The parameter of interest is 5. It is identified
from the temporal variation of IT prices, the variation of technological dependence on
IT across industries, and within country, time, and industry variation of the interaction
term.

Rajan and Zingales (1998) have pioneered this type of difference-in-differences iden-
tification strategy and have used it to show how financial development affects industry
performance. They focus on country and industry variation and regress industry growth
measures on the interaction between a proxy of financial dependence of industries and
country-level financial development indicators and country and industry fixed effects. In
contrast to Rajan and Zingales (1998), I also utilize temporal variation that allows a
focus on significant and omnipresent advances in information technologies.®

An advantage of this test is that it alleviates endogeneity concerns because of omitted
country- and industry-level variables. For example, country-industry and country-year
fixed effects alleviate the potentially confounding effects of regulatory and discriminatory
practices which affect the demand and supply of the tasks. These fixed effects also al-
leviate the potentially confounding effects of trends in relative wage rates. Admittedly,
however, this test might not fully reveal the effects of the fall in the price of informa-
tion technologies on employment shares if there are economy-wide changes that are not
different across industries. In such a case, this test can be also viewed as a test of

whether industry-level differences exist. Results, which show that such differences exist,

61 add industry-year fixed effects to the specification (10) and utilize only within country, time, and
industry variation in robustness tests in the Online Appendix - Further Robustness Checks and Results.



themselves can be considered to be a contribution to the literature on job polarization.

The data for employment in high, medium and low wage occupations in industries
are from the harmonized, individual-level EU Labour Force Survey (ELFS). Occupations
have ISCO-88 coding and are at 2- and 3-digit aggregation levels in this database, and
industries are 1-digit NACE Rev. 1. I use sample weights, and the assignment of oc-
cupations into high, medium and low wage groups by Goos et al. (2014), to compute
the number of (usual) weekly hours worked in these occupation groups in each sam-
ple industry, country, and year. I derive employment shares from the number of hours
worked.

Goos et al. (2014) also use ELFS data and exclude from the sample some of the
occupations and industries because of sample imperfections and potentially large state
involvement. These occupations and industries are also excluded from the analysis in
this paper. Moreover, similarly to Goos et al. (2014), I use 2-digit aggregation level for
occupations throughout the analysis.

Given data availability, the analysis of this paper focuses on 10 Western European
countries and the period between 1993 and 2007. The list of sample countries and the
sample period for each country are offered in Table 1. Table 2 offers the averages of
employment shares in high, medium and low wage occupations in sample industries in
Panel A.” Overall, services industries tend to have higher shares of employment in high
and low wage occupations and a lower share of employment in middle wage occupations
as compared to manufacturing industries.

I also retrieve information from the ELFS database on gender and age. The data for
age are in five-year bands, and the minimum age is 15. I restrict the maximum age to 65
and create three age groups: young (younger than 30), middle-age (between 30 and 45),
and old (older than 45). I compute the number of hours worked in each of these categories
for all occupation group-industry cells in sample countries and years. Table 3 offers basic

statistics for the employment shares in high, medium and low wage occupations within

“Table 6 in the Data Appendix offers the assignment of occupations into high, medium and low wage
groups. Table A in the Online Appendix - Tables and Figures offers the shares of employment in sample
occupations and industries. Figure A in the Online Appendix - Tables and Figures illustrates the trends
of employment shares in high, medium and low wage occupations.



each of these categories. The data reveal commonly observed patterns. On average, men
work more in high wage occupations and less in low wage occupations than women. The
share of employment in high wage occupations is higher and the share of employment in
low wage occupations is lower among medium-age and old workers than among young
workers.

The data for information technologies are from the EU KLEMS database (O’Mahony
and Timmer, 2009). T use the share of I'T capital compensation in industrial value added
to construct a proxy for industries’ dependence on information technologies. This proxy
needs to identify the technological differences across industries, i.e., ayp. In the theoretical
model, it is given by p;rIT/Y and it increases with a;r according to equation (2).3
However, it can also vary with factor inputs, which can be problematic if there are
differences in the trends of use of factor inputs across countries and industry-country
specific taxes and subsidies to factor inputs. This can bias the estimate of 5 in ambiguous
directions. As in the rest of the literature following Rajan and Zingales (1998), I use data
from US industries to alleviate the effect of such a confounding variation (see, e.g., Barone
and Cingano, 2011, Jerbashian and Kochanova, 2017).

The use of US data can be helpful since US is arguably the closest to a laissez faire
economy. In US data, the industry-level variation of the share of I'T capital compensation
accounts for more than 90 percent of the total variation albeit there are significant pos-
itive trends in adoption of IT and negative trends in employment in routine tasks in all
industries. The ranking of industries according to the share of IT capital compensation
is very persistent. These observations suggest that the share of I'T capital compensation
in US industries is likely to identify the technological differences across industries but not
the variation in factor input levels. The measure for industries’ dependence on informa-
tion technologies (IT Dependence) is defined as the share of IT capital compensation in
industrial value added in US industries, averaged over the period 1993-2007. This mea-

sure firmly correlates with similar measures used in the literature (see, e.g., Chen, Niebel,

8] present a two-sector version of this model in the Online Technical Appendix and show that the variation
of ayr across industries is a primary and key source of variation in p;7IT/Y also in such an extended
model.
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and Saam, 2016, Jerbashian and Kochanova, 2016, 2017). According to Panel A of Table
1, it also firmly correlates with the share of I'T capital compensation in the industries of
sample Western European countries, which I average over sample countries and period. 1
perform a range of robustness checks for it in the Online Appendix - Further Robustness
Checks and Results.

I also need a measure for the price of information technologies, p;r. To construct
it, I obtain the price of investments in information technologies in industries of sample
countries from the EU KLEMS database. These technologies include computers and
machines which use and depend on computers. Following the model, I normalize the
price of investments in information technologies with the price of value added in each
industry. The price of investments in information technologies, as well as its normalized
counterpart, display a large variation over time, relatively little country-level variation,
and almost no industry-level variation. The over time variation can be largely attributed
to the significant innovations in I'T that occurred over the sample years and mostly in the
US. The country-level variation is likely to be stemming from regulations that affect the
access to and adoption of IT. In turn, the near absence of industry-level variation suggests
that the law of one price holds in sample countries. I average the price of investments in
IT relative to the price of value added across industries, in sample countries and years,
and use that average as the measure of the price of information technologies, p;r.

In the estimations of the baseline specification (10), I use the inverse of this mea-
sure. According to the theoretical model, 3 is then expected to be positive for high wage
occupations and negative for medium wage occupations as p;r declines and its inverse
increases. This parsimonious theoretical model has no predictions for low wage occupa-
tions. Nevertheless, 8 can be expected to be nil for these occupations since information
technologies are not likely to directly affect employment in these occupations (Autor et
al., 2003, Autor and Dorn, 2013).”

Table 1 offers basic statistics for the price of information technologies in Panel B.

9T show that the results are robust to excluding low wage occupations and computing industry-level
employment as the sum of employment in high and medium wage occupations in the Online Appendix
- Further Robustness Checks and Results.
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The price of information technologies has fallen everywhere according to the last column
of this panel. I average the price of information technologies across sample countries
and illustrate its trend over time in Figure 1. Panel B of Table 2 reports the values of
the dependence measure in sample industries. Table 6 in the Data Appendix offers the
detailed descriptions of all measures used in this paper.

It is worth clarifying the interpretation of the coefficient of interest, 5. Roughly
speaking, the difference-in-differences estimator in the specification (10) splits the sample
into four groups according to the magnitude of the fall in prices of information technologies
and the dependence on these technologies. For each year, these four groups are composed
of the industry-country pairs with high fall in prices and high dependence (HF&HD),
industry-country pairs with high fall in prices and low dependence (HF&LD), pairs with
low fall in prices and high dependence (LF&HD), and pairs with low fall in prices and
low dependence (LF&LD). The coefficient §, in this respect, represents the difference in
the trends of employment in occupation groups between HF&HD industry-country pairs
relative to HF&LD industry-country pairs and LE&HD pairs relative to LE&LD pairs.
It is positive (negative) for an occupation group if employment in that group grows at
a higher (lower) rate in HF&HD industry-country pairs relative to HF&LD industry-
country pairs than in LF&HD pairs relative to LE&LD pairs.

I take the residuals from a regression of the share of employment in an occupation
group on country-industry and country-year dummies to illustrate the existence of such
differential trends. Figure 2 summarizes the results for the shares of employment in oc-
cupation groups, which are relative to their means given that the residuals are demeaned.
IT prices have declined over time everywhere, and Panels A and B show that employment
has increased (declined) in high (medium) wage occupations with the fall in IT prices
in industries with high I'T dependence compared to industries with low I'T dependence.
Moreover, according to Panels A and B, these trends in employment shares are stronger
in countries where IT prices have declined at a higher rate than in countries where I'T
prices have declined at a lower rate. In turn, Panel C' of Figure 2 shows that there are

almost no apparent differential trends in low wage occupations. Moreover, there seem

12



to be no trends at all for low wage occupations, which suggests that, on average, em-
ployment in low wage occupations may not be affected by the fall in I'T prices, at least

directly.”

4 Results

Panel A of Table 4 presents the results from the estimation of the specification (10) for
the shares of employment in high, medium and low wage occupations. The estimates of
the coefficient 8 are significant and positive for the share of high wage occupations and
negative for the share of medium wage occupations. These estimates imply that the fall
in the price of information technologies is associated with higher demand for high wage
occupations and lower demand for medium wage occupations in industries which depend
more on these technologies as compared to industries which depend less. Conversely, the
estimate of the coefficient 8 is not significant for the share of employment in low wage
occupations. This suggests that, on average, information technologies are not likely to
have direct effects on the share of employment in low wage occupations.

One way to compute the magnitude of these results is as follows. I take the industries
that rank in the 90th and 10th percentiles of the distribution of I'T Dependence and
compute the difference between dependence levels in these industries. Further, I take the
countries and years where I'T Price is in the 10th and 90th percentiles of the distribution
of IT Price and compute the difference between the levels of the inverse of IT Price for

them. Finally, I compute

3 x AIT Dependence x A1/IT Price,

where A stands for the difference operator. Focusing on statistically significant estimates
of 3, the computed effect for the share of high wage occupations is 0.034 and —0.033 for

medium wage occupations. These numbers correspond to the effect of moving from the

OFigures B and C in the Online Appendix - Tables and Figures offer similar evidence for employment
shares in high, medium and low wage occupations in gender and age groups.
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pair of country-year with I'T Price in the 90th percentile to the pair with I'T Price in
the 10th percentile in the industry with I'T Dependence in the 90th percentile relative to
the industry with I'T Dependence in the 10th percentile. They suggest that the fall in
IT prices has economically large and significant effect on employment shares in high and
medium wage occupations, at least relative to the means of these shares, which are 0.389
and 0.387.

I also estimate the specification (10) for the shares of employment in high, medium
and low wage occupations within each gender and age group. The results are reported
in Panels B-F of Table 4. They are broadly consistent with the results for the shares of
employment in occupation groups in Panel A, with some notable differences among gender
and age groups. The fall in I'T prices has increased the share of employment in high wage
occupations and reduced the share of employment in medium wage occupations among
women by about 50 percent more than among men in industries which depend more on IT
relative to industries which depend less. It has also increased the share of employment in
high wage occupations and reduced the share of employment in medium wage occupations
among old workers by about 50 percent less than among young and among medium-age
workers. These differences are economically large. They are also statistically significant
for genders and for age groups in medium wage occupations at least at the 10% level
according to the standard t-test. The differences are at the borderline of statistical
significance for age groups in high wage occupations.

A possible and common interpretation of these results is that the comparative ad-
vantage of performing tasks in medium wage and high wage occupation groups varies
with gender and age. For example, males tend to be better endowed with hard motor
skills (brawn) than females and these skills are commonly more important in many of
the medium wage occupations. Meanwhile, women are argued to have an advantage in
communication and social skills, which seem to be more important in high wage occu-
pations. All else equal, the adoption and use of information technologies would then
reduce employment in medium wage occupations and increase employment in high wage

occupations among males less than among females. In turn, information technologies will
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have a lower effect on the share of employment in high and medium wage occupations
among old if workers accumulate routine-skills more than other types of skills as they age

(i.e., if ap 7, increases with age).'*

4.1 Further Results and Robustness Checks

The demand for IT is a potential source of reverse causality if industries’ employment
of different tasks affect it. Country-industry and country-year fixed effects in the spec-
ification (10) are likely to alleviate such reverse causality concerns given that the main
source of variation in IT prices will be technological. Nevertheless, I attempt to fur-
ther circumvent the reverse causality concerns in two ways. Industries with the heaviest
use of information technologies are plausible candidates that affect prices of information
technologies. In Panel A of Table 5, I exclude industries which have expenditures on I'T
higher than the 75 percentile of the distribution of I'T expenditures across industries in
each country and year. The results in this panel are close to those in Panel A of Table 4.

I also attempt to circumvent the reverse causality problem using the prices of commu-
nication technologies (CT Price), such as telephones and other communication infrastruc-
ture, as an instrumental variable. The prices of communication technologies have fallen in
recent decades similarly to I'T prices. This fall is mainly driven by the same technological
change as for information technologies. Communication technologies, however, are not
likely to be directly related to employment in abstract and routine task requiring occu-
pations because communication technologies are not evident complements or substitutes
for these tasks. The data for the prices of communication technologies are from the EU
KLEMS database. Panel B of Table 5 presents the results when I instrument I'T Price
using the prices of communication technologies. These results are very close to those in
Panel A of Table 4.

Omitted variables can be another source of endogeneity. It could be that the effects
that the estimates in Panel A of Table 4 identify are not because of the fall in I'T prices,

but rather because of changes in the prices of new physical capital goods (see, e.g., Krusell,

"N These hypotheses are a useful place to start. Testing them is out of the scope of this paper.
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Ohanian, Rios-Rull, and Violante, 2000).. The movements in the prices of new physical
capital goods could be the result of ongoing investment-specific technological change and
could cause changes in the demand for physical capital and employment.

To test this hypothesis, I construct an industry-level measure for dependence on phys-
ical capital (net of information technology capital) and a country-year-level measure for
the price of physical capital. The data for these measures are from the EU KLEMS
database, and these measures are constructed in much the same way as the measures of
dependence on IT (see Table 6 in the Data Appendix for details). I add to the specifica-
tion (10) an interaction term between the measure of dependence of industries on physical
capital and the inverse of the price of physical capital. Panel C' of Table 5 reports the
results. The coefficient on the interaction term between IT Dependence and 1/IT Price
is very close to the coefficient reported in Panel A of Table 4. The coefficient on the
interaction term between dependence on physical capital and the price of physical capital
is significant for the shares of employment in high and medium wage occupations and has
the same sign as the coefficient on the main interaction term. These results suggest that
more ubiquitous processes, such as changes in the prices of physical capital, affect the
share of employment in high and medium wage occupations and this is over and above
the effects of information technologies.?

According to the theoretical model, the parameter which measures the relative impor-
tance of routine tasks in value added, ap,, should be important for the analysis similarly
to ayr. It can be easily shown from equation (5) that the fall in IT prices increases
(reduces) the demand for abstract (routine) tasks more in industries with a low o, than
in industries with a high ap,. A supplementary test of whether the fall in I'T prices has
affected employment in high, medium and low wage occupations utilizes this variation.
The proxy for ar, can be constructed similarly to the proxy for a;p. Ideally, I need data
for wages in routine-intensive occupations in order to construct such a proxy. However,

there are no data for wages in the ELFS database.

12The changes in the prices of physical capital can lead to structural changes in the economy. In this
respect, these results provide supporting evidence to several recent studies, which link job polarization
and structural changes in the economy (e.g., Bardny and Siegel, 2018).
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I use wage compensation of medium education-level (skill) employees obtained from
the EU KLEMS database as a proxy for the wages in routine-intensive occupations. Ac-
cording to Michaels et al. (2014), this can be a valid proxy because routine-intensive
occupations are the middle wage occupations and medium skill/education-level employ-
ment tends to be over-represented in these occupations at least in the US.'® I measure
ary,

added in US industries, averaged over the period 1993-2007. I add the interaction of this

using the share of compensation of medium education-level employees out of value

share with the inverse of IT Price to the specification (10). Panel D of Table 5 reports
the results from this exercise. The results for the main interaction term are close to the
main results in each regression. In turn, as expected, the estimated coefficient on this
additional interaction term has a sign opposite to the sign of the main interaction term.

In the specification (10), country-year fixed effects will not fully capture the trends in
relative wage rates if these vary among industries. Such a variation can be expected to
be weak according to Kambourov and Manovskii (2009). However, it can confound the
identification of § if the interaction term is correlated with it. In order to alleviate these
concerns, | include in the specification (10) industry group-year dummies and present
the results in Panel E of Table 5. I also add to the specification (10) the shares of wage
compensation of medium- and low-skill employees out of total wage compensation. The
data for these variables are from the EU KLEMS database. Panel F' of Table 5 reports
the results. In both cases, the results are very similar to the main results suggesting that
this is not likely to be a major concern.

The Online Appendix - Further Robustness Checks and Results provides a range of
additional robustness check exercises and results. I also perform all of these robustness
checks for the shares of employment in high, medium and low wage occupations among

gender and age groups.

13The Online Appendix - Education Levels in Occupation Groups offers an analysis of the relation be-
tween employment in middle wage occupations and medium education-level employment for European
countries.

17



5 Conclusions

The price of information technologies has fallen in the past few decades because of rapid
technological advances. In this study, I use evidence from 10 Western European countries
to identify the effect of the fall in IT prices on employment shares in high, medium and
low wage occupations in industries with high dependence on IT relative to industries
with low dependence on IT. Taken together, my results offer robust evidence that the
share of employment in high wage occupations has increased and the share of employment
in medium wage occupations has declined with the fall in IT prices in industries which
depend more on I'T compared to industries which depend less. In turn, I find no systematic
evidence that the fall in I'T prices affects the share of employment in the lowest paid
occupations and that similar results hold within gender and age groups. These results
corroborate the polarization hypothesis.

I find certain important differences across gender and age groups, however. The fall
in IT prices has increased the share of employment in high wage occupations and reduced
the share of employment in medium wage occupations among males by about 50 percent
less than among females in the industries which depend more on IT. In these industries,
it has also increased the share of employment in high wage occupations and reduced
the share of employment in medium wage occupations among old workers by about 50
percent less than among young and medium-age workers. A possible common explanation
for such results is that the comparative advantage of performing tasks specific to medium
and high wage occupations varies with gender and age. All in all, these results suggest a

need for a more nuanced view on the labor market effects of recent technological changes.

18



6 Tables and Figures

Table 1: Sample Countries, I'T Price and Correlations of I'T Dependence

A. Correlations

B. Basic Statistics for IT Price

Country Sample Period IT Dependence Mean SD  Min Max A IT Price
Austria 1995-2007 0.616 0.350 0.276 0.102 1.000 -0.087
Denmark 1993-2007 0.595 0.453 0.444 0.083 1.435 -0.097
Finland 1997-2007 0.920 0.218 0.149 0.077 0.562 -0.061
Germany 1993-2007 0.787 0.538 0.411 0.094 1.376 -0.092
Ttaly 1993-2007 0.935 0.451 0.438 0.083 1.404 -0.094
Netherlands 1993-2007 0.974 0.464 0.438 0.102 1.430 -0.095
Portugal 1993-2007 0.608 0.358 0.286 0.120 1.000 -0.088
Spain 1993-2007 0.914 0.496 0.385 0.127 1.280 -0.082
Sweden 1997-2007 0.909 0.545 0.230 0.228 0.849 -0.059
UK 1993-2007 0.916 0.490 0.408 0.105 1.249 -0.082

Note: Columns 1-2 of this table list sample countries and period. Panel A offers the pairwise correlations of the measure
of dependence on information technologies (IT Dependence) and the shares of IT capital compensation in the industries of
the sample of European countries. All correlations are significant at least at the 10% level. Panel B offers basic statistics
for the price of information technologies (IT Price). Column 5 of Panel B offers the average change in IT Price over the
sample period in each country (A IT Price). See Table 6 in the Data Appendix for complete descriptions and sources of

variables.

19



"So[qRIIRA JO $92In0s pue suolydiiosep aje1dwod 10y xipuaddy eje( oY) Ul g 9[qR], 99G "dseqejep
SINATS NH oY} Ul 31 I0] Byep Ou ST 219Y) asnedaq Amsnput (d HOVN) suosiog pasojdwry y3im SplOYasno SISA[eue oY) WOI} 9PN[IXd Os[e | "SISA[eue 9} WOIj papnoxs are () HOVN) serpog

pue suorjeziue3i() [RLI0ILLID)-RIIXH pue ‘(N HOVN) uoneonpy ‘(T HOVN) £11andeg [eoog ‘uonensmuiwpy oqqnd ‘(D HOVN) Suidirent) pue Sutwijy ‘(g-v HOVN) Sulysig pue ‘Surjunyy
‘orn) o8y seunysnpur ‘(F10g) Te 10 soor) o} Aprerrurg ‘sousnput ojdures ur (eouepuedo( JJ) $0130[0UYD9) UOIJRULIOJUT UO ddUIPUdap JO aInseswl o) JO sonfea oY) SO0 g [oued -porrad
pue sorrjunod orduwres ssoloe ueye) oIe sofeloAy ‘sougsnpul sjdures ur suoryednodo sdem moO[ pue wnipow ‘Y3Iy ul sereys juowrAojdwe Jo soSetoar oy} SIOJO d[(e] SIY) JO | [ouRJ :9I0N

900°0 ¢9¢0 11¢°0 LeV0 (U O SOIHIAIIOY 9OTAISG [RUOSIS] PUE AYUNWUION) O}
20070 99¢°0 960°0 8€4°0 0vT N IO 81905 pue [ifesH
9100 091°0 10¢°0 6€9°0 0vT il SOUIATIOY SSUISNE pue ‘FuNuay ‘91eISH [y
L8070 0¢0°0 170 1990 0vT r UOTRIpOULIoU] [BloURULH
6100 L01°0 6590 vee0  Ovl I UOHEdIUNIUIO]) pue ‘93e103g ‘4I0dsuely,
70070 0990 1.0°0 6.¢°0 (U H SjuR.IME}Say pue S[e10H
810°0 €ve0 68¢°0 89¢°0 (U D Spooy) jo 1reday 9peI], 1LY PUR A[RSIAOYA
700°0 880°0 9€4°0 9.T°0 Ul q UOTIOTLIFSUOT)
010°0 190°0 6750 0660 OFI c| Addng 1032\ pue sen ‘AoLHoorg
G100 L8070 6€9°0 v.c0 0v1 a Surmyoeynuey
souepuada(] [ JO onfep 98RA\ MOT 98RA\ WNIPSJA ©8RA USIH SqO opoy) Arysnpur owreN Arysnpufy
oouapuada( LI g sa.40Yg quawhiojdws abvioay Y

oouapuada(] JJ pue serrsnpu] ojdureg ur soreyq juowsojdursy a8eIoAy :g 9[qR],

20



*So[qRLIeA JO

seoanos pue suolydirosap 99ejdwiod 10§ xipuaddy ®ie( oY) Ul g 9[qe], 998 *(G9 pue G UsemIaq) P[o pue ‘(G pur (g Usemjaq) ofe-wnipaw ‘(g pue GT usemiaq) Sunok :sdnoid oJe o901y ore
9I9YJ, oW} PUR SALIjUNO0D ‘sorrsnpur sydures ur sdnoid oSe pue 1epuad uryyim suoryednsdo afem mo[ pue wnipaw ‘YS1y ul yuswAo[jduwd Jo SaIey[s a1} I0J SOIISIPe)S JISe] SISO d[qe) SIYT, :PI0N

0260 2000 TIST'0 9020 96£T 03BA\ MO
0€8°0 8000 TI¥Z'0 TLE0 96LT o8\ WNIPAN
906'0 SF0'0 CLT'0 €270 96ET PIO o3eM USIH
6160 2000 Z6T°0 S0Z'0 E€8CT L86°0 ¢000 TE€C0 ¥.2'0 98ET OTeA\ MO
¥P8°0 60000 9¥C'0 €.£°0 €8€T 03y  €98°0 ST00 GZT0 T.8°0 98ET o8\ WNIPIN
I76°0 0F0°0 88T°0 ¢gh'0 E€8ET WNIPIN  9F]8'0 62L0°0 SPI'0 GGE'0 98ET Oeuwdq o8e\\ USTH
656'0 1000 8F¢0 T80 6SET 2060 00000 TLT0 6L1°0 GGEI 0ZBA\ MO
9¢6'0 LT0°0 S92°0 T12F0 6SET 868°0 000 GSZ'0 T8E0 T6ST o8eA\ WINPT
668°0 €100 ¢8T'0 G620 6SET  Sunox  §G6'0 8€0°0 &IE'0 OFF0 G6ET ORIV oSeM USIH
XeN  UIN (S ueON sqO  dnoirn)  XeN Ul dsS ueoN sqQ JIopuan) dnoix)

a3y uoryednoo()

sdnour) 2by wypm auvyg g

SAOPUIL) UIYPIM 2UDYS T

sdnoir) o8y pue Iopuor) Uryim suorpednod() a8ep\ MO pue WNIpo ‘YSIH ul juewrdojdwy Jo sereys :¢ o[qe],

21



[9A9]
%0T 9Y} 1@ 4 PU® [9A9] %G 9} 18 4, ‘[9A9] % T OY) e 90UROYIUSIS S9IRIIPUL 4., “INO po[[eljIed Usaq dARY SOIIUND IBOA-AIJUNOD pue AI)SNpUI-AIIUNOD 9I9YM [9POW 9} JO palenbs-y oY) ST
(Terared) gy ‘[oAo[-Teak-A1junod pue -AI13SNpur je paIoisn[d Aem-omy pue padder)sjooq are SIOLId prepuels 'sesayjuared Ul oIe SIOLIS PIePUR)S "POYIOUW UOI)ewI)so sorenbs jsea] oY) asn pue
soruunp IeaA-A19Unod pue A1ISNpuUl-AIJUNOd 9PN[OUl SUOISSEIZol [[y "S9[elIeA Jo s90Inos pue suorjdrosep 93o[dwod 10 xipuaddy ®ie( oY) UI g 9[qR], 995 "A[9A130adsal ‘(sinoy juswrAordure
ur) sIoxIom plo pue ‘ofe-wnipow ‘SunoA uryiim suolyednodo afem mol pue wnipew ‘YSiy ur juswAo[due Jo sereys oY) oIe sa[qelrea juepuadep ‘. pue ‘4 ‘(7 spued ul ‘A[oaryoadsar ‘soreuray
pue sofewl UIYMm suorjednddo o8em mo] pue wnipaw ‘yIiy ul juewkojduwie jo sereys o) ore so[qelrea juepuadep ‘) pue g spued u] ‘juewidojduwo Jo soreys o) ole so[qelres juopuadop
‘v Pued uj -seunysnpur ojdures ur suorpednodo ofem mo[ pue wnipew ‘YSiy ut juewkojdurd jo sereys oY) 10j (OT) uoryedoyrads oY) JO UOIJRUIIISS Y} WO SINSAI 9Y) SIOPO o[qe) SIYJ, 990N

100°0 L£0°0 0£0°0 000°0 880°0 190°0 000°0 6S0°0 16070 (Tenred) gy
96T 9G¢T 96e'T ere'T ePe'T ere'T 6TC'T 6181 6TS'T sq0O
(¢20°0) (L200) (¥€0°0) (610°0) (1£0°0) (¥£0°0) (020°0) (2¥0°0) (6£0°0) @01 d LI/T X
8200~ *xx0ET°0" ++x09T°0 $00°0- #5x%0EC 0" *xxGEC0 000°0 +5x02C 0" #xx612°0  Pouepuado(] I T
(€) (2) (1) (€) (2) (1) (€) (2) (1)
PIO vwypM A aby-wnpopy usyp M Hq bunog wwyppm
000°0 290°0 0S0°0 000°0 $G0°0 070°0 000°0 zero €80°0 (Tenred) gy
L¥ET VALl VALl 7881 78e'1 78T 09¢°T 09¢°'1 09¢'1 8q0
(610°0) (€£0°0) (¥£0°0) (020°0) (820°0) (820°0) (610°0) (¥20°0) (L20'0)  ®oug LI/T X
HO0.0 **%Nmm.ou *%*mmm.o ﬁoo.ou ***NmH.O| ***@mﬁ.o mO0.0u ***ﬂHN.Ou ***Nﬁm.o @OQ@@Q@Q@Q LI
(€ (2) (1) (€) (2) (1) (€) (2) (1)
$ADWAT UIYPLM "D SN WYRM g ny v

98BA\ MOT oFeAp\ WNIPOJN ©O8eA\ USIH  98BA\ MOTT O8RA\ WNIPOJN 08B\ USI  98BA\ MO 0S8BAA WINIPOJA 98CA\ USIH

suoryednod() 98eA\ MO pue WNIPaJ ‘YSIH Ul sereys juemAo[dwy I10J S}NSY UIRIN :F S[R],

22



[9A9] %0T 9Y2 18 4 PUR [9AD] %G 9D 18 4, ‘[9AS] YT I 1@ 90UBOYIUIIS S9IRIIPUI 4, INO po[[eIIIed U89 9ARY SN IRoA-AIJUNod
pue A19Snpur-AI1junod 2I9YMm [opowr oY) Jo parenbs-y oy st ([e1ured) g ‘[A9[-TeoA-AIJUnod pue -AI1ISNpur e parojsn[d Aem-omj pue padder)sjooq ore sIolI prepue)g ‘sesoyjuared ur ore
s1o119 pIepuelg ‘sppued Sururewal oY) ul sarenbs jses] pue g [eued ul INNO deis-g ST poyjewr uoryewr)ss oy, -(91ey a8ep) [[S-Mor] pue arey oep) [[IS-WNIps]y) uorjesuaduwod afem
2109 Jo 9no seokojdwo [I}{s-MO[ pue -wnipow Jo uoljesuaduiod o3em Jo sareys ayj (QT) uorpeoyreds oY) 03 sppe J [Pued ‘O pue N (g) pue 3 pue r (§) I pue H (¢) ‘D pue g (g) ‘H pue g
(1) :seugsnpur GHYN HS1p-1 ojdures jo sdnoid ¢ oxe o1oy ], “(0T) uoryeoymoads oYy 0} serwwnp reed-dnois Arpsnput sppe 7 pued *2Lo 10y £xoi1d e s yorym ‘eouspusdo(] [[IS-WNIPS]\ PUL
9011 LJ/T Uoem1aq UOIoRILUL 99 ((OT) Uoreoyroads ayy 01 sppe (7 [ourd ‘(eouspuedo Tejidey)) [eydeo JJ-uou uo sarrjsnpul jo souspuadop o) pue (9011 [eyde))) ooud [ejdeo JJ-uou
JO 9SIOAUL 91} U9M)Dq UOIIdRISUI OY) (QT) uoryesyeds ayj o) sppe ) [pURJ "S9[(RLIRA [RUOINIPPR UM ((OT) uoryeoymads oY) juowsne -9 spued ‘[000°0 > 4 ‘0% #8 = (6 ‘1) ] 1ueoyrusis
A8ty st o1gs19els J o3eas 981y oY, (9911 D) SoI3o[ouyde) uoljedrunuiod jo 9ord 9y Jo 9sieAul oY) pue souepusdo( J,] Ue9MID( UOIJORIDIUI 9Y) SUISN POIUSWINIISUL ST ULID) UOIJORIDIUL
oY} oIoyM (()T) UOIjedoyrdads oY) JO UOIJRUIIISO O} WIOIJ S}NSOI o) SI9JJO & [oURJ ‘SOLIJSNpUl SsoIde uorjesuodwiod [ JO UOIINQLIISIP 8Y) Jo o[ijuadied G/, oY) uey) Ioy3iy uoljesuodurod T ]
dA®RY JRY) SOLIISNPUI SopN[OxXe ‘Ieak pue A1junod sidures yoes ul ‘Yorym sjduues ® I10J S)NSSI ) SISPO |/ [duRd 'S[[09 Ieah-A1junod-LAmsnpul urgym dnois uorjednodo Suipuodseliod aYj) Ul oIeYS
JuowrAo[dws st o[qerrea yuopuadep oy ], ‘suoiednodo ofem mo| pue wnipaw ‘ySry ur juswidorduwe Jo sareys oy} I10J () UOIIedOYIOads 91} JO UOIJRUIIISO 9} WIOI] SHNSAI oY) SIOJJO d[qe) SIY T, 910N

900°0 9L1°0 L0T°0 000°0 900 LE00 000°0 8GT°0 z01'0 (rennred) gy
086 086 086 09€°T 09€‘T 00€°T 09€°T 09€°T 09€°T sq0
(901°0) (¢80°0) (0¥1°0) oyey] a8ep
I1T°0- #+G6T°0 G80°0- [IB[S M0
(120°0) (670°0) (060°0) opey o8eA
60T°0- +x58€T°0 820°0- [[B[S WnIpapy
(200°0) (£00°0) (£00°0) ooud II/T X
100°0- ++xE10°0 +xxC10°0-  @oupuado(] [[IS-WMIPOIN
(€€0°0) (€€0°0) (6£0°0) (¥20°0) (0£0°0) (¥£0°0) (610°0) (L20°0) (0£0°0) ooud LI/T X
0€0°0- ***mwm.ou ***mom.o 0100 ***@@ﬁ.ou ***wwﬂ.o 010°0- ***O@ﬁou ***ﬁﬁﬂ.o @ugwﬁgwgwa LI
(€) (c) (1) (€) (c) (1) (€) (2) (1)
§910Y 26D 1714G-MOT PUD ~WNIPI A SAUNUWN(T DIX X dnosr) fiugsnpuy oy ouapuUda(T 1124 S-WNIPIP (T
0000 9210 980°0 000°0- zero0 €800 0000 1ST°0 €80°0 (Tennred) ¢y
09€‘T 09€°T 09€°T 09€°T 09€‘T 00€‘T €96 €96 €96 sq0
(180°0) (6T1°0) (¥21°0) oot1 reyden /1 x
L¥0°0- £L02°0- #+782°0 eouepuada(] reyde)
(810°0) (¥20°0) (920°0) (910°0) (L20°0) (620°0) (7%0°0) (090°0) (L50°0) oo LI/T X
G000~ ++%602°0- N 4 ¥ A1) 8T0°0- +x%£08°0- +xx182°0 120°0 #x59TT 0" #+%G6€°0 oouepueda(] I
(€) (2) (1) (€ (2) (1) (€) (2) (1)

uapuada(T opndv)

$2)QDIIDA (DIUDUWINIISUT "]

sanugsnpuy uoyvsuadwio) LT YU o/M ¥V

o8eA\ MOT oFep\ WNIPO]N ©3eA\ YSIH

98BA\ MOT oFep\ WNIPO[N o8eA\ YSIH

o8B\ MOT  9FRA\ WNIPOJN o3eA\ USIH

SO[qRIIRA [RUOT}IPPY PUR SO[(RIIEA [RJUSWINIISUT ‘SUOIIONIISIY ojdureg - s)NsSoy Ioymng :G o[qe],

23



Figure 1: The Price of Information Technologies (IT Price)
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YEAR

Note: This figure illustrates the evolution of the price of information technologies relative to the price of value added p;p
(IT Price). This relative price is averaged across countries. See Table 6 in the Data Appendix for complete descriptions
and sources of variables.
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Figure 2: Employment Shares in High, Medium and Low Wage Occupations in High and Low
IT Dependence Industries
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Note: This figure illustrates the differences in the trends of employment shares of high, medium and low wage occupations
in industry-country pairs with high and low fall in IT prices and high and low IT dependence. The curves with square tick
symbols are the difference between the employment shares in industries with high IT Dependence and industries with low
IT Dependence among countries and years where and when the fall in IT Price is relatively high (HF&HD - HF&LD). The
curves with triangle tick symbols are the difference between the employment shares in industries with high IT Dependence
and industries with low IT Dependence among countries and years where and when the fall in IT Price is relatively low
(LF&HD - LF&LD). The employment shares in this figure are the residuals from an OLS regression of employment shares
on country-industry and country-year dummies. In each of the four groups, these shares are averaged over countries and
industries. An industry has high (low) dependence on IT if its IT Dependence is above (below) the median IT Dependence
across industries. For a given year, the fall in IT Price in a country-year pair is relatively high (low) if the fall in IT Price
(relative to its previous level) in that pair is lower (higher) than the median change in IT Price across countries in that
year. It is sufficient to compare countries according to the change in IT Price because IT Price has declined everywhere.
See Table 6 in the Data Appendix for complete descriptions and sources of variables and for the assignment of occupations
into high, medium and low wage groups.
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Data Appendix

Table 6: Definitions and Sources of Variables

Variable Name

Definition and Source

Capital Dependence

Capital Price

CT Price

IT Dependence

IT Price

Medium-Skill Depen-

dence

The share of non-IT capital compensation out of value added in US indus-

tries, averaged over the period of 1993-2007. Source: EU KLEMS.

The price of investments in physical capital relative to the price of value
added in sample industries. It is averaged across industries, within countries
and years. I use the inverse of this measure in estimations. Source: EU

KLEMS.

The price of investments in communication technologies relative to the price
of value added in sample industries. It is averaged across industries, in each
country and year. I use the inverse of this measure in estimations. Commu-
nication technologies include telephones, telephony related equipment, and

equipment to connect to the internet. Source: EU KLEMS.

The share of IT capital compensation out of value added in US industries,
averaged over the period of 1993-2007. Source: Author’s calculations using

data from EU KLEMS.

The price of investments in information technologies relative to the price
of value added in sample industries (p;r). It is averaged across industries,
in each country and year. I use the inverse of this measure in estimations.
Information technologies include computers and machines which use and

depend on computers. Source: EU KLEMS.

The share of wage compensation of workers with medium-level of education
out of value added in US industries, averaged over the period of 1993-2007.
Medium-level of education corresponds to secondary to post-secondary and

non-tertiary education (3-4 of ISCED-97). Source: EU KLEMS.
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Table 6 — (Continued)

Variable Name

Definition and Source

Medium-Skill ~ Wage

Rate

Low-Skill Wage Rate

The share of wage compensation of workers with medium-level of education
out of total wage compensation in the industries of the sample Western
European countries. Medium-level of education corresponds to secondary
to post-secondary and non-tertiary education (3-4 of ISCED-97). Source:
EU KLEMS.

The share of wage compensation of workers with low-level of education
out of total wage compensation in the industries of the sample Western
European countries. Low-level education corresponds to pre-primary to

lower-secondary education (0-2 of ISCED-97). Source: EU KLEMS.

Group

Description

Age Group

High IT Compensation

Industries

Occupation  (Wage)

Group

There are three age groups: young (between 15 and 30), medium-age (be-

tween 30 and 45) and old (between 45 and 65).

The industries that have IT compensation higher than the 75 percentile of
the distribution of IT compensation across industries within each sample
country and year. Source: EU KLEMS.

Occupations are grouped into three wage groups: high, medium and low
wage. High wage occupations are ISCO-88 12, 13, 21, 22, 24, 31, 32 and 34.
Medium wage occupations are ISCO-88 41, 42, 71, 72, 73, 74, 81, 82 and
83. Low wage occupations are ISCO-88 51, 52, 91 and 93. See Table A in
the Online Appendix - Tables and Figures for occupation names. Source:

Goos et al. (2014).

Data Sources: December 2015 release of the EU Labour Force Survey database; March 2011 update of
November 2009 release of the EU KLEMS database (and March 2008 release of the EU KLEMS database

for Portugal).

Industry Sample (NACE rev. 1): D, E, F, G, H, I, J, K, N, and O.
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Online Appendix to “Automation and Job Polarization: On the
Decline of Middling Occupations in Europe”

Vahagn Jerbashian®

A Online Appendix - Further Robustness Checks and

Results

This section presents the results from further robustness check exercises. It also offers
additional results. I conduct robustness checks with respect to the sample of years, in-
dustries, and countries, identifying assumptions and variation in the data, and measures.

Figure 2 suggests that there can be differences in the trends of employment before and
after 2001. I estimate the specification (10) restricting sample period to 1993-2001 and
present the results in Panel A of Table B. Import competition can matter for employment
shares in high, medium and low wage occupations (Autor, Dorn, and Hanson, 2015).
Panel B of Table B reports the results when I exclude from the sample Manufacturing,
the tradable industry. All of these results are qualitatively no different from the main
results offered in Panel A of Table 4.

The measure of I'T dependence is defined as the share of I'T capital compensation in
US industries out of value added, averaged over the sample period. Around 90 percent of
the variation in the share of I'T capital compensation in US industries is at industry level
according to Table E. Therefore, this measure is likely to identify technological differences
across industries. However, this measure of dependence would be valid for the current

exercise if US industries are technologically similar to the industries of the sample Western

*University of Barcelona, BEAT, and CERGE-EI. Correspondence address: Av. Diagonal 696, 08034
Barcelona, Spain. E-mail: vahagn.jerbashian@ub.edu. Phone: +34934034890.
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University in Prague, and the Economics Institute of Academy of Sciences of the Czech Republic.
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European countries. This seems to be the case according to the correlations reported in
Table 1.

In order to alleviate potential concerns, I use data from the sample Western European
countries to construct an alternative measure of dependence on information technologies,
IT Dependence EU. IT Dependence EU is defined as the share of I'T capital compensation
out of value added in industries of the sample Western European countries, averaged over
the sample countries and period. The correlation between this measure and the main
measure of dependence is 0.944.? T estimate the specification (10) with this measure and
report the results in Panel A of Table C. These are qualitatively no different from the
main results.

According to equation (2), industry-level variation in factor input levels can affect
the values of I'T Dependence. This can bias the coefficient on the interaction term in the
specification (10) in a non-trivial manner. In order to alleviate potential concerns, I make
use of the fact that it is sufficient to have a correct ranking of industries according to
their dependence on IT. Chen et al. (2016) and Jerbashian and Kochanova (2016, 2017)
utilize similar measures of dependence on information and communication technologies,
and rank correlations of I'T Dependence with their measures are very high. I rank sample
industries according to the value of IT Dependence using positive, equidistant weights
which sum to one. I call this ranking IT Dependence RW and use it is a measure of
dependence in the specification (10). The results with this measure reaffirm the main
results and are reported in Panel B of Table C.

I use the prices of information technologies to analyze the effects of recent technological
changes on employment. This involves trade-offs. The prices of information technologies
are usually better measured and constructed under less strict assumptions than the series
of capital, for example. The variation of prices is more likely to reflect exogenous technical
changes than the variation in investment and capital series because the latter entail
an additional margin of decision making. However, the series of prices of information

technologies might not fully reflect the actual technological change in I'T and the adoption

2 According to Table F, industry-level variation explains more than 50 percent of the variation of the share
of I'T compensation out of value added in industries of the sample Western European countries.



of new information technologies. In Panel C' of Table C, I use real investments in IT
relative to real value added in sample industries (IT Investments), instead of 1/IT Price, in
order to alleviate such concerns.® The estimate on the interaction term is significant and
positive for the share of employment in high wage occupations. It is negative for the share
of employment in medium wage occupations. These results corroborate the hypothesis for
job polarization. They suggest that, as investments in I'T have grown, industries which
depend more on IT have increased the demand for high wage occupations and reduced
the demand for medium wage occupations more than industries which depend less.

Left-hand side variables in all regressions are shares and are between 0 and 1. I
estimate the specification (10) using Tobit with (0,1) censoring. Panel A of Table D
summarizes the results. These are almost identical to the main results.

I also estimate the specification (10) for all NACE 1-digit industries for which there
are data in the ELFS and EU KLEMS databases. Panel B of Table D reports the results,

which are very close to the main results.

Not Reported Robustness Checks and Results

I continue performing robustness checks, but do not report the results for brevity. Off-
shoring can matter for employment shares according to Goos, Manning, and Salomons
(2014), although its effect in industries with different levels of dependence on IT is not
clear a priori. To check whether offshoring can affect the results, I exclude from the
analysis occupations which have offshorability score higher than the 75th percentile of
offshorability index offered by Goos et al. (2014). Excluding these occupations does not
have any significant effect on the results.

In the main text, I compute employment shares in industry-occupation pairs using
(usual) weekly hours worked. I have checked that the results are robust to using the
number of persons employed instead of the number of hours.

The possible changes of employment in manual tasks are disregarded in equation (6).

3The correlation between IT Investments and the price of information technologies relative to the price of
value added (IT Price Ind) is -0.381 and is significant at the 1% level. IT Price Ind has large temporal
variation, relatively small variation across countries, and almost no variation across industries according
to Table G.



As a robustness check, I compute industry-level employment as a sum of employment
in high and medium wage occupations and compute employment shares in industry-
occupation pairs using this measure of employment. The results which I obtain are very
similar to the main results for high and medium wage occupations.

An alternative way of measuring the dependence on IT uses the share of IT com-
pensation of the industries of the sample Western European countries and allows it to
vary across years and countries. Another alternative measure predicts I'T Dependence
EU using the measure identified with US data, I'T Dependence. I use these alternative
measures and obtain results very similar to the main results. I also obtain reaffirming
results when I use the main dependence measure on information and communication
technologies of Chen, Niebel, and Saam (2016). Moreover, the results are robust to using
the sample initial value of the share of IT capital compensation out of value added in
US industries as a dependence measure. Standard errors are somewhat inflated with this
measure, however, which can be because of a higher amount of noise.

A flexible way of controlling for possible trends and differences in initial values is to
include the lagged dependent variable in the regression. I do so and obtain results which
are qualitatively similar to the main results.*

In the main text, the coefficient of interest [ is identified from within country tem-
poral variation of 1/IT Price, industry-level variation of IT Dependence, and within
country-industry-year-level variation of the interaction term. As a robustness check, I
disregard country-level variation taking the averages of the shares of employment and
1/IT Price across countries and estimating a version of specification (10) with industry
and year dummies. I obtain results which are similar to the main results, though the
inference regarding the differences across gender is somewhat weaker. I also estimate the
specification (10) with a full set of industry-year dummies instead of industry group-year
dummies as in Panel E of Table 5. In this exercise, [ is identified from within country,
industry, and year variation, which disregards the significant and omnipresent advances

in information technologies over time. I obtain results which are qualitatively similar to

4This exercise might be taken with a caution because of the fixed effects estimation and the resulting
mechanical endogeneity of the lagged dependent variable.
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the main results, though the estimates of 8 are insignificant and relatively small. The
estimates of § become significant and very close to the main results when I drop from the
sample Southern European countries Italy, Portugal, and Spain, which have very rigid
labor and product markets.

There can be problems with the kinkiness of the data which can be observed for some
occupation groups. I fit third order polynomials on the shares of employment in each
occupation group-industry-country triple using time variation. I use these polynomials in
the estimation of the specification (10). The results that I obtain are similar to the main
results. I also drop the first and the last percentiles of the distribution of employment
shares in each country. Again, the results are close to the main results.

I use the March 2011 update of the November 2009 release of the EU KLEMS database
for all countries except Portugal. For Portugal, I use the March 2008 release of the EU
KLEMS database. I exclude Portugal from the sample of counties and obtain results
which are similar to the main results. In the ELFS and EU KLEMS databases there is
information for the Czech Republic and Slovenia. I include these countries in the analysis.
This does not effect the results.

I use all the available temporal variation in order to identify . This allows to fully
utilize the significant and omnipresent advances in information technologies over the
sample period. I also attempt to estimate [ using long differences. I take the differences
between sample initial and end values in industry-country pairs in the specification (10)
and estimate it for those differences including industry-fixed effects in it. This exercise
provides estimates of # which have the same sign as the main estimates, but are not
statistically significant. A reason for this is that taking long differences reduces the
number of observations by about 10 times.

I perform all these robustness checks for the shares of employment in high, medium
and low wage occupations within gender and age groups. I obtain results which are
similar to the main findings.

The number of observations has a small variation in samples which I use for estima-

tions for gender and age groups. I check that all the results hold in case the panels are



restricted to be the same.

There have been country-level changes in employment composition of genders and
age groups in high, medium and low wage occupations. Such compositional changes
can confound the results if they are more pronounced in industries with higher a;r and
are not because of the fall in IT Price, but are correlated with it. To rule out such an
explanation, I include an interaction of Industry Dependence and the country-level share
of employment in the corresponding occupation group among gender and age groups in
the specification (10). I obtain results which are qualitatively similar to the main findings.

Trends in female labor supply can confound the results for that group and the iden-
tified differences between genders. This concern is somewhat alleviated with the test
showing that the results are robust to the inclusion of lagged dependent variable in the
regression. I also obtain estimates of 3, which are very similar to the estimates in Panel
C of Table 4, when I estimate the specification (10) using data for the year 2000 and
after. In this period, trends in female labor supply are much less pronounced. Cerina,
Moro, and Rendall (2017) show that polarization trends in female labor supply are more
pronounced among married females than among not married females. I check that the
estimates of 3 are very close the estimates in Panel C' of Table 4, when I estimate the
specification (10) for married, as well as not married, females.

There can be differences in intensive and extensive margins of adjustment of employ-
ment among males and females. The EU LFS database is a repeated cross-section, and
one way to check this tests whether the results are different from the main results in
Panels B and C' of Table 4 among young males and among young females (age from 15
to 30). I find that the results for young males and among young females are not different

from the main results.

Education-level Groups
I retrieve information from the ELFS database on the levels of education to check that the
results for within education-level groups are similar to the main results in Panel A of Table

4. There are three levels of education in this database: pre-primary to lower-secondary



(low; ISCED-97 0-2), secondary to post-secondary and non-tertiary (medium; ISCED-97
3-4) and tertiary (high; ISCED-97 5-6). I compute the number of hours worked in each
of these education-level groups for all occupation group-industry cells in sample countries
and years and the share of employment in high, medium and low wage occupations within
these groups.

I estimate the specification (10) for the shares of employment in high, medium and
low wage occupations within education-level groups. Similarly to the main results, the
fall in I'T prices has increased the share of employment in high wage occupations, reduced
the share of employment in medium wage occupations, and has had no robust effect on
the share of employment in low wage occupations within these groups. Moreover, the
effect of the fall in I'T prices on employment shares of medium-educated workers in high
and medium wage occupations is about twice as much as on employment shares among
highly educated and low-educated workers.

Michaels, Natraj, and van Reenen (2014) use US data to argue that medium-educated
(medium-skill) workers tend to be the most specialized in routine-intensive tasks. Their
argument suggests that medium-educated workers have the highest az,. Admittedly, it
might seem somewhat surprising then that the fall in I'T prices has had a larger effect on
medium-educated workers from the lens of the theoretical model presented in the main
text. This can warrant a further investigation. It suggests that either the theoretical
model might not be very well suited for explaining differences in the results for low-,
medium- and highly educated workers or the correspondence between education levels
and occupation/task groups is weaker in European countries than in the US. The next
section provides suggestive evidence for the latter.

The results from all not reported robustness checks are available upon request.



B Online Appendix - Education Levels in Occupa-

tion Groups

Michaels et al. (2014) offer evidence from 11 developed countries (including Western Eu-
ropean countries) that information and communication technologies (ICT) have changed
skill demand. According to their findings, these technologies have increased the demand
for highly educated workers at the expense of the demand for medium-educated workers.
Michaels et al. (2014) argue that their results stem from a firm correspondence between
education levels and employment in high, medium and low wage occupations groups and
tasks performed in these occupation groups. In particular, they use US data to offer
evidence that the fraction of highly educated workers is the highest in high wage occupa-
tions and, similarly, the fractions of medium- and low-educated workers are the highest
in medium and low wage occupations, correspondingly.

This evidence motivates my use of the share of wage compensation of medium-
educated workers out of value added in US industries as a proxy for ap,. It also motivates
my use of the wage compensations of medium- and low-educated workers as proxies for
the compensations of workers in medium and low wage occupations. Nevertheless, I show
below that the latter two proxies might be taken with some caution. The firm correspon-
dence argued by Michaels et al. (2014) is not straightforward to replicate for occupations
groups, industry aggregates, and the sample of European countries, which I use.

Table H reports education levels within high, medium and low wage occupations av-
eraged over sample countries, industries, and years. The shares of workers with high-
and medium-level of education within high wage occupations are almost identical. The
average share of workers with medium-level of education is the highest within medium
wage occupations. However, this average is not statistically significantly different from
the average share of workers with low-level of education in medium wage occupations.
The shares of workers with medium- and low-level of education within low wage occu-
pations are almost identical. Nevertheless, there are very few workers with low-level of

education in high wage occupations and highly educated workers in medium and low



wage occupations.

Table I reports correlations between wage rates of highly, medium and low educated
workers and employment shares in high, medium and low wage occupations. The cor-
relation between high-skill wage rate and employment share in high wage occupations
is positive. Similarly, the correlations between medium-skill and low-skill wage rates
and employment shares in medium and low wage occupations are positive. Taken to-
gether, this evidence suggests that there is a correspondence between education levels

and wage/occupation groups in European countries. However, it is not a very strong one.



C Online Appendix - Tables and Figures
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Table B: Robustness Checks - Sample Restrictions

High Wage Medium Wage Low Wage  High Wage Medium Wage Low Wage

A. Sample Period Till 2001 B. W/o Tradeable Industries
(1) (2) (3) (1) (2) 3)
IT Dependence ~ 0.211*** -0.170%+* -0.041 0.217%%* -0.213%** -0.004
x 1/IT Price (0.062) (0.060) (0.032) (0.026) (0.025) (0.018)
Obs 780 780 780 1,224 1,224 1,224
R2 (Partial) 0.035 0.031 0.002 0.087 0.133 0.000

Note: This table offers the results from the estimation of the specification (10) for the shares of employment in high,
medium and low wage occupations. The dependent variable is employment share in the corresponding occupation group
within industry-country-year cells. Panel A offers the results from the estimation of the specification (10) where years
after 2001 are excluded from the sample. In Panel A, IT Dependence is defined as the share if IT capital compensation
out of value added in US industries, averaged over 1993-2001. In Panel B, tradeable industries (Manufacturing, NACE D)
are excluded from the sample. See Table 6 in the Data Appendix for complete descriptions and sources of variables. All
regressions include country-industry and country-year dummies and and use the least squares estimation method. Standard
errors are in parentheses. Standard errors are bootstrapped and two-way clustered at industry- and country-year-level. R2
(Partial) is the R-squared of the model where country-industry and country-year dummies have been partialled out. ***
indicates significance at the 1% level, ** at the 5% level, and * at the 10% level.
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Table D: Robustness Checks - Tobit and All Industries

High Wage Medium Wage Low Wage  High Wage Medium Wage Low Wage

A. Tobit B. All Industries
(1) (2) (3) (1) (2) (3)
IT Dependence  0.217*** -0.212%%* -0.005 0.204*** -0.207*** 0.003
x 1/IT Price (0.025) (0.025) (0.018) (0.029) (0.024) (0.015)
Obs 1,360 1,360 1,360 1,895 1,895 1,895
R2 (Partial) 0.040 0.057 0.000

Note: This table offers the results from the estimation of the specification (10) for the shares of employment in high,
medium and low wage occupations. The dependent variable is employment share in the corresponding occupation group
within industry-country-year cells. Panel A offers the results from the estimation of the specification (10) using Tobit
with (0,1) censoring. In Panel B, I add Agriculture, Hunting, and Fishing (NACE A-B), Mining and Quarrying (NACE
C), Public Administration; Social Security (NACE L), Education (NACE M), and Extra-territorial Organizations and
Bodies (NACE Q) to the sample of industries. See Table 6 in the Data Appendix and Table J for complete descriptions
and sources of variables. All regressions include country-industry and country-year dummies. Standard errors are in
parentheses. Standard errors are clustered at industry-level in Panel A. The estimation method is least squares in Panel
B, and standard errors are bootstrapped and two-way clustered at industry- and country-year-level. R2 (Partial) is the R~
squared of the model where country-industry and country-year dummies have been partialled out. *** indicates significance
at the 1% level, ** at the 5% level, and * at the 10% level.

Table E: ANOVA for the Share of IT Compensation in US Industries

Source Partial SS df MS

Total 0.037 149 0.000
Industry 0.033 9 0.004
Year 0.001 14 0.000

Industry x Year 0.002 126 0.000

Note: This table reports the results from an ANOVA exercise for the share of IT compensation of US industries out of
value added. The variation in the data are at industry-year level, and I perform ANOVA along each of these dimensions.
The number of observations is 150, RMSE = 0.
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Table F: ANOVA for the Share of IT Compensation in Industries of Sample Countries

Source Partial SS  df MS
Total 0.290 1359 0.000
Industry 0.150 9 0.017
Country 0.042 9  0.005
Industry x Country 0.062 81  0.001
Year 0.005 14 0.000
Year x Industry 0.008 126 0.000
Year x Country 0.005 112 0.000

Year x Industry x Country 0.018 1008 0.000

Note: This table reports the results from an ANOVA exercise for the share of IT compensation in industries of the sample
Western European countries out of value added. The variation in the data are at industry-country-year level, and I perform
ANOVA along each of these dimensions. The number of observations is 1360, RMSE = 0.

Table G: ANOVA for IT Price Ind

Source Partial SS  df MS

Total 186.629 1359 0.137
Industry 0.498 9 0.055
Country 9.717 9 1.080
Industry x Country 0.656 81  0.008
Year 170.875 14 12.205
Year x Industry 0.278 126 0.002
Year x Country 2.865 112 0.026

Year x Industry x Country 0.555 1008  0.001

Note: This table reports the results from an ANOVA exercise for the price of information technologies relative to the price
of value added (IT Price Ind). The variation in the data are at industry-country-year level, and I perform ANOVA along
each of these dimensions. The number of observations is 1360, RMSE = 0. See Table 6 in the Data Appendix and Table
J for complete descriptions and sources of variables.
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Table H: Shares of Education Levels in High, Medium and Low Wage Occupations

Education  Occupation

Level Group Obs Mean SD Min Max
High High Wage 1338 0.415 0.201 0.016 0.943
Medium 1338 0.417 0.180 0.034 0.858
Low 1338 0.168 0.166 0.000 0.900
High Medium Wage 1334 0.111 0.093 0.000 0.599
Medium 1334 0.537 0.203 0.031 0.939
Low 1334 0.352 0.214 0.005 0.967
High Low Wage 1204 0.065 0.053 0.000 0.588
Medium 1204 0.437 0.196 0.017 0.900
Low 1204 0.498 0.207 0.014 0.981

Note: This table offers basic statistics for the shares of workers with high-, medium- and low-level of education within
high, medium and low wage occupations in sample industries, countries, and years. There is a variation in the number
of observations within wage/occupation groups. The results are almost identical to the results reported above when the
sample is restricted to a balanced panel for all wage groups. The results also almost identically repeat for each year in the

sample. See Table 6 in the Data Appendix for complete descriptions and sources of variables.

Table I: Correlations between Wage Rates and Employment Shares

1 2 3 4 5
1. High-Skill Wage Rate
2. Medium-Skill Wage Rate -0.691
3. Low-Skill Wage Rate -0.133 -0.625
4. Employment Share in High Wage Occupations 0.594 -0.227 -0.331
5. Employment Share in Medium Wage Occupations -0.353 0.176 0.140 -0.567
6. Employment Share in Low Wage Occupations -0.092 -0.014 0.120 -0.195 -0.697

Note: This table report pairwise correlations for compensations of high-, medium- and low-skill eomployees relative to
value added and employment shares in high, medium and low wage occupations. The variation in the data are at industry-
country-year level. The correlation between medium-skill wage rate and employment share in low wage occupations is
insignificant at any conventional level of significance. All remaining correlations are significant at 1% significance level.
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Figure A: Employment Shares in High, Medium and Low Wage Occupations in Sample Countries
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Note: This figure illustrates the trends in the shares of employment in high, medium and low wage occupation groups.
These employment shares are averaged over the sample countries. See Table 6 in the Data Appendix for the assignment of
occupations into high, medium and low wage groups.
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Figure B: Employment Shares in High, Medium and Low Wage Occupations in High and Low
IT Dependence Industries within Genders
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Note: This figure illustrates the differences in the trends of employment shares of high, medium and low wage occupations
within genders in industry-country pairs with high and low fall in IT prices and high and low IT dependence. The curves
with square tick symbols are the difference between the employment shares within genders in industries with high IT
Dependence and industries with low IT Dependence among countries and years where and when the fall in IT Price is
relatively high (HF&HD - HF&LD). The curves with triangle tick symbols are the difference between the employment
shares within genders in industries with high IT Dependence and industries with low IT Dependence among countries and
years where and when the fall in IT Price is relatively low (LF&HD - LF&LD). The employment shares in this figure are
the residuals from an OLS regression of employment shares on country-industry and country-year dummies. In each of the
four groups, these shares are averaged over countries and industries. An industry has high (low) dependence on IT if its
IT Dependence is above (below) the median IT Dependence across industries. For a given year, the fall in IT Price in a
country-year pair is relatively high (low) if the fall in IT Price (relative to its previous level) in that pair is lower (higher)
than the median change in IT Price across countries in that year. It is sufficient to compare countries according to the
change in IT Price because IT Price has declined everywhere. See Table 6 in the Data Appendix for complete descriptions
and sources of variables. See Table 6 in the Data Appendix for the assignment of occupations into high, medium and low
wage groups.
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Figure C: Employment Shares in High, Medium and Low Wage Occupations in High and Low
IT Dependence Industries within Age Groups
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Note: This figure illustrates the differences in the trends of employment shares of high, medium and low wage occupations
within age groups in industry-country pairs with high and low fall in IT prices and high and low IT dependence. The
curves with square tick symbols are the difference between the employment shares within age groups in industries with high
IT Dependence and industries with low IT Dependence among countries and years where and when the fall in IT Price
is relatively high (HF&HD - HF&LD). The curves with triangle tick symbols are the difference between the employment
shares within age groups in industries with high IT Dependence and industries with low IT Dependence among countries
and years where and when the fall in IT Price is relatively low (LF&HD - LF&LD). The employment shares in this figure
are the residuals from an OLS regression of employment shares on country-industry and country-year dummies. In each of
the four groups, these shares are averaged over countries and industries. An industry has high (low) dependence on IT if
its IT Dependence is above (below) the median IT Dependence across industries. For a given year, the fall in IT Price in a
country-year pair is relatively high (low) if the fall in IT Price (relative to its previous level) in that pair is lower (higher)
than the median change in IT Price across countries in that year. It is sufficient to compare countries according to the
change in IT Price because IT Price has declined everywhere. See Table 6 in the Data Appendix for complete descriptions
and sources of variables. See Table 6 in the Data Appendix for the assignment of occupations into high, medium and low
wage groups.
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Table J: Additional Definitions and Sources of Variables

Variable Name

Definition and Source

IT Dependence EU

IT Dependence RW

IT Price Ind

IT Investments

The share of I'T capital compensation out of value added in the industries
of sample Western European countries, averaged over sample countries

and period. Source: Author’s calculations using data from EU KLEMS.

I rank sample industries according to their values of IT Dependence using
positive, equidistant weights which sum to one. IT Dependence RW is

this ranking. Source: Author’s calculations using data from EU KLEMS.

The price of investments in information technologies relative to the price
of value added in sample industries. In contrast to I'T Price, this variable

is not averaged across industries. Source: EU KLEMS.

The ratio of real investments in information technologies and real value

added in sample industries. Source: EU KLEMS.
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D Online Technical Appendix

In this section, I consider a two-sector extension of the model presented in the main text
and endogenize the allocation of information technologies between sectors. I show that
parameter o is a primary and key source of variation in the main measure of dependence
on information technologies, which is defined as the share of compensation of information
technologies out of value added.

I assume that final output is given by
Y = vovg, (11)
where o1 > 0, 09 > 0, 01 + 09 = 1, and

£

e—1 e—1 e— «
Y, = (CYIT,JTi © F oo TR ) 1 Ty i=12. (12)

I also assume that ayp; > agrge so that industry 1 depends on information technologies
more than industry 2. Total supplies of factor inputs are given by IT = /\]/7\’, Tgr, and
Ty.

It follows from equations (11) and (12) that the demand for the output of industry 4

(1 =1,2) and the demand for factor inputs of that industry are given by

and
T
ITy=aq— L85 Py (14)
Oé]Tﬂ'[Ti ¢+ OCTRTR; Prr
e—1
o, ThE .
Thi=a Twthi Py (15)
ar T, © + ap, Ty PTr
Ta; = (1—a) 20y, (16)
Py

where I have normalized the price of final output to 1.
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Equilibrium allocations of information technologies and task inputs in industries can

be solved from equations (12)-(16) and market clearing conditions

ITy + ITy = AT, (17)
Tri+Tro =Tk, (18)
Tag +Tao =Ty (19)

It is straightforward to show that these allocations are given by

Tg — TR71 _ <OéIT,1)5 IT - IT, (20)
Tr1 arr,2 I,
e—1
IT% T%TRl o1Tr —Tgra
arpildy © +arglpy ’ ’
ar, (Tr — Tr1) I
e—1 e—1"
arr2 (IT — ITl) < 4+ Ty (TR — TR71) €
e—1
aT T,® T Ty—1T
5711 R,1 Al LA Al (22)

e—1 -
= =T Tp — T
a]T71]T1 + aTRTR,l R1 R R1

e—1
ar, (Tr —Tra) ©

e—1 e—1"

aIT,Q (IT—]T1> € —|—OéTR (TR_TR,l) €

where the first two equations solve for the allocations of information technologies and

routine tasks, and the last equation solves for the shares of abstract tasks in industries

(the allocations of abstract tasks).

In this model, the shares of compensation of information technologies out of value

added in industry 1 and 2 are given by

e—1

a 1Ty €
pIT[Tl o IT1 Tr
Q —1

Py, Yi IT &
arra _TR,ll + ar,
e—1

a arT 2 € 1Ty 2
prrlTy ITA \arry ) \Tra
=« e—1

pYQY'Z o QT2 € 1Ty € +
T Tra Tr

orT,1

s
= )
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Clearly, these shares are equal when a7 = a;r2 and

prrITh prrlTs
>
%% le Pys YVQ

when arr1 > ajr2, which means that industries with a higher a;r have a higher share
of compensation of information technologies. I utilize exactly this relationship in the
empirical analysis.

There can be confounding factors which create a variation in the shares of compensa-
tion of information technologies. According to this model, one such factor can be ag, if it
is different across industries. I check the robustness of the empirical exercise to variation
in ag, in Panel F of Table 5. Moreover, I check that the proxy for dependence on IT is
highly correlated with other proxies commonly used in the literature.®

It can also be shown that the key results of the model presented in the main text hold
in this general equilibrium setting. After some algebra, it can be shown that the share of
abstract tasks in industry 1 increases relative to the share of abstract tasks in industry
2 as A grows. The share of routine tasks in industry 1 declines relative to the share of

routine tasks in industry 2 with A:

Taq Ta2
Tri+Ta1" Tro+Tap

TR, Tro <0
ANy +Tan" Tro +Tap '

>0,

& Sl

&)

The price of information technologies falls as A grows.®

SIndustry specific subsidies for the use of IT also can create confounding variation. Such a variation can
be expected to be weak given that the shares of IT compensation are highly correlated across countries.
Moreover, it is likely to be minimized with the use of US data which is arguably the closest to the laissez
faire.

6Tt is also possible to endogenize the supply of labor to tasks as in the main text and show that the share
of employment in abstract tasks grows with A and it is lower in industries with a lower ajr, as well as
in groups of labor which have a higher ar, 7.
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