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ABSTRACT Machine Learning as a Service platform is a very sensible choice for practitioners that want
to incorporate machine learning to their products while reducing times and costs. However, to benefit their
advantages, a method for assessing their performance when applied to a target application is needed. In this
work, we present a robust uncertainty-based method for evaluating the performance of both probabilistic and
categorical classification black-box models, in particular APIs, that enriches the predictions obtained with
an uncertainty score. This uncertainty score enables the detection of inputs with very confident but erroneous
predictions while protecting against out of distribution data points when deploying the model in a productive
setting. We validate the proposal in different natural language processing and computer vision scenarios.
Moreover, taking advantage of the computed uncertainty score, we show that one can significantly increase
the robustness and performance of the resulting classification system by rejecting uncertain predictions.

INDEX TERMS Classification, machine learning, rejection systems, uncertainty.

I. INTRODUCTION
Recently, the progress on Artificial Intelligence, fostered by
the advent of technologies like Deep Learning (DL) and
Big Data technologies, is leading to extraordinary results
that even outperform humans in some tasks. Thanks to the
availability of humongous volumes of data and sophisticated
software architectures, companies are being able to release
high-performance prediction models by leveraging advanced
technologies such as computer vision or natural language
processing.

Sometimes, these pre-trained models are made publicly
available in a form that allows their ready application to a
target domain after some fine-tuning. However, many times,
companies develop these models as part of their machine
learning-as-a-service (MLaaS) strategy, including them in
their portfolio of APIs. In this case, customers are only able
to query these APIs for their particular use case and data. The
resulting predictions can then be integrated into their final
products as part of a more complex solution.

Because MLaaS is becoming a sensible option for
non-technological companies, some points must be
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considered before integrating APIs or third-party libraries
into their solution. First, as customers, in most of the
cases, they do not have either access to the internals of
those models nor to the data used to train them. It is
conceivable that the data used for training significantly
differ from the target domain and, despite the generaliza-
tion power of DL models, this domain shift may have a
significant impact on the ultimate predictive power. For
example, it might happen that the API does not fit exactly
to the target problem. Maybe the NLP model was trained
for a different variation of language, or maybe the out-
put categories of a visual classification model do not pre-
cisely match the type of images present in the target
domain.

There are many scenarios where the potential risks of
applying a pre-trained model to a different domain might
lead to unpredictable or harmful consequences. We can
consider, for example, the cases of medical diagnosis [1]
or self-driving cars [2]. This paper describes a method to
account for the accuracy risk of existing classification sys-
tems, identifying the quality and reliability of the predictions
in the target domain. In particular, the present work focuses on
the problem of using black-box models, such as pre-trained
language embedding models, third-party visual recognition
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models, or in general, trained models that are served as APIs.
We suppose that the internals of the model are not disclosed
or are obfuscated to the practitioner.

In particular, when in front of high-stakes decisions,
it is usually better to weight the decision according to the
certainty and confidence than to assume hard predictions
for all cases. The goal of the present paper is to present
a method for estimating the uncertainty of a black-box
model. The presented method allows us to assess what
the model does not know when applying the black-box
system to a target application and to propose a rejection
mechanism based on the uncertainty associated with each
prediction.

More specifically, we introduce a deep learning wrapper,
based on the Dirichlet distribution, that given any black-box
classification system allows the measurement of three differ-
ent uncertainty sources, namely:
• uncertainty associated with cases that are close to the
decision boundary,

• uncertainty associated with cases that, while being far
from the decision boundary, get overconfident but erro-
neous predictions,

• uncertainty associated with out of source distribution
cases.

These measures may serve as a prophylactic measure
against the possible changing environment or distribution
shifts in the data when the system is deployed. Moreover,
we prove that the proposed method is valid for multinomial
output category distributions as well as for hard categorical
classification systems, where the output is a single category
value.

We additionally show that the uncertainty score obtained
employing the proposed wrapper is a suitable metric for
rejection techniques. The wrapper improves the state-of-the-
art in the cases of overconfident wrong predictions and out-
of-distribution samples. It provides competitive results in the
case of samples that are close to the decision boundary.

The wrapper is validated in a large variety of problems,
including natural language processing and computer vision
problems. Besides showing ablation studies on the parame-
ters of thewrapper, we discuss the practical use of thewrapper
when the black-box and the target domain have a different
number of classes, or even new classes, and compare it with
calibrated methods.

The rest of this paper is structured as follows. In Section 2,
we review previous works related to the estimation of
uncertainty in DL and its usage in rejection systems.
Section 3 introduces the wrapper proposed for modelling the
uncertainty through a Dirichlet distribution and in section 4,
we describe how to use this metric for rejecting uncertain
prediction, thus increasing the performance of the black-box
classifiers as applied to the target domain. Section 5 moti-
vates the method proposed with a toy scenario. In section 6,
we describe the two scenarios employed for illustrating the
proposed method and validate its effectiveness and section
7 holds the results obtained, including an ablation study of

different alternatives in the design of the wrapper. Finally,
section 8 concludes the article.

II. RELATED WORK
This section includes an overview of previous works that
have explored the role of uncertainty in deep learning models
and different strategies for estimating it. Next, we survey
the literature about classification with rejection methods and
discuss how to measure their performance.

A. UNCERTAINTY MODELLING METHODS
In machine learning in general and deep learning classifiers
in particular, two main types of uncertainty have been consid-
ered: epistemic and aleatoric. Epistemic uncertainty corre-
sponds to the uncertainty associated with the model. This is to
which extent the training data determine our model. In prin-
ciple, we could reduce this type of uncertainty by training the
model with more data. In the black-box setting studied in this
paper, this option is not possible, as we do not have access to
the model internals. The other type of uncertainty, aleatoric
uncertainty, is related to the data measurement process and
can not be reduced by adding more samples to the training
process.When referring to this last type of uncertainty, we can
consider two different scenarios:
• Homoscedastic uncertainty, when the level of noise
derived from the measurement process remains constant
for all the data samples.

• Heteroscedastic uncertainty, when the level of noise
derived from the measurement process depends on data
samples.

Different types of uncertainty must be measured differ-
ently. Given a training data set, D, composed by pairs of data
points and their corresponding labels, D = {(xi, yi)}, i =
1 . . .N , and given a new sample x∗, our task is to predict its
corresponding label y∗, assuming a parametric model with
parametersW (corresponding to the black-box). Our goal can
be understood as the estimation of the conditional distribution
of the outputs:

p(y∗|x∗,D) =
∫
W
p(y∗|x∗,W )p(W |D)dW (1)

Eq.1 shows the origin of both uncertainty terms. p(y∗|x∗,W )
depends on the application of the model to the input data,
while p(W |D) is measuring how the model parameters
depend on the training data. Thus, the first term is mod-
elling the aleatoric uncertainty, as it measures how the output
is affected by the input data given a model. Furthermore,
the second term is modelling the epistemic uncertainty as it
measures the uncertainty induced by the parameters of the
model.

In the literature of deep learning, we can find different
approaches for modelling the uncertainty in classification
systems. Most of them are focused on epistemic uncertainty
(they focus on the term p(W |D) from Eq.1), and they try to
estimate the probability distributions of the parameters of the
model. In [3], authors present a probabilistic backpropagation
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approach for training Bayesian neural networks. In those
networks, model parameters are modeled as probability dis-
tributions, making them account for uncertainty in parameters
and predictions naturally. In [4], authors propose a more
straightforward method for inducing variability in the param-
eters by introducing aMonte Carlo Dropout as a proxy for the
probabilities of the weights. On prediction time, they use the
variance of the predictions to obtain a measure of uncertainty.
In [5], authors apply Monte Carlo Dropout for computing the
uncertainty in classification problems on computer vision.
All these works propose different ways for accounting for
epistemic uncertainty by introducing elements or changing
the model internals. However, in the present work, we are
dealing with black-box models. As such, we can neither
alter the definition of the model nor access to the internals.
The impossibility of altering the parameters of the black-box
model prevents the estimation of epistemic uncertainty.

Thus, focusing on the heteroscedastic aleatoric uncertainty,
we assume a given model with parameters W , and we try to
model the probability distribution on the output p(y∗|W , x∗).
Kendall at al. [5] proposed a way to compute aleatoric uncer-
tainty by modelling the logits of the output as independent
Gaussian random variables. They also proposed the use of
different metrics to measure uncertainty [6]. Alternatively,
and based on the seminal work of Fernandes and Oliveira [7],
some recent papers [8], [9] proposed the use of the Dirichlet
distribution for modelling the output of the network. Addi-
tionally, some authors have proposed the use of Dirichlet
output distributions for detecting out-of-sample data points
[10], [11]. However, these works present two main issues
that prevent them from being applied in the black-box setting.
First, they need to have access to the internals of the model in
order to inspect its weights or to modify the model architec-
ture. Second, the uncertainty model is learned together with
the classifier. These characteristics prevent the use of these
approaches in black-box models.

Alternatively to the commented approaches where uncer-
tainty is measured by accessing the original model, we can
also consider uncertainty metrics that can be directly derived
from the discrete probability distribution of the output of
the classifier. Different metrics can be inferred from this
distribution, such as v. It is worth noting that these methods
can only capture one kind of uncertainty: that related to the
samples that are close to the boundary. As we show in the
experimental section, our method can capture a richer set of
uncertainty types and also allows for computing uncertainty
in hard decision scenarios.

B. CLASSIFICATION WITH REJECTION TECHNIQUES
The process of abstaining on producing an answer or discard-
ing a prediction when the system is not confident enough
can be found under different names in the machine learn-
ing literature: Rejection Methods, Selective Classification,
Abstention, or Three-Way Classification. The most common
approach sets a threshold based on a givenmetric and discards
predictions accordingly. Following the ideas proposed in the

seminal work of [12], where the authors set a threshold for
rejection with which to minimise the classification risk, other
works like [13]–[16] consider different cost-based rejec-
tion models based on the output responses of deep learning
models.

Alternatively, other works [14], [17], [18] include a term
for the rejector in the loss that is learned together with the
classifier. Following a similar approach, in [19], the authors
propose to omit noisy labels in order to improve the training
process. These works have in common the approach of con-
sidering a fixed-cost for the abstention, in which the classifier
incurs a fixed cost every time the abstain option is invoked.
On the contrary, in [20], authors set a fixed fraction of input
samples, δ, in which the learner is allowed to abstain without
incurring any costs. They propose a plug-in classifier that
employs unlabelled samples to decide the region of absten-
tion and derive an upper-bound on the excess risk. Another
strategy is followed by authors of [21], where they propose
to train the model together with a particular loss function for
rejection. In this case, though, they fit a model specifically
for each degree of coverture chosen a priori.

The main limitation of the methods described so far is the
fact that they jointly learn the classification model together
with the rejection function. Unfortunately, in a black-box
scenario, re-training the model is not an option.

Finally, the evaluation of the performance of classifica-
tion with rejection models usually use standard metrics such
as accuracy or F1-score for obtaining accuracy-rejection
curves (ARC) [22] or 3D receiver operating characteris-
tic [23]. Other works focus on the rejection of multi-label
classification systems [24]. These approaches present limi-
tations as they are not able to determine the optimal rejection
rate by comparing the performance of the classifiers. Beyond
the ROC space, some authors [25] have analysed different
representation spaces to build a rejection system, mainly the
cost-reject (CR) and the error-reject (ER) space. The first
one adapts better to the case we are considering in this
work, where we do not have fixed cost criteria. Nonetheless,
in this article, we follow the approach introduced in [26],
where authors propose three different performance measures
for evaluating the best rejection point that overcomes the
previous restrictions, namely non-rejected accuracy, and clas-
sification and rejection quality.

III. MEASURING UNCERTAINTY IN BLACK-BOX SYSTEMS
Our goal is to estimate the uncertainty in the predictions of a
black-box model. Thus, we propose a wrapper algorithm that
takes a black-box model and operates on top of it. As such,
there are several constraints to observe. First, we need to
exclusively operate on the inputs and outputs of the black-box
classifier. We are not allowed to use any intermediate or
internal value of the black-box model. Second, the input of
thewrapper has to be compatible with the original distribution
over the output classes. Finally, the wrapper must be able
to operate on both probabilistic and categorical classification
systems.
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As we have shown in the literature review, there are dif-
ferent ways of modelling the uncertainty in deep learning
models. In [5], [27], authors use independent Gaussian ran-
dom variables to model the pre-activation value of the logits
and Monte Carlo sampling to obtain the variance of the final
output. In our opinion, independent Gaussian distributions
impose unnecessary assumptions and need for additional nor-
malization steps. Here we consider a more natural approach
for the output distribution and suppose it can be modelled by
a Dirichlet probability distribution, following [8], [10], [11].
Again, the problem with these approaches is that they do not
conform to the black-box constraints here imposed, as they
need to train the model and to have access to internal param-
eters. We propose a new method that combines a Dirichlet
output distribution with a Monte Carlo sampling method that
allows for modelling the uncertainty while observing the
black-box restrictions. This approach results in a model that
is compatible with both hard and soft predictions.

A. DIRICHLET CONCENTRATION REPARAMETERIZATION
We denote with Dtarget the data set of our target application.
This is the data corresponding to the domain we want to
apply the black-box classifier, f bb. Dtarget is composed of
pairs {(xi, yi)}i=1...N , where yi ∈ RCtarget and Ctarget is the
number of different classes. This data set is usually different
from that used to train the black-box model. When applying
the black-box model to our data, we obtain a new prediction
ŷtarget = f bb(xtarget ).

Sometimes, the original black-box model may have been
trained with a slightly different set of target labels, Cbb, than
our domain. Thus we also consider a mapping functionm that
maps the classes from one set to the other, m(y) : Cbb →
Ctarget .

A wrapper is defined as a model, f w, that considers a
black-box and operates on its inputs and outputs while poten-
tially adding new features:

yw = f w(f bb(x), x). (2)

Initially, we will consider the output of the black-box clas-
sifier, f bb(x), to be a vector representing the multinomial dis-
tribution associated to the probabilities of belonging to each
of the output classes. Later we will relax this assumption and
consider pure hard categorical outputs. The proposedwrapper
changes the black-box output vector into a random variable
that follows a Dirichlet distribution, modelling, therefore,
the probability of the multinomial black-box output where w
are the parameters of the wrapper:

p(yw|x,m(ybb),w) ∼ Dir(α), (3)

We will also impose the wrapper to preserve the translated
multinomial output m(ybb) of the black-box in expectation:

E(yw) = m(ybb). (4)

We propose to use a decomposition of the concentration
parameter in two terms to relate the output of the black-box

classifier,1 ybb, with the concentration parameter, α, in the
Dirichlet distribution of the wrapper. To that effect, we recall
some basic statistics of the Dirichlet distribution.

Given a Dirichlet random variable x ∈ RC with concentra-
tion parameter α ∈ RC , the expected value of the distribution

is defined as E(xi) = αi/
C∑
k=1

αk .

Observe that the expected value has the same properties as
a probability distribution and that the output of the black-box
ybb ∈ RC can also be regarded as a probability distribution.
In this sense, we could directly use the of the black box as the
concentration parameter. However, by taking advantage from
the fact that each term of the concentration parameter is not
necessarily constrained to the interval [0, 1], we introduce a
new scalar parameter, β ∈ R that allows the wrapper to adapt
the distribution properties to the input data:

α = βybb. (5)

Introducing this parameter fulfills the constraint in Eq.4,
i.e. E(yw) = ybb.

By means of this decomposition, while the output of the
black-box classifier stands for the mean, parameter β defines
the shape of the distribution. This approach share similarities
to the decompositions present in other works in a different
context2 [8], [10], [11].
This decoupling allows to effectively isolate the contribu-

tion of the black-box and the value of parameter β. Figure 1
shows the integration of the wrapper (in light green colour)
with the black-box classifier (in grey). Observe that the wrap-
per consists of two blocks. First, the Dirichlet reparame-
terization layer of the wrapper that decouples the influence
of the black-box model from the rest (see the dashed line).
Then, a deep learning architecture3 which aims to compute
the scalar value of β.

Moreover, the figure also shows a possible decomposition
of the most usual building blocks:
• A latent representation block that adapts the to the nature
of the input data (e.g. recurrent models or embeddings
for natural language processing, or convolutional blocks
for image data).

• A standard feedforward/convolutional block that
squeezes the information into the single output parame-
ter β.

B. INFERENCE IN THE DIRICHLET SETTING
Similarly to [5], we approximate the expected value of the
classification probabilities using Monte Carlo sampling. The
main difference here is the fact that we sample the learned
Dirichlet distribution to directly obtain the output instead of

1For the sake of simplicity. Without loss of generalization, in this section,
we assume an identity m function so that m(ybb) = ybb

2It is worth noting that in the context of those works, there is a degradation
in performance when using Dirichlet. This degradation does not happen in
our case since the black-box model is non-mutable.

3The architecture used in this figure corresponds to the one used in the
experimental section.
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FIGURE 1. Model used to estimate the aleatoric uncertainty from the original
black-box model.

each of the logits individually for each sample, as follows,
whereM is the number of times we sample from the Dirichlet
distribution:

yw ∼ Dir(α), E[yw] =
1
M

M∑
m=1

ywm, (6)

This expectation, obtained from the samples drawn from
the resulting Dirichlet distribution, defines the outcome of the
model. During the learning phase, we use the minimization
of a loss function, that in the present work is split into two
terms. The goal of this separation is to use an alternating
learning schema that will allow to train the estimation of the
uncertainty for the target training set and also model out-
of-distribution points. For the former, we use a regularized
version of the cross-entropy loss function [28]:

Lale(W ) = −
1
N

N∑
i=1

1
C

C∑
c=1

yi,c logE[ywi ]c + λ‖β‖2

= −
1
N

1
C

N∑
i=1

C∑
c=1

yi,c log
( 1
M

M∑
m=1

ywm,i,c
)
+ λ‖β‖2

(7)

Observe that we introduce the norm of the β value in
the minimization function. This term is required since the
unregularized cross-entropy forces the value of β to grow
unbounded. By adding this term, we control its growth and
govern the trade-off with a scalarization parameter λ.
The second term of the lossminimizes theKullback-Leibler

divergence between the expected output and a Uniform dis-
tribution over the labels [29]:

Lood (W ) = KL(U(y)‖E[yw]) = KL(U(y)‖
( 1
M

M∑
m=1

ywm)
)
(8)

Both losses are combined into the final training loss as
follows,

L(W ) = (yo)Lale(W )+ (1− yo)Lood (W ) (9)

where, in order to enable the alternating learning scheme
when modelling the out-of-distribution, we include an addi-
tional label yo that is used to change among both losses and
identifies whether the sample corresponds to the target data
set or to an additional set that is modelling out-of-distribution.
To this effect, the original training set gets augmented with a
set of inputs that are intentionally out of the original distribu-
tion. For example, in natural language processing, the added
elements might belong to a domain different from the target
problem. In computer vision, they might be images from
categories not present in the target application. The label, yo,
will tell whether the input belongs or not to the distribution:

C. OBTAINING AN UNCERTAINTY SCORE FROM THE
WRAPPER
Modelling the output of the black-box model with the
described Dirichlet layer allows studying the variability of the
parameters of the black-box output distribution. UsingMonte
Carlo simulation, we can characterize the heteroscedastic
aleatoric uncertainty. Similarly to what Gal et al. did in [6]
with the Gaussian variables associated with the logits, in this
case, we can directly sample from the Dirichlet distribution.

Then, we can use standard techniques for measuring uncer-
tainty like variation ratios or predictive entropy.
Variation ratios measures the variability of the predictions

obtained from sampling [30] by computing the fraction of
samples with the correct output. This heuristic is a measure
of the dispersion of the predictions around its mode. To that
respect, for a given data point x we can sample M output
vectors from the Dirichlet wrapper ytx , t = 1 . . .M , and
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compute the variation ratios as follows,

VR = 1−
fc∗

M
where fc∗ =

∑
t 1[y

t
x = c∗], and c∗ corresponds to the sam-

pled majority class,

c∗ = arg max
c=1,...,C

M∑
t=1

1[ytx = c]. (10)

Alternatively, predictive entropy considers the average
amount of information contained in the predictive distribu-
tion. In our case, this corresponds to the vectorial output
of the black-box. Results with low entropy values corre-
spond to confident predictions, whereas high entropy leads
to large uncertainty. Since the output of the black-box model
ym already describes a probability distribution, one could
compute its predictive entropy and obtain a measure of its
uncertainty with

H = −
∑
c

ymc log ymc

However, as the wrapper allows us to model the variability
of the parameters of the black-box output distribution, we can
compute a different score based on the predictive entropy.
This score takes into account the variability of the predicted
value by sampling from the wrapper inferred distribution,
the sampled predictive entropy, defined as

H = −
∑
c

E[ŷ]c logE[ŷ]c. (11)

As we show in the experimental section, this latter
approach better captures the uncertainty compared to the rest
of the methods.

IV. CLASSIFICATION WITH REJECTION SYSTEM
So far, in this article, we have presented away tomodel uncer-
tainty in single-label classification problems. In this section,
we propose a rejection system for this type of classification
problems that takes advantage of the measured uncertainty.
In a rejection setting, the model is enhanced with a new class,
the rejection class. Thus, the final prediction becomes

ŷ =

{
f (x), if φ(x) < τ

reject, if φ(x) ≥ τ

Here, f (x) is the classifier without rejection, the function φ(x)
is a function on the input that evaluates the confidence of the
prediction model, and τ is a threshold value that indicates
the rejection point. Those predictions with lower confidence
than the given threshold are rejected, whereas those more
confident are predicted using the original classifier.

As mentioned in the review of related work, in the context
of the present work, the φ(x) function can not be learned
together with the classifier when it comes to pre-trained
black-boxes. In this case, wemust obtain the confidence score
from the input and the corresponding prediction. In proba-
bilistic classifiers, risk can derive from the observation of the

output probabilities employing different metrics, like Least
Confidence [31], Margin of Confidence [32] and Variation
Ratios and Predictive Entropy, as proposed in [6].

In the present work, we propose to use the entropy obtained
from the wrapper defined in Eq.11 as the φ(x) function to
model the uncertainty of black-box classification systems.
To validate that the proposed method better captures the
uncertainty in such models, we apply the performance mea-
sures proposed in [26]. In order to evaluate the rejection
metric, we split the dataset using two criteria: whether the
method Rejects the data point or Not; and whether the point
is Accurately classified,4 or Missclassified named as R, N,
A or M respectively. Using this terminology, we follow the
guidelines in [26] for rejection quality metrics. Using these
values, three quality metrics can be derived (and illustrated
in Fig.2):
Non-rejected
• Accuracy measures the ability of the classifier to clas-
sify non-rejected samples accurately. It is computed as
follows,

NRA =

∣∣A⋂N
∣∣

|N |

• Classification Quality measures the ability of the clas-
sifier with rejection to classify non-rejected samples
accurately and to reject misclassified samples. It is com-
puted as follows,

CQ =

∣∣A⋂N
∣∣+ ∣∣M⋂

R
∣∣

|N | + |R|

• Rejection Quality measures the ability to concentrate
all misclassified samples onto the set of rejected sam-
ples. It is computed as follows,

RQ =

∣∣M⋂
R
∣∣ |A|∣∣A⋂R
∣∣ |M |

An optimal rejection point will show a trade-off between
the three metrics, being able to divide misclassified predic-
tions from the right ones and preserve only those points that
provide useful information. The higher the value displayed,
the better that metric performs for rejection. An option to
automatize the selection of the rejection point could be to use
a method like [16], where they use a binary search to optimize
it.

V. ILLUSTRATION OF THE DIRICHLET WRAPPER AND
UNCERTAINTY MEASUREMENT
In this section, we introduce a toy scenario to illustrate the
intuition of the proposed method. Recall that we are dealing
with a black-box, single-label probabilistic classifier. The
outcome of this system consists of a probability distribution
ofC different possible categories. The original black-boxwas
trained to match the categorical distribution of the labels in an
unknown source domain.

4We measure accuracy by comparing the test label with the category that
holds a higher probability
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FIGURE 2. Rejection performance metrics as proposed in [26].

Here we propose to model the output of the black-box as
a Multinomial distribution. In this section, we show how,
by considering the output probabilities as generated by the
Dirichlet probability distribution and not as single-point esti-
mates, we can model more precisely different sources of
uncertainty.

We generate a total of 20000 two dimensional points cor-
responding to three different classes, each of them mod-
elled as a Gaussian distribution (Figure 3(a)). These points
are split into train, validation and test sets. We randomly
select 9600 points for training a classification model for the
three classes. The accuracy of the resulting classifier reaches
88.86%. We consider the trained classification model as the
simulated black-box.

In order to exemplify potential changes in the data distribu-
tion when applying the black-box to a different data domain,
we introduce in the test set a new set of points, labelled as
class 2, far from the class 2 original distribution. We can
consider these points as a new cluster from class 2 that was not
present in the source domain. Figure 3(d) shows the result of
applying the trained classifier to the test dataset. Note that the
new cluster falls in the class 1 region, inducing an erroneous
prediction for all these points. Now the black-box classifier
achieves a 71.76% accuracy score in the test data set.

Observing the decision regions defined by the classifier,
one can see three potential locations where predictions are
prone to bewrong. The first error-prone region corresponds to
the decision boundary between class 2 against the rest of the
classes. The second one corresponds to the boundary between
class 0 and class 1. Points close to these regions produce
uncertain predictions. The third region of high uncertainty
can be found in the area of the new class 2 cluster.

Figure 3 shows the results of applying the different meth-
ods for computing the uncertainty on this simple prob-
lem. Figure 3(b) shows the uncertainty measured by using
the softmax-response of the predictions obtained with the
black-box classifier. Figures 3(c) and 3(e) show the uncer-
tainty obtained by computing the predictive entropy and
variation-ratios respectively, by using a Gaussian random

variables for the logits. Finally, Figure 3(f) displays the uncer-
tainties obtained by using the proposed Dirichlet wrapper.
Figures show the uncertainty metrics computed for each
class, where the lighter the colour of the point is, the more
confident the associated prediction. Looking at the results,
we can see that the proposed method exhibits the best perfor-
mance, detecting all enumerated sources of uncertainty.

Looking in detail to Figure 3(b), we observe how this
metric can detect the uncertainty from the decision bound-
aries, but it is not able to identify the new cluster. We have
to recall that in this case, we consider the output of the
classifier as a single point estimate, and we try to compute
the confidence of the prediction based only on the output
probabilities. We, therefore, apply a method based on the
distance to the decision boundary of the predictions obtained,
the softmax response, traditionally used as the confidence
score for probabilistic classification systems.

In figures 3(c) and 3(e), we apply a method similar to
that proposed in [5] for capturing the aleatoric uncertainty.
We would like to recall that in this case, we need to access the
logits as they model the noise of the output predictions with
Gaussian random variables with a diagonal variance term for
each of the logits, u, as follows u ∼ N (f w(x∗), diag(σ 2(x∗))).
This approach models uncertainty through the σ parame-
ter expressing the variance of the distribution of the logits.
As detailed in section III-C, after modelling the logits as
Gaussian random variables, we still need to obtain a numer-
ical score for the uncertainty. Hence, we use two different
methods for obtaining such score: predictive entropy (Fig-
ure 3(c)) and variation ratios (Figure 3(e)). If we analyse the
results obtained with the two uncertainty metrics, we see that
each one focuses on a different type of uncertainty. Predictive
entropy can capture the uncertainty of points near the decision
boundary, similarly to softmax response. Variation ratios are
able to capture the uncertainty associated with the noisy class
two labels, while at the same time capturing some of the
uncertain points at the decision boundaries.

In order to understand this behaviour, we should examine
the value of the standard deviation for each random variable.
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FIGURE 3. Result of applying the black-box classification to the toy test dataset.

Observing the values for the σ parameter, we distinguish
three different behaviours. First, for points that are far from
the decision boundary between the original class 2 samples
and the rest, the values for the sigma tend to be close to 0.
As it gets closer to this boundary, the value of sigmas starts
to grow until 20. Finally, the class 2 points that correspond to
the new cluster at the bottom right, they all exhibit the higher
σ values, from 20 to more than 40.
Based on these observations, we can conclude that the

entropy of the original prediction heavily determines pre-
dictive entropy. As such, it can detect the uncertainty at the
decision boundary. However, it is not able to identify the new
class 2 cluster. All those points have a very confident (wrong)
prediction, resulting in a minimal probability for the correct
class. Then, even if the uncertainty associated with those
points is high, the effect of the sampling on those points is
diluted when averaging for computing the entropy value.

Regarding variation ratios, we observe more sensitiv-
ity for the different kind of uncertainties included in this
toy problem. First, for points in the decision boundaries,

subtle variations in their logit values likely forces a change
in the predicted class for some cases. This accounts for larger
uncertainty values associated with points close to the deci-
sion boundaries. More interesting is the new class 2 cluster.
Changes in the predicted label have a significant impact
in this case since we are merely counting changes and not
averaging them as in the case of predictive entropy. Thus,
even when the number of prediction changes is below 10%,
the associated uncertainty is higher compared to those points
that have no modifications.

Finally, Figure 3(f) shows the uncertainty score obtained
by using the proposed wrapper. Next subsection explicitly
analyzes this figure and builds the intuition of the different
types of uncertainty found.

A. ANALYSIS OF THE MEASURED UNCERTAINTIES WHEN
USING THE WRAPPER
Now we analyse some examples to see how the proposed
method works on different cases. To that effect, we will refer
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FIGURE 4. Examples of points from the toy problem together with the corresponding Dirichlet distribution.

to Figure 4, where different cases are plotted jointly with their
predicted Dirichlet distribution. The bottom line figures show
the contour and concentration of the points distributed in
the simplex of the three classes. Each class corresponds to
one of the corners of the triangle: the bottom left corner one
corresponds to class zero, the bottom right one to class one
and the top corner to class two.

1) EXAMPLE OF A VERY CONFIDENT PREDICTION
First, we consider a point from class 2 that belongs to the
original class 2 set at the left side of the figure. In this case,
we would expect it to have low uncertainty, as it corresponds
to a confident and right prediction. Figure 4(a) shows an
example of this case as a yellow star. The point belongs to
class 2, and the classifier outputs a prediction of [3.01e −
10, 2.75e − 11, 1.00e + 00], very confident of belonging
to class 2. After applying the wrapper, we obtain a beta
value of 0.11, quite high for the operational regime used. The
alphas in this case are [3.03e− 11, 2.77e− 12, 1.00e− 01].
Figure 4(e) shows the corresponding Dirichlet distribution.
In this example, we see that the points concentrate around
the top corner, that correspond to a very confident prediction
of class 2, which aligns with their mean value [2.54e −
08, 2.54e− 08, 9.99e− 01]. In this case, the entropy value is
very low: 3.86e− 10.

2) EXAMPLE OF A PREDICTION AT THE DECISION
BOUNDARY
Next, we examine a point from class 1 that corresponds to
the set at the bottom of the figure, but close to the decision
boundary between class 0 and 1. In this case, because the
prediction is not that confident, we would expect it to have a
higher uncertainty than before. The chosen point corresponds
to the yellow star in Figure 4(b).
The point belongs to class 0, and the classifier outputs a

prediction of [4.12e−01, 5.87e−01, 2.67e−06], predicting
the point as class 1 but with less confidence. After applying
the wrapper, we obtain a beta value of 0.084, quite high
for the operational regime used, but less than before. The
alphas in this case are [3.45e− 02, 4.91e− 0, 22.23e− 07].
As before, we observe the distribution in Figure 4 (f), where
we see a higher variance. We can see that there is a higher
probability concentrated around the line that connects class 0
and class 1. This is a clear indication that the confidence
in that prediction is small. In this case, the entropy is a bit
higher, 0.68.

So far, the uncertainty detected does not differ a lot from
what a softmax response in a well-calibrated classifier can
identify. The critical point of the proposed method lies in
its ability to detect overconfident predictions; this is high
confidence samples with wrong predictions.
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3) EXAMPLE OF A PREDICTION FOR WRONGLY LABELLED
POINTS
Consider now an example from class 2 in the new cluster. The
chosen point corresponds to the yellow star in Figure 4(c).
In this case, the point belongs to class 2, but the classifier
outputs a prediction of [1.13e− 03, 9.98e− 01, 8.86e− 24],
considering it to be class 1 with high confidence. Note that
despite the high confidence value, the prediction is wrong
if we are in the target domain. After applying the wrapper,
we obtain a beta value of 1.06e− 4. The alphas, in this case,
are [1.21e − 07, 1.06e − 04, 9.46e − 28] that produce the
density displayed in Figure 4(g). In this case, the distribution
shows large probabilities in the connections between class
1 and 0 and 2. Computing the expected value in this case,
we obtain [0.33, 0.33, 0.33] that corresponds to a value of
entropy of 1.09. This assigns the point with considerable
uncertainty.

4) EXAMPLE OF A NON-CAPTURED UNCERTAIN POINT
Finally, we would like to discuss a limitation of the proposed
method for the toy scenario described here. Let us analyse,
for example, a point that belongs to class 1 but is surrounded
by class 0 points. The point corresponds to the yellow star
in Figure 4(d). The point belongs to class 1, but the classifier
outputs a prediction of [9.93e− 01, 6.60e− 03, 3.07e− 08]
and considers it to be class 0 with high confidence. After
applying the wrapper, we obtain a beta value of 0.087, not
very small. The alphas, in this case, are [8.73e− 02, 5.80e−
04, 2.70e− 09] that produces the density distribution shown
in Figure 4(h).

In this case, we observe that the higher density values are
found around class 0 and 1. We can further see this effect
by observing that the values corresponding to those classes
are more significant in the expected value of the distribution,
[9.92e−01, 7.60e−03, 7.88e−10]. In this case, the entropy
is quite low, 0.044, and the wrapper fails to assign this point
a substantial uncertainty value. The Dirichlet wrapper is not
able to capture the wrong point, since, despite belonging to
class 1, it is in a zone with a very high concentration of points
labelled as 0.

5) EXAMPLE WRAP-UP
To sum up, we observe that for confident predictions,
the value of the beta parameter is much higher than for those
with high uncertainty. Here we would like to highlight that,
in the proposed model, β belongs to the interval [0, 1). This
interval differs from other approaches that use Dirichlet for
modelling the uncertainty, [9]–[11], where they work with
unbounded values bigger than 1 for the β value.Working with
values of β > 1 produces simpler uni-modal distributions.
On the contrary, in the regime of work used in this work,
the distribution is originally multi-modal, thus avoiding sta-
bility problems regarding the lack of control in the growth of
the parameter.

Working in the interval [0, 1), we observe that confi-
dent predictions usually take values of βs close to 0.1.

When drawing samples from the corresponding Dirichlet
distribution, this value alters a bit the expectation of the
output, but still produces similar values as before. In the
case of points where the black-box itself is uncertain (e.g.
those close to the decision boundary) the wrapper assigns a
lower β, around 0.05. This β still does not affect too much
the generated prediction samples drawn from the Dirichlet.
Thus, the final prediction keeps being uncertain. Finally, for
those predictions that are very confident but correspond to
very erroneous outcomes, the model estimates a very low β.
In this case, the Dirichlet is forced to output points with high
entropy, hence marking them as uncertain predictions.

Consequently, we claim that the proposed method seems
better to capture the notions of uncertainty in this sim-
ple problem when working with the soft predictions of the
black-box classification system. We now compare the results
of applying the proposed uncertain parameter for the rejection
system against the rest of the metrics analysed. Figure 5
shows the results of the three performance metrics described
in section IV. From left to right, the chart displays the value
of the corresponding metric after rejecting the percentage
of points indicated. We observe how the softmax-response
and Kendall’s entropy exhibit similar results, as they struggle
on detecting the noisy class 2 data points. The variation
ratios obtained with the wrapper shows a bit better result
than the previous two, but it is still insufficient to detect
wrong predictions at low rejection ratios. The two best results
correspond to Kendall’s variation ratios and the predicted
entropy obtained with the proposed wrapper. In the case of
the later, by rejecting only 20% of the less confident points,
we can increase the accuracy of the preserved data points
in almost 20 points, outperforming the results obtained with
Kendall’s method. Besides, we want to highlight that in the
case of the wrapper, the model has no access to the internal
details of the black-box.

B. EVALUATING OUT-OF-DISTRIBUTION SAMPLES
Following themotivation of theDirichlet wrapper and the role
of uncertainty as an excellent proxy for capturing noisy labels
when using black-box models in target applications, in this
section, we motivate the addition of the out-of-distribution
loss presented in section III.

Taking advantage of the toy problem introduced in the
present section, we will show how to train the model to
enable the detection of out-of-distribution data inputs. First,
we generate random points drawing samples from a Uniform
distribution centred around the original training distribution
of the wrapper. The goal of adding these points is to sim-
ulate potential out-of-distribution inputs that might arise in
prediction time. Next, we add these synthetic data points to
the training dataset defined as in figure 6 (a). To differentiate
between the two types of points, we add an extra label with
values yo = 1 for the original data points and yo = 0 for
the newly generated data inputs. With the augmented dataset,
we trained the wrapper model using the out-of-distribution
loss function as defined in equation 9.
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FIGURE 5. Classifier with rejection using different uncertainty metrics: softmax response, Kendall’s predictive entropy and variation ratios and Dirichlet
wrapper predictive entropy.

FIGURE 6. (a) Training set including out-of-distribution points from
U [−20,20] and (b) Uncertainty of points in U [−40,40] (The darker,
the more uncertain).

Figure 6(b) shows the results of applying the out-of-
distribution wrapper, the darker, the more uncertain the pre-
diction is. In order to validate the proposal, we further
draw the samples from a broader Uniform distribution, cor-
responding to a 100 × 100 bounding box around the test
points, instead of the 20 × 20 one used for training. In this
respect, we validate that the method generalizes for out-of-
distribution samples not seen during the training stage. The
results show that the out-of-distribution wrapper preserves
the ability to detect uncertain predictions, showing similar
results to those obtained in 3. Moreover, we also note how
the model identifies the new out-of-distribution points by
assigning a high uncertainty to those points.

To sum up, we conclude that the out-of-distribution wrap-
per here proposed is a handy tool for assessing the perfor-
mance of a black-box classifier given a new target appli-
cation. With only a small fraction of labelled data from
the target domain, we can train the model to estimate the
uncertainty of future predictions. This uncertainty can help
with the evaluation of different black-box APIs or can pro-
vide an actionable mechanism to improve the performance
of them in production through rejection strategies. We also
show how by augmenting the target datasets and using a
new loss function, we can deliver a more robust method
of uncertainty estimation that can prevent the model from

degrading in case of future changes in the distribution of the
inputs.

The experiment described in the present section validates
the proposed method as illustrated with a toy scenario. In the
next section, we showcase how the wrapper is also capable of
modelling uncertainty for more complex situations dealing
with real data.

VI. EXPERIMENTAL SETUP
This section contains the experiments carried out to validate
the effectiveness of the proposed model using real data. The
tests included aim at simulating the central use case of this
work, i.e. to evaluate the performance of a pre-trained black-
box in a target scenario, and how to respond when this per-
formance is not satisfactory.

In all the cases, we take a source domain with a large
number of labelled training samples and proceed to simulate a
black-box classification model for this source domain. Next,
we freeze this model and pretend its exposition as it was an
API part of an MLaaS platform.

We then change roles and act as a consumer of this API.
At this stage, we assume that we do not have any information
about the details of the API and we want to evaluate it when
applied to a given target domain with a small number of
labelled training samples. The first thing to do in this case is
to assess whether or not the output of the API, the predicted
categories, fit our problem or whether a mapping function
to adapt the API results to the target use case is required.
Then, we proceed to call the API for our target dataset and
obtain the output predictions, calling the mapping function
when needed. In order to simulate the case when the classifier
outputs hard predictions, we generate a new set of predictions
based on the probabilities obtained with the black-box. How-
ever, only the class with maximum probability is reported as
output.

Next, we take the target training samples together with the
predictions obtained to train the Dirichlet wrapper, after what
we can call it to estimate the uncertainty score associated with
each prediction. At this point, we can use the score to reject
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uncertain predictions or to evaluate the performance on each
class and decide whether to keep using the API, try another
one or collect more data to train our model.

Scenarios proposed to validate the method include use
cases in Natural Language Processing and Computer Vision.
In particular, we consider the problems of sentiment analysis
and image classification. In both cases, pre-trained models
are applied to solve different tasks than those for which they
were trained. This scenario shows how the use of uncertainty
to detect problematic examples can help in increasing the
overall quality of the predictions obtained for the new task.

Next subsections, validates the method in different use
cases and shows how to use it for rejecting erroneous pre-
dictions according to the predicted uncertainty.

A. A NATURAL LANGUAGE PROCESSING USE CASE
The impact of domain shift and the consequent domain
adaption of machine learning models is very relevant in the
field of natural language processing. Many previous works
have studied this issue in NLP tasks in general [33] and
sentiment analysis in particular [34], [35]. The central goal
of these contributions was to train models that are capable
enough to capture the differences between domains and be
able to generalize across them. Differently from these words,
our proposal focuses on the problem of detecting this shift
between the training dataset of an original black-box model
and the data of a given application and provide a means to
identify difficult examples that may lead to overconfident and
wrong predictions.

In order to validate the method proposed, we applied the
wrapper to an NLP-based sentiment analysis system applied
to product reviews. The experiment consists of training a
sentiment analysis classifier using reviews of a given domain
and evaluating the uncertainty of the predictions obtained
when applying the pre-trained model to a new domain.

To illustrate real scenarios, we include two types of exper-
iments: in the first one, we train the black-box with Amazon
products of a section with multiple reviews. These reviews
correspond to 1 to 5 stars assessments made by Amazon’s
users. Then we apply the black-box to reviews of another
department and evaluate the performance of the model.
The second experiment consists of training a model using
reviews of Yelp venues, rated as 1 to 5 stars, and apply the
model for IMDB movie reviews in a binary setting. In this
case, we need to provide themapping function that transforms
the original five classes to a binary problem. Finally, for
the sake of completeness, we also apply the Yelp classifier
to the Amazon’s product reviews and the Amazon classifier
to the SST-2, adapting in each case for the number of target
classes. In total it adds to 30 experiments.

The experiments are conducted using the following
datasets:

• Amazon Multi-Domain Sentiment dataset contains
product reviews taken from Amazon.com from many
product types (domains) [36]. The dataset consists of

TABLE 1. Datasets used for NLP experiments.

ratings from 1 to 5 stars despite 3-star reviews, i.e.
reviews with neutral sentiment were not included in the
original.

• Yelp challenge 2013,5 the goal is to classify reviews
about Yelp venues where their users rated them using
1 to 5 stars. This dataset is used to train the black-box
applied to the SST-2 problem. As mentioned, we need
to transform the Yelp dataset from a multiclass set to a
binary problem, grouping the ratings below three as a
negative review, and as positive otherwise.

• Stanford Sentiment Treebank [37], SST-2, binary ver-
sion where the task is to classify a movie review is
positive or negative.

Table 1 lists the datasets used for the NLP experiments.
We train a deep learning classifier for the big

datasets(Yelp2013 and Amazon’s music and DVD product
reviews) using a model based on a representation obtained
averaging the Word2vec embeddings [38] on the review
words. Once trained, we use the model to predict the sen-
timent using another the rest of the datasets.

After obtaining the predictions for each target domain,
we used the proposed Dirichlet wrapper to estimate the
uncertainty score for each prediction. Finally, we evaluate
the accuracy of the predictions using different values of the
uncertainty score for rejecting uncertain examples.

B. IMAGE CLASSIFICATION
Similar to the NLP case, in computer vision applications,
the adaptation of the trained models to new domains is essen-
tial. In the literature, one can find different works that tackle
the problem using different approaches [39], [40], includ-
ing the observation of discrepancies in the distributions of
both source and target domains or proposing a conditional
adaptation network for cross-domain image classification.
In our work, we focus on estimating the uncertainty of
every single prediction by applying the proposed wrapper and
use this uncertainty to discard overconfident and erroneous
predictions.

5https://www.yelp.com/dataset/challenge
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FIGURE 7. Mapping from the 1000 classes of ImageNet to the 10 of STL-10 based on the Wu-Plamer similarity of the
ImageNet sysnet as definied in WordNet to the corresponding STL-10 cateogry.

In this use case, we show how the proposedwrapper applies
in transfer learning scenarios. Here the simulated API, the
reference pre-trained model, are different Keras6 implemen-
tations of a MobileNet.V2 [41], DenseNet [42] and Incep-
tion.V3 [43] models, trained for classifying 1000 classes of
the ImageNet dataset [44].

As the target domain we use the STL-10 dataset [45]. Due
to the difference in the output categories, a mapping between
both domains is needed. Figure 7 illustrates the mapping
process used to adapt the ImageNet pre-trained models to the
10 STL-10 classes. Taking advantage of the fact that each
ImageNet label belongs to a SynSet in WordNet, we assign
a SynSet for each of the 10 STL labels. Next, we use the
Wu-Palmer Similarity [46] to find those ImageNet Sysnet that
are more similar to the chosen STL ones.

Thanks to this mapping method now we can assign
ImageNet predictions to the STL-10 labels. For each new
example, we use the ImageNet models to obtain the proba-
bilities for each of the 1000 categories. Then we use the map-
ping to get only the probabilities of the categories mapped
with the corresponding STL-10 classes. For each STL-10,
we compute the weighted average, considering the number of
assigned ImageNet classes for each STL-10 label. In addition
to the labels mapping, we needed to rescale the size of STL-
10 images, which were 96 × 96 × 3, to the ImageNet size,
224 × 224 × 3. Later on, we use these images together with
the corresponding predictions as the input for the Dirichlet
method to estimate the uncertainties.

Finally, we proceed in the same way as done in the former
case, using the uncertainty score to evaluate the performance
of different rejection points.

6https://keras.io/applications/

VII. RESULTS
This section presents the results obtained in the different
experiments carried out for both the NLP and CV domains.

A. RESULTS IN THE NLP DOMAIN
Figure 8 compares the performance metrics of the three
rejection measures: the entropy of the predictions of the
black-box (baseline), the predictive entropy of the wrapper
(pred. entropy ) and the predictive entropy of the wrapper
when applied to a categorical output of the black-box (pred.
entropy cat.).

First, we compare the two uncertainty metrics derived
from the wrapper when applied to soft and hard predictions
with the predictive entropy of the black-box. This metric
is obtained directly from the predictions of the pre-trained
model by computing the entropy over the softmax probabili-
ties. It is worth noting that one can replace predictive entropy
by other different metrics without differences in the results
(see Appendix A).Moreover, wewould like to remark that the
comparison with the predictive entropy obtained for categor-
ical predictions is included as a reference, taking advantage
of the fact that here we simulate the API. In the real world,
the baseline used here will not be available as it is based on
the output probability distribution.

On each experiment, the three pictures refer to the three
performance metrics (non-rejected accuracy, classification
and rejection quality) on each rejection point. The X-axis
corresponds to the percentage of points rejected at a given
point, and the Y-axis depends on each performance metric.
For the non-rejected accuracy, the value displays the accuracy
of the predictions for the non-rejected points. For the classi-
fication quality, the value shows the percentage of points that

VOLUME 8, 2020 101733



J. Mena et al.: Uncertainty-Based Rejection Wrappers for Black-Box Classifiers

FIGURE 8. Apply Amazon Music BB to Video reviews, Yelp 2013 BB to SST-2 movie reviews and Amazon video BB to SST-2 movie reviews.

are right and not rejected plus the wrong and rejected versus
all the points. Finally, the rejection quality corresponds to a
proportion between the rejection and the misclassification.
In the first and second metrics, the closer the value to 1 the
better, while in the third one values above 1 mean a good
rejection point. An optimal rejection point, therefore, will be
one that combines excellent performance in the three metrics.

To apply the rejection, we proceed as follows. For each
point in the test set, we proceed to apply the uncertainty
function. In the case of the black-box predictive entropy,
the value is obtained directly from the prediction, computing
the entropy of the probability distribution of the softmax.
For the Dirichlet predictive entropy and the variation ratios,
we apply the wrapper to the input and the corresponding
black-box prediction to obtain the uncertainty. Once we have
a value of the uncertainty for each point, we sort from more
to less uncertain, and we start to reject those more uncer-
tain. Each point in the X-axis shows the performance of the
resulting classifier after rejecting x%points in the test dataset.

Each line in the plots displays the performance of each of the
uncertainty functions compared.

According to the results obtained, the predictive entropy
obtained after the proposed method shows better behaviour
in all scenarios and metrics. As we remove more samples
according to the uncertainty, the proposed method displays
much better accuracy than its counterparts. These results val-
idate the hypothesis that the aleatoric uncertainty computed
by the wrapper effectively captures the confidence in the
prediction and the samples prone to error. Note that, although
our proposal performs much better, its absolute gain depends
on the scenario. In domains where there is a need to adapt
the original model to the particular target application, there
is more to gain by using the wrapper. If we observe the
classification quality (plot at the centre of each figure) and
the rejection quality, we can see that the proposed metric is
also excellent at rejecting the miss-classified points.

Concerning the predictive entropy for the categorical ver-
sion of the black-boxes, we observe that when compared with
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FIGURE 9. Non-rejected accuracy of the wrapper compared to original BB with both probabilistic (a) and categorical
(b) outputs.

the performance of the baseline and the predictive entropy of
the soft predictions, in some scenarios we can observe that
the performance is a bit lower. However, we have to recall
that this comparison is not fair as in categorical scenarios,
we will not have access to the probabilities. Even though
we still appreciate that it is a good rejector, even when the
predictions are categorical.

Figure 9 displays a summary of the results obtained.
On each plot, the x-axis corresponds to the accuracy of the
black-box as applied to a target domain.7 Y-axis shows the
accuracy of the predictions obtained by applying the wrapper
model, and the non-rejected accuracy for 10%, 20%, and
30% of the points using the predictive entropy. We show the
results for both the probabilistic and categorical versions of
the black-boxes. We also plot a line that displays the accuracy
of the BB to compare the results.

In all the experiments, the accuracy obtained when using
rejection outperforms the original black-box, and we can
observe how by increasing the number of rejected points,
the accuracy increases accordingly. Even though the gains are
higher for the probabilistic version, we still can appreciate
how the predictive entropy for the categorical predictions
behaves like a good rejector too.

Moreover, we would like to remark the value in the first
plot, that displays the accuracy of the wrapper applied to
the target data source. In this case, to predict the values,
we follow the same approach as for the entropy: once we have
modelled the output as a Dirichlet distribution, we sample
from this distribution N times and take the expected value

7The gap between accuracy scores correspond to the difference of results
obtained from the binary and multi-label classifiers applied for movies and
Amazon products respectively

as the prediction. In this case, we would like to highlight
how just applying the wrapper on top of the original black-
box, in some applications, we see an increase in the accuracy
without the need of rejecting any sample.

Table 3 and Table 4 shows a detail of the numerical
results obtained during the experiments for the different
combinations tested, both for probabilistic and categorical
outputs. The first column, black-box source acc, describes
the accuracy obtained for the source dataset after training
the original classifier. Next, column black-box target acc.
describes the accuracy obtained when applying the black-box
to the target dataset. The third column displays the result
of obtaining predictions by applying the wrapper model,
sampling from the learned Dirichlet output distribution. The
rest of the columns show the non-rejected accuracy and the
classification and rejection quality after rejecting 10, 20 and
30% of the points, using the proposed predictive entropy as a
rejector.

B. RESULTS IN THE COMPUTER VISION DOMAIN
Similarly to the NLP experiments, Figure 10 displays the per-
formance metrics of the three rejection measures (baseline),
pred. entropy and pred. entropy cat.) for the tests run in the
computer vision case.

In this domain, we can see that by only rejecting 10% of
the more uncertain predictions, we increase in 8 points the
accuracy for the remaining images. This increase goes over 12
points when rejecting 20% of the less confident predictions.
In all the cases, the results using the predictive entropy of
the wrapper outperform the baseline of using the softmax
response of the BB. Observing the values for the classifica-
tion quality, we can determine that it takes its maximumwhen
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FIGURE 10. Apply ImageNet BB trained with MobileNet V2 model to STL-10, Apply ImageNet BB trained with DenseNet model to STL-10,
Apply ImageNet BB trained with Inception V3 model to STL-10.

discarding 20%, indicating that this could be a good rejection
point for these cases.

About the categorical version, we observe that it behaves
differently depending on the original black-box model. For
MobileNet.V2, we see that it outperforms the baseline for the
first 40% predictions. For the rest of the models, we observe
that this threshold falls to around 30%. This difference might
be explained by the fact that during the selection of the
model used for implementing the wrapper, we observe that
MobileNet showed the best results. However, as commented
for the NLP case, uncertainty still appears as a good rejec-
tor, especially if we bear in mind the fact that there is no
chance to use the softmax response or similar metrics in such
scenarios.

Figure 11 illustrates the overall results obtained in the
computer vision scenario for both probabilistic and categor-
ical versions of the black-box. In this domain, even though
the results of rejection are outstanding, we observe how the

accuracy of the prediction obtained from sampling the output
from the wrapper, with no rejection, does not improve the
results obtained from applying the original black-box. This
lack of improvement might be caused by the fact that for this
domain, and due to the need for mapping the BB and target
labels, the cases of over-confident predictions might be very
relevant. For preventing this overconfidence, rejection is a
handy tool, as the results show.

After analysing the results obtained, now it is time to
design the rejection mechanism for the classification model.
Take, for example, the use case where we are using the
ImageNet model to predict STL-10 images. Looking at the
values of the classification and rejection quality measures,
they show their maximum around 10% of rejected points,
(84.67% and 54.32% respectively). Observing the accuracy
of the kept examples, 83.54%, we conclude that only by
rejecting this 10% we increase the accuracy of the model in
almost 8 points.
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FIGURE 11. Results of applying the wrapper to the target STl-10 dataset with different rejection points.

If we examine the value of the uncertainty score predicted
at the selected rejection point, 2.3024, we can see that this
value is quite close to the maximum predictive entropy for ten
classes, 2.3026. Thus we can see that the proposed wrapper
is taking the more uncertain and erroneous points to the
maximum entropy, as we saw in the toy scenario for the
wrong labelled class 2 points. Filtering the predictions with
uncertainty scores higher than this 2.3024 value, we dis-
carded 798 of the 8000 test data points.

In case we wanted to put this system in production
for classifying new STL-10-like images, for those predic-
tions that reached an uncertainty score higher than 2.3024,
we could warn the user about the uncertainty of the predic-
tion, or directly discard those examples.

To find the right balance between the number of rejected
points and the accuracy of the kept data will depend on each
use case, as in some cases we would rather high accuracy no
matter the number of discarded points. In contrast, in some
other circumstances, the system will have to give a prediction
for all the data points. In any case, the proposed method
will always be able to indicate a level of confidence for the
prediction, leaving it in the hands of the user to make the final
decision.

VIII. DISCUSSION
A. UNCERTAINTY EVALUATION ON UNKNOWN CLASSES
During the description of the image classification use case,
we mention the necessity of developing a mapping between
the 1000 ImageNet labels and the 10 used in STL. By using
similarities between the WordNet SynSets that defined the
ImageNet categories and those selected for STL, we created a
correspondence between each STL category and N matching
ImageNet labels.

Although in many cases the mapping can identify clear
matchings for each STL-10 category in those predicted in

FIGURE 12. Distribution of uncertainty scores for the ‘‘horses’’, (a), and
‘‘deers’’ (b) categories in STL-10.

ImageNet, there are some cases where the equivalence is not
that evident. In Figure 7, we see the number of ImageNet
categories that are bound to each STL-10 category. One can
see that there are categories well represented, dogs mapped
to Japanese spaniel, Maltese dog, Pekinese, Shih-Tzu, up to
34 different categories; others like horses have an inferior
representation. In the latter case, the only mapping identified
with horses is the zebras. Beyond the biological discussion
of their similarities, it is clear that in this case, the level of
uncertainty might be high when applying the ImageNet to
identify horses, as it shows when looking at the distribution
of the uncertainties obtained for the ‘‘horses’’ category dis-
played in Figure 12(a).
Moreover, in classes that exhibit more matches, some of

those matches are not very accurate. Take, for example,
the deers category. In the WordNet mapping, we find simi-
larities with hartebeests, impalas, gazelles, but also with wild
boars, warthogs, hippopotamus, water buffalos, bison, Ara-
bian camels or llamas. Figure 12 (b) shows the distribution of
uncertainties for this class. In this case, we see that the model
is more confident than in the case of horses. We conjecture
that this may be because we consider the weighted contribu-
tions of the mappings, and this is helping to identify deers as
a combination of those animals.

VOLUME 8, 2020 101737



J. Mena et al.: Uncertainty-Based Rejection Wrappers for Black-Box Classifiers

FIGURE 13. Examples of images included in the unlabeled set of
STL-10 images.

FIGURE 14. Histogram of the distribution of uncertainties of the test
unlabeled images from STL-10 obtained using the two wrapper versions.

B. OUT OF DISTRIBUTION IMAGE CASE
Beyond the uncertainties induced by the possible mismatches
in the label mapping, in this section, we also analyse the
role of the out-of-distribution term added to the loss function
of the wrapper. To validate the out-of-distribution method,
we take advantage of the fact that the STL-10 data set
incorporates, according to the description, ‘‘100000 unla-
beled images for unsupervised learning’’. These examples are
extracted from a similar but broader image domain. Figure 13
show some examples of these images that contain other types
of animals (bears, rabbits, etc.) and vehicles (trains, buses,
etc.) in addition to the ones in the labelled set.

In training time, we added 1000 of these unlabeled images
to the STL-10 training set for learning the uncertainties,
labelling them according to whether they belong to the distri-
bution or not. After training the out-of-distribution wrapper,
we take 1000 images more from the unlabeled data set to test
the method.

In figure 14, we can see the results of applying the original
wrapper and the new out-of-distribution version to the test
unlabelled images. We can observe how the new version

outperforms the previous one detecting the out-of-
distribution images by assigning a high entropy to them.
Thus, on prediction time, the out-of-distribution version of
the wrapper can detect not only uncertainties associated with
noisy labels of images included in the training set but also
can protect against the addition of images that are away from
the original distribution. By analysing the uncertainty of the
predictions, the practitioner will be able to identify such new
categories and decide on whether discard them or train a
specific model for them.

Moreover, in figure 15, we analyse the performance of the
new method compared to the original one with regards to
the rejection ability when applied to the labelled test images.
In this part of the experiment, we use both the original
wrapper and the out-of-distribution version to the test set in
STL-10 to compute the prediction uncertainty. Next, we use
these uncertainties for rejecting uncertain predictions, as in
section VI-B. We observe how, despite a small reduction of
the rejection performance, the wrapper still retains its ability
to detect the uncertainty in erroneous predictions, outper-
forming the softmax response.

C. RELATION WITH CALIBRATION METHODS
Asmentioned in the relatedwork section, calibrationmethods
ensure that the output of probabilistic classification systems
describes a proper probability distribution. Thus, one can take
advantage of these probabilities to not only emit a predic-
tion but also to estimate the confidence of such prediction.
Calibration methods, as described in [47], are similar to the
proposed uncertainty wrapper in the sense that they actuate
on already trained models, working on the output of the clas-
sifier to deliver a measure of confidence. Nevertheless, some
differencesmake the proposedmethod to bemore generic and
applicable.

First of all, in the present work, we proposed a method for
evaluating the predictions obtained using a pre-trained black-
box system, checking whether the obtained results fit for the
current problem or not. It is not the goal of this method to alter
the predictions obtained, but to evaluate their appropriateness
for the given domain. Calibration, on the other hand, alters the
probabilities of the output. This alteration, though, will not
affect the results when using those predictions for rejecting
unconfident points, as it is the order of this probabilities what
matters.

However, the main difference comes from the constraint
imposed by black-box systems: we do not have access to the
internals of the model. The calibration methods described
in [47] all work at the logits level,8 which prevent them
from being applied in the scenario here described. Moreover,
as outlined in the results, the proposed method also applies
when the output of the black-box system is a hard categorical
result and not a probabilities distribution, situation in which
the use of calibration is not possible.

8Logit activations are those previous to the last activation function, usually
a softmax function in neural networks applied to classification.
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FIGURE 15. Rejection performance metrics comparing the results from applying the softmax response, the predictive entropy of the original wrapper and
the OOD version.

FIGURE 16. Reliability diagram displaying the calibration of the black-box
applied to the source, target domain and after calibrating for the target
domain, compared to the calibration obtained by the predictions from the
wrapper.

To illustrate the relationship between calibration and the
proposed uncertainty wrapper, we take advantage of the sim-
ulation of a black-box scenario in the NLP test cases. There,
we have access to the logits of the original model, so we can
apply a calibration method and observe how it relates to the
wrapper.

In the case of training a reviews classifier using Yelp
reviews and apply it to classify movie reviews from the SST-2
data set as positive or negative, the first thing that we observe
in figure 16 is that the model trained with the source dataset is
well calibrated. We also notice that when applied to the target
domain, the calibration is lost, as expected, as the distribu-
tions of both datasets are different. The most relevant result
observed in this plot is the fact that the result after applying a

recalibration method, Temperature scaling [47], to the SST-2
predictions are similar to the calibration of the probabilities
obtained directly from the wrapper, so the proposed method
already yields calibrated predictions.

Table 2 shows the Expected Calibration Error, ECE, [48],
computed for each of the experiments included in the present
paper in the following scenarios:

• ECE of the Black-box applied to the original data source,
except for the case of image classification, where we do
not have access to the initial training set.

• ECE of the Black-box applied to the target data source.
• ECE of a calibrated version of the Black-box using the
Temperature scaling method applied to the target data
set.

• ECE of the predictions obtained from the wrapper
applied to the target data source by drawing 1000 sam-
ples from each Dirichlet distribution.

Results show that predictions obtained using the wrapper
are similar to those obtained after applying the calibration or
even better, as in the case of image classification.

Next, we validate that the calibration has no direct impact
on the outcomes of the wrapper. We use temperature scal-
ing [47] for calibrating the predictions for the target dataset.
We then run two different experiments to evaluate the impact
of calibration in the proposed method:

• Compare the wrapper uncertainty with the pre-
dictive entropy of the calibrated output. In this
experiment, we validate that even with calibrated prob-
abilities, the confidence of those probabilities alone is
not enough to capture the uncertainty of overconfident
and erroneous predictions. Figure 17 (a) displays the
rejection performance comparing the proposed uncer-
tainty obtained using the wrapper against the predictive
entropy using the calibrated probabilities from the orig-
inal model.

• Compare the wrapper uncertainty using calibrated and
non-calibrated probabilities as input for the modelling
of the uncertainty. Figure 17 (b) shows the performance
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TABLE 2. ECE scores for the different combinations of black-boxes and target applications.

FIGURE 17. Apply SST-2 BB to Yelp with calibrated black-box probabilities for baseline, Apply SST-2 BB to Yelp with calibrated
probabilities for training the beta.

of the wrapper trained using the calibrated version of the
probabilities.

In both cases, we do not appreciate substantial changes in
performance when using and not using calibrated probabil-
ities compared to the uncalibrated version. The only obser-
vation that we can remark is the fact that when using the
calibrated probabilities as the input for training the wrap-
per, the training process seems to be smoother than when
using the non-calibrated predictions. Moreover, we find that
using calibrated probabilities improves the performance of
the variation ratios metric in the first stages of the rejection
process. Nevertheless, we want to remark that the wrapper
itself already has the effect of producing well-calibrated pre-
dictions by itself.

IX. CONCLUSIONS AND FUTURE WORK
In this work, we address the problem of accounting for the
performance of third-party classification black-boxes when
applied to a particular domain. We base the measurement
of this reliability on the uncertainty. To measure this uncer-
tainty, we introduced a deep learning wrapper technique that
can endow any black-box model with uncertainty features.
The wrapper uses a reparameterization trick on the Dirichlet

distribution that able to capture the distribution on the multi-
nomial parameters of the output of the black-box classifier.

Differently from previous works that measure uncertainty
in Deep Learningmodels, the novelty of the proposedmethod
relies on the fact that it is able to operate in the constrained
setting of pure black-boxmodels.9 Besides allowing the oper-
ation on APIs, or third party close libraries or components,
this work is also relevant in use cases where there exist
limitations on accessing the resources required for training
complex Deep Learning architectures or significant volumes
of labelled data.

One advantage of the present work is its ability also to
work when the black-box model returns hard predictions,
i.e. just the predicted class instead of a distribution over the
different classes. Moreover, in addition to the uncertainty
estimation for the black-box results, the proposed Dirich-
let wrapper incorporates mechanisms to capture the uncer-
tainty even for out-of-distribution points. This feature brings
extra-robustness to the proposed method as it will act as
a vaccine against future changes in the distribution of the
target data set. We also analyse how we can take advantage
of the uncertainty modelled to identify issues at the class

9Defined by not having access to the internals of the black-box model
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FIGURE 18. Comparative of different baseline metrics that obtain an uncertainty score directly from the black-box prediction, as applied for the Yelp
black-box to SST-2 scenario. The baselines compared show similar performance when used for sorting uncertain predictions in the rest of experiments.

level. By analysing the distribution of the uncertainty for each
class, we can detect target classes that are problematic for the
original model. In this situation, we can decide to omit the
unsettled class, try another API or train a model including
that class.

To showcase the value of this uncertainty in 34 different
problems, including natural language processing and com-
puter vision cases. We use the proposed wrapper to fuel a
rejection method and show how this helps in assessing the
fitness of a model to a new domain or data set. By measuring
the sampling uncertainty and using it for rejection, we can
improve the accuracy results in all problems by 4%− 8% by
rejecting only 10% of the samples. Additionally, the method
displays a significant value on rejection quality. These results
tell us that the predicted uncertainty focuses on intricate,
ambiguous, or prone to error cases. The results obtained
in both natural language processing and computer vision
domains are successful and encouraging.

Besides, we include an in-depth analysis of the method
when in front of new classes in the target domain and the
relationship with calibration techniques. This analysis high-
lights the goodness of the proposed method compared with
the studied techniques. In particular, regarding calibration,
the wrapper already delivers calibrated predictions by itself
and shows excellent calibration performance when compared
to re-calibration methods.

As future work, we plan to analyse the application of the
proposed wrapper beyond the rejection use case presented,
such as in the scenario in [49] where they apply uncer-
tainty for acquiring new labels in an active learning process.
Additionally, we are evaluating different architectures and
strategies for the wrapper implementation and focus on other
challenges present in usual cases found in real-life implemen-
tations, such as how to deal with high dimensional outputs.

APPENDIX A
COMPARISON OF CONFIDENCE SCORES
In the experiments, we also included other similar metrics
derived directly from the original model, namely:
• Predictive entropy, [50], understood as the entropy of the
softmax probability distribution.

FIGURE 19. Training (a) and validation (b) losses with different λ values.

• Softmax response, as the maximal neuronal response of
the softmax layer.

• Least confidence, as defined in [31].
• margin of confidence and ratio of confidence, [32],
understood as the margin and ratio respectively between
the first and second more confident output units.

As shown in figure 18, in all cases, we observe that all
the metrics perform similarly to the entropy, so we chose
this uncertainty measure as the baseline to compare with the
metrics derived from the wrapper.

APPENDIX B
EFFECT OF THE REGULARIZATION PARAMETER
During the explanation of the Dirichlet Wrapper proposed in
this work, we described the loss function used to approximate
in equation 9. Recall that in the equation, we introduce a
regularisation term controlled with a λ hyper-parameter.

In the present section, we analyse the effect of different
values of this λ parameter, studying its impact on the training
of the model and the resulting uncertainties. In Figure 19,
we display the training and validation losses during the first
20 epochs corresponding to different values of the λ parame-
ter (ranging from 100 to 1e-10). We can observe that for the
smaller values of λ, the training is harder and it converges to a
higher error minimum. The same happens with higher values
than 10.

Figure 20 displays the accuracy obtained when reject-
ing uncertain scores obtained using different values of λ.
We can observe three regimes of performance: for λ values
bigger than 1e-5 the resulting rejection systems are rejecting
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TABLE 3. The accuracy obtained by training a standalone classifier, applying the API and the proposed wrapper for each domain.
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TABLE 4. The accuracy obtained by training a categorical standalone classifier, applying the API and the proposed wrapper for each domain.
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FIGURE 20. Rejection with the uncertainty scores computed using
different λ values.

FIGURE 21. Uncertainty scores distribution with different λ values.

uncertain and erroneous points better than the baseline.
On the other hand, for smaller values, below 1e-5, we observe
no difference with the selected baseline. Finally, high values
of λ, e.x. 100, perform even worse than the baseline, showing
a total degradation of the uncertainty model. We also can
observe that the higher the λ value, the better it sorts the
erroneous predictions.

Even though high values of λ seem to perform better than
tiny ones, we recommend using values between 1e-2 and
1e-3. Figure 21 show the distribution of the uncertainty scores
when λ = 10 and λ = 1e − 2 respectively. In the case of
higher values of the λ, themodel seems to consider everything
to be uncertain. The explanation is that by assigning high
values for the regularizer, the value of the β parameter tends
to be a tiny number. When multiplying the β by the original
prediction, the resulting Dirichlet control parameters, α, are
infinitesimal, and they cause a distribution with very high
entropy. On the contrary, in the case of 1e-2, we obtain sim-
ilar performance in the rejection but with more interpretable
uncertainty scores.

Even though the lambda parameter supposes a new
hyper-parameter to tune, the range of values used in all the
experiments did not vary from 1e− 1 to 1e− 2. As an initial
guess in potential new applications of the method, a sensible
choice could be starting by using a value of 1e− 2.

APPENDIX C
SUMMARY TABLE FOR NLP PROBLEMS USING
PROBABILISTIC OUTPUTS
Table 3 displays the detail of the results obtained in all
the experiments run using the probabilistic output of the
black-boxes.

APPENDIX D
SUMMARY TABLE FOR NLP PROBLEMS USING
CATEGORICAL OUTPUTS
Table 4 displays the detail of the results obtained in all
the experiments run using the categorical output of the
black-boxes.
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