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Abstract 

 

Conventional fire alarms are based on smoke detection. However, in 

fire scenarios, a large variety of gases are emitted before smoke is released. 

In closed places or buildings, exposure to gas toxic emissions may lead to 

health consequences for the occupants. Gas sensor systems represent an 

alternative for the detection of gas emissions in fires . Fire detection systems 

based on gas sensors have been proposed since early 80s. Previous studies 

showed that gas sensors can provide a faster response, but are still prone to 

false alarms due to chemical interference or environmental conditions effects. 

Pattern recognition techniques can be useful to mitigate this limitation. In this 

thesis, two fire detectors based exclusively on gas sensors are developed. The 

detectors combine different technologies of gas sensors and provide a fire 

alarm based on machine algorithms. The detectors were exposed to standard 

EN54 fire tests and different nuisance tests. Two different approaches are 

presented: the first model is based on a Partial Least Squares Discriminant 

Analysis -PLS-DA-, and the second is based on Support Vector Machines –SVM-

. The results confirm the ability to detect fires at an early stage of development 

and the rejection of most of the nuisances.  

In addition, there are presented two methodologies for the reduction 

of calibration costs of gas sensors for fire detection. Standard Experiments are 

performed in a standard fire room are expensive due to the long duration and 

the limited availability of standard fire rooms. For this reason, the first 

proposed methodology combines data from a standard fire room and data 

from a small-scale setup (small scale setup experiments are faster and less 

expensive). Results show that prediction model performance can be improved 

using data fusion approaches. On the other hand, the need for individual 

calibration models for each sensor matrix (due to the variability of the sensor) 

increases the production costs. To reduce calibration cost, the second 

methodology rejects the variability of the sensor and provides general 

calibration models.
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 Introduction 

 

The most popular and widespread fire alarm systems are based on the 

detection of smoke and airborne particles. Two techniques for smoke 

detection emerge for fire detection: photoelectric detectors (light scattering) 

and ionization detectors. However, light scattering and ionization detectors 

are not sensitive to toxic emissions, so they may not offer enough protection 

in the case of slow fires, named smoldering fires. Such fires released a large 

variety of toxic emissions before smoke. In smoldering fires, conventional 

smoke detectors can trigger the alarm, when toxic gas concentrations may 

have already reached levels that threaten people’s lives [1]. 

The importance of toxic emissions in fires has been recognized as a 

primary hazard for building’s occupants since the 1970s, when surveys about 

fire deaths and non-fatal fire injuries were carried out in the UK. These surveys 

showed that a substantial proportion of casualties was due to fire emissions 

and not to actual burns. Additionally, the same studies demonstrated that the 

fraction of deaths due to toxic emissions was growing over time (a fourfold 

increase from the 50s to the 70s). This increasing trend continued during the 

80s and 90s, although the overall number of fires remained approximately 

constant in that period. For example, during the 90s, only in the UK, the total 

number of injuries attributed to toxic fire emissions was about 6000 per year, 

and the total number of deaths was about 14/million inhabitants/year. The 

increase of injuries caused by toxic emissions in fires has been attributed to 

the increasing popularity of polymers in building materials, with the 

underlying idea that new building materials produce more toxic effluents than 

conventional materials. Other interpretations claim that the released toxic 

gases are the same ones for new and conventional materials, but volatiles are 

released at a much higher pace from new materials [2].  

Additionally, smoke detectors are unable to discriminate between 

smoke particles from fires and particles from other events, leading to high rate 

of false positives. False alarms are always a concern for fire detection due to 

high associated costs and frequency. Only in the UK, for example, the Fire and 

Rescue Service Authorities claim that the associated cost of false alarms rises 

to 1 billion pounds per year [3]. The same source claims that in the period 

2011–2012, 53% of the alarms were false positives. Moreover, even worse 

ratios of false alarms have been reported in studies performed in the 90s in 

Europe and the US. In some reports, the fraction of real alarms was as low as 
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11% [4]. Indeed, there are many daily activities that may lead to false alarms 

(nuisances), being burning toasts and cooking fumes in general, dust from 

building works, water steam from the shower, etc., examples of the most 

prevalent ones. 

A promising alternative to counteract conventional fire detectors 

constrains may rely in fire detection using gas sensing. Since the 1990s gas 

sensors have been explored as indicator of open and smoldering fires. Fire 

detection based on chemical sensing could provide faster alarm signals when 

gases are released before smoke particles[5]. However, the current use of fire 

detection systems based on gas sensors has been limited to niche scenarios, 

such as fire detection in coal mines [6] or coal power plants [7]. 

However, it has been long found that it is difficult to discriminate 

nuisances from early fire by processing data from a single sensor [8]. In order 

to improve the reliability of fire detectors, multisensor systems had been 

explore [9]. Such multisensor systems can also benefit from algorithms built 

for single-sensor systems, as decision rules based on logic rules can be 

combined with the different sensors, but tailored algorithmic solutions to 

build calibration models for multisensor systems are more common than the 

extension of single sensor solutions to multiple sensor systems. 

The reliability of fire predictions was successfully improved when heat 

and 𝐶𝑂 sensing was added to smoke detectors and they were combined with 

dedicated calibration models. Standardized tests for such kind of multisensor 

systems are available. However, different approaches based on non-specific 

gas sensors and other sensing devices have been proposed to reduce the costs 

and consider other combustion products beyond 𝐶𝑂. These non-standardized 

systems have been subject of investigation by the community as they can 

detect more toxicants and combustion products and can provide faster 

detection, although they suffer from low specificity. 

To build robust and reliable fire alarm systems, multisensor systems need 

to be exposed to many types of fires and nuisances. The quality of the 

classification model depends critically on the number and conditions of the 

considered fires and nuisances. However, the benchmark of the different 

systems is difficult due to the disparity of experimental setups and difficulties 

and cost of data generation. In this work, we will focus on the challenges and 

opportunities offered by fire detectors that include chemical sensors. In 

particular, we will focus on their ability to act as reliable fire detectors and 
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their potential to detect toxic emissions that may appear in the early phases 

of fire development. 

 Fire Detectors Based on Smoke Detection  

Widespread fire alarm systems are based on the detection of smoke. 

Smoke is defined as “the airborne solid and liquid particulates and gases 

evolved when a material undergoes pyrolysis or combustion” [10]. However, 

in this context, smoke detectors refer exclusively to the detection of fire 

particulates, excluding gas detection. Two techniques for smoke detection 

emerge for fire detection: Photoelectric detectors (light scattering) and 

ionization detectors. Briefly, ionization smoke alarms use a radioactive source, 

usually Americium-241, that emits alpha particles to ionize air molecules. The 

generated ions close the path of an electric circuit. If smoke is present, the 

generated ions interact with smoke particles, reducing thereby the intensity 

that flows through the circuit. The need for a radioactive emitter to break the 

molecules into ions has decreased the popularity of ionization detectors. On 

the other hand, photoelectric detectors include a light emitter and a 

photodetector. If there is smoke in the chamber, smoke particles produce light 

scattering. Scattering or obscuration of light is measured with the detector. 

Typically, independently of the detection principle, the alarm signal is 

triggered when the signals reach some defined threshold. 

The sensitivity, response time and reliability of the fire alarm usually 

depend on the sensing principle. In order to establish formal benchmarks 

between sensing principles, photoelectric and ionization fire alarms were 

compared extensively in controlled conditions [11]. Such studies suggest that 

usually, ionization alarms respond faster than photoelectric alarms to open 

flame fires. In contrast, photoelectric alarms tend to show faster response and 

higher sensitivity than ionization detectors in smoldering fires. For example, 

Underwriters Laboratories Inc. compared photoelectric and ionization 

detectors under different fire types inspired by the UL 217 standard (see 

Section 5) and other fires [12]. Flaming and smoldering fires produced 

combustion particles of different diameter, which conditioned the response 

of the different detectors. Smoldering fires produced larger particles, which 

were captured faster by photoelectric detectors. On the other hand, smaller 

particles, which are found in flaming fires, were detected faster by ionization 

detectors. Moreover, the results indicated that, given the same consumed 

mass, smoldering fires resulted in more smoke particles than flame fires. They 

also found that ionization alarms could not detect some smoldering fires that 

photoelectric alarms detected. This became more relevant for smaller burning 
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quantities that generated less smoke than the 10% obscuration/ft specified in 

the UL 217 standard. 

Briefly, smoke detectors can be considered as particle detectors that are 

sensitive to a specific distribution of particle sizes. Usually, fire alarm is 

triggered when the sensor signal reaches an established threshold. As a result, 

these systems struggle in discriminating particles resulting from fires and non-

combustion particles when the particles have similar size or refractive indices. 

For example, smoke detectors also show sensitivity to water vapor and dust 

[13]. Moreover, they cannot distinguish combustion products from a fire 

threat condition from combustion products produced under controlled 

conditions, such as cigarette smoke or some cooking activities [14]. 

In summary, both photoelectric and ionization fire alarm systems show 

cross-sensitivities that yield false alarms. The false alarm ratio sometimes 

becomes too high for the resident, who is then tempted to disable or ignore 

fire alarm signals. 

In order to improve the specificity of the fire alarm, other sensors can be 

added to smoke detectors. For example, common nuisance scenarios such as 

cooking aerosols, water steam (from cooking or showers) and dust sources 

increase light obscuration but do not result in 𝐶𝑂 concentration increases. 

Hence, 𝐶𝑂 detection can be used to improve false alarm immunity and reject 

false alarms induced in scenarios that do not generate 𝐶𝑂 [15]. 

Unlike smoke-based fire alarms, systems based on single 

measurements from one gas sensor would not be suitable for fire detection, 

as the number of false alarms would be unacceptably high. For example, fire 

detection system based on single 𝐶𝑂 measurements would overlook flame 

fires and would be sensitive to exhaust gases from gas or oil furnaces. As a 

result, gas-based systems require multiple sensor or multi-criteria 

approaches, and, thereby, more complex data processing algorithm 

 Gas Emission in Fires 

A wide variety of materials are found nowadays inside occupied 

buildings. The burning of these materials results in the release of different 

combustion products, namely aerosols and gases. Additionally, products not 

actually burning may reach temperatures high enough to suffer from thermal 

decomposition and pyrolysis, producing thereby additional emission of gases 

and volatiles [10]. All these products constitute health hazards for building 

occupants and emergency personnel. 

Health hazards may be divided into several categories: 
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Irritants: Fire gases and particles producing irritation of the respiratory 

tract, that can impair the ability to escape and, at higher concentrations, can 

lead to incapacitation and death. 

Asphyxiants: Inhalation of these gases can produce the depression of the 

central nervous system leading to disorientation, loss of coordination, loss of 

conscience and finally death. 

Thermal effects: Thermal burns on the skin and the respiratory tract, as 

well as hyperthermia. 

When exposed to the above-mentioned hazards, the impact on the 

building occupant’s health depends on the previous health condition of the 

individual (age, morbidities, asthma, etc.) and on the nature of the exposure: 

exposure time, gas concentration, toxicity of the volatiles, etc. Moreover, the 

incapacity to find the escape path due to eye irritation and smoke obscuration 

produces longer exposures to these hazards. Fire survivors can also suffer 

from post-exposure and delayed health effects. 

Emissions of gases and volatiles may occur during pyrolysis or during 

combustion. Pyrolysis is defined as “a process of simultaneous phase and 

chemical species change caused by heat”, while combustion is “a chemical 

process of oxidation that occurs at a rate fast enough to produce temperature 

rise and usually light, either as glow or flame” [10]. 

Since the 1980s, the use of polymeric materials in commercial products 

has increased dramatically. This results in more volatile emissions during fires: 

when heated, polymeric materials may show phase change (melting in 

thermoplastics) followed by thermal decomposition. This leads to the 

emission of low weight volatile compounds, prior to actual combustion 

happens and before visible smoke appears. 

Gas emissions are also particularly relevant during smoldering fires. This 

is a form of combustion that mostly occurs in porous or grained but densely 

packed materials. Air diffuses through the pores and produces combustion in 

the inner side of the material. The combustion products in smoldering fires 

are typically different from the ones generated in open flame fires. 

In smoldering fires, the temperature is low (around 400 °C) and fire 

materials decompose due to a combination of pyrolysis and oxidation. In this 

type of fires, the 𝐶𝑂 /𝐶𝑂2 ratio is close to 1, and 𝐶𝑂 may be the major toxicant 

to consider. Fire evolution is slow, temperatures are also low, and the smoke 

density is not dense. Under these conditions, the occupants may die from 

asphyxia, particularly if they are asleep. In fact, it is known that smoldering 

fires that have been running for 30 min or more before being detected 

produce more casualties than fires that produce rapid flame fires [5]. 
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  Main Toxicants from Fire Emissions 

A review of the literature will easily show that fires may emit hundreds 

if not thousands of gases and volatile compounds, however few of these are 

particularly relevant due to either their volume or their toxicity. Current 

understanding of fire emissions concludes that carbon monoxide is still today 

the main toxic component in fires. However, the presence or addition of other 

toxics may lead to much faster death than when only the effect of 𝐶𝑂 is 

considered. As already mentioned, the presence of synthetic polymers in 

building materials and building contents (for instance, electronics, cables, 

electrical appliances, etc.) is more and more determinant for toxic emissions 

since many of these materials contain nitrogen or halogen compounds, 

leading to the presence of hydrogen cyanide (HCN) and inorganic acids. Stec 

remarked that 𝐶𝑂 is not the only toxic gas released in fires. She studied other 

toxicants, in particular, the significance of HCN from PVC fires. Her results 

confirmed the danger of HCN in under-ventilated conditions [16]. Finally, 

oxygen depletion to 10% or lower usually increases the effects of the 

toxicants. 

1.3.1 Carbon Dioxide 

𝐶𝑂2is probably the most important combustion product. If there is 

enough ventilation, almost all carbon content is converted to 𝐶𝑂2. The toxicity 

of 𝐶𝑂2, individually is low, but as we will review in the next section, it can 

interact with other toxics exacerbating their effect. 

1.3.2 Carbon Monoxide 

Carbon monoxide is an asphyxiant gas. 𝐶𝑂 emissions are particularly 

relevant in smoldering fires. For example, in many fires, 𝐶𝑂 is emitted and 

then it is oxidized to 𝐶𝑂2. However, in the absence of sufficient ventilation, 

the second step is not efficient and larger concentrations of 𝐶𝑂 are found. In 

typical scenarios, lethal concentrations of 𝐶𝑂 may be reached close to the fire 

in less than 30 min. Moreover, after dilution, lethal concentrations may be 

reached in 1–2 h in the whole room. 

The emission of 𝐶𝑂 is related to the air-fuel ratio (equivalence ratio) 

[17]: 

𝜑 =
𝑚𝑓𝑢𝑒𝑙

𝑚𝑎𝑖𝑟
⁄

(𝑚𝑓𝑢𝑒𝑙/𝑚𝑎𝑖𝑟)𝑠𝑡𝑜𝑖𝑐ℎ
  (1) 
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Where 𝑚𝑓𝑢𝑒𝑙  is the mass of fuel,  𝑚𝑎𝑖𝑟 is the mass of air, and stoich 

refers to the stoichiometric conditions. When a fire happens in stoichiometric 

conditions (ϕ = 1), there is exactly enough air to burn all the fuel. For ϕ < 1, 

fire conditions are considered rich, while for ϕ > 1 conditions are considered 

lean. Lean conditions provide higher production of 𝐶𝑂. 

1.3.3  Hydrogen Cyanide 

Hydrogen Cyanide is an asphyxiant gas. 𝐻𝐶𝑁 originates from nitrogen-

rich polymers such as wool, nylon, polyacrylonitrile, melamine, etc. The 

formation of this compound is not as well understood as the mechanism for 

𝐶𝑂 formation, but in any case, its production is also enhanced in lean 

conditions. In the recent years, there has been an increasing concern on the 

relevance of this compound in mission intoxications of firefighters [18]. 

1.3.4  Nitrogen Oxides 

Fire effluents analyzed by FTIR have shown that nitrogen oxides appear 

mostly in the form of nitric oxide (𝑁𝑂). This gas is stable at the low 

concentrations and low temperatures typical of actual inhalation by humans 

in fire incidents. Nitric oxide also appears in tobacco smoke and in exhaust 

gases from motor vehicles. Alternatively, we may also find nitrogen dioxide 

(𝑁𝑂2). 𝑁𝑂2 is highly soluble in water and it is an acid irritant with highly toxic 

effects. It has a higher toxic potency than 𝑁𝑂 [19]. 

1.3.5 Sulphur Dioxide 

Sulphur dioxide (𝑆𝑂2) is an irritant gas. It may appear in the combustion 

of some textiles like wood or viscose [20], but also rubber materials. 

Mathematical models of lethal toxicity of fire smoke consider Sulphur dioxide 

a key component [21]. Sulphur dioxide has been detected in real overhaul 

operations in concentrations of around 2 ppm, with maximum values of 8.7 

ppm. 

1.3.6 Halogen Acids 

Halogen acids appear from the combustion of polymers containing 

halogen elements (fluorine, chlorine, bromine). Examples are 

polyvinylchloride (PVC), neoprene, polyvinyl fluoride, 

polytetrafluoroethylene, and brominated flame retardants. The most relevant 

ones are consequently hydrogen fluoride (𝐻𝐹), hydrogen chloride (𝐻𝐶𝑙) and 

hydrogen bromide (𝐻𝐵𝑟). These compounds appear mostly in the pyrolysis 
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phase before actual combustion. Their concentration may be high since the 

efficiency of their production is very high. For instance, 𝐻𝐶𝑙 is produced by 

PVC at temperatures between 225 to 275 °C [22]. 

1.3.7 Organic Irritants 

Incomplete combustion and pyrolysis of organic materials can produce 

a large variety of Volatile Organic Compounds (VOCs). The most toxic ones are 

considered to be formaldehyde, unsaturated aldehydes like acrolein and 

isocyanates [23]. Acrolein can be emitted, among other materials, from 

polyethylene[24]. 

 Toxicity of Released Gases in Fire 

Toxic effects of fire gas emissions can be grouped in asphyxiants and 

respiratory irritants. Since, in the particular scenario of fires, the 

concentration of toxic gases is relatively high for a short period of time, the 

typical threshold limit values (TLV) used in occupational hygiene are not 

normally used. 

1.4.1 Asphyxiant Gases 

Carbon monoxide is the most important and studied toxic emission 

from fires. The toxic effects that produce incapacitation, first, and ultimately 

death is related to the combination of 𝐶𝑂 with hemoglobin to form 

carboxyhemoglobin (𝐶𝑂𝐻𝑏). Hence, 𝐶𝑂𝐻𝑏 is a biomarker of smoke inhalation 

that can be used to investigate cause of death in fires. To determine if 𝐶𝑂 

intoxication has been the main cause of death, 𝐶𝑂𝐻𝑏 in blood is measured 

during forensic investigations. Usually it is considered that if 𝐶𝑂𝐻𝑏 reaches 

50% (normalized to the total hemoglobin content) death has been caused by 

𝐶𝑂 inhalation during fire. An increase of 𝐶𝑂𝐻𝑏 diminishes the capacity of 

blood to transport oxygen. Additionally, at elevated levels of 𝐶𝑂𝐻𝑏, there is a 

shift in the equilibrium reaction of 𝐻𝑏𝑂2 that hinders oxygen to be delivered 

to cells. Finally, when 𝐶𝑂 combines with myoglobin the transport of oxygen 

to muscle tissues (including cardiac) is reduced. 

The Coburn-Forster-Kane (CFK) equation describes the dynamics of 

𝐶𝑂𝐻𝑏 formation from 𝐶𝑂 inhalation [25]. This model has been thoroughly 

validated and information on the population distribution of its parameters has 

been largely studied [26,27]. Additionally, it has been refined to include the 

decrease in 𝐻𝑏𝑂2 when 𝐶𝑂𝐻𝑏 increases. This effect can be neglected at low 

𝐶𝑂 concentrations but it becomes relevant at high 𝐶𝑂 and O2 depletion, as it 

happens in fire scenarios [28]. The CFK model is recommended to simulate the 
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evolution of 𝐶𝑂𝐻𝑏 and compute the time to incapacitation (30% 𝐶𝑂𝐻𝑏) and 

the time to lethal conditions (𝐶𝑂𝐻𝑏 > 50%). In this kind of simulation, a critical 

parameter in the CFK equation is the alveolar ventilation and the lung-

diffusing capacity for 𝐶𝑂, depending on the oxygen input flow. This input flow 

can change form 8 L/min at rest up to 100 L/min when escaping fast [29,30]. 

Under the academic hypothesis of a constant 𝐶𝑂 concentration, the Stewart-

Peterson [31] equation provides the time required to reach a certain level of 

𝐶𝑂𝐻𝑏: 

where 𝐶𝑂𝐻𝑏 is in %, 𝐶𝑂 in ppmv, respiratory minute volume (RMV) in 

L/min and t in min. With these units B = 3.32 × 10−5. The 𝐶𝑂 concentration 

that is accumulated in the blood in the form of 𝐶𝑂𝐻𝑏 determines the effects 

on the subject. First symptoms in humans (headache) are reported when 

𝐶𝑂𝐻𝑏 reaches values of about 10%, after the subjects were exposed to 15,000 

ppm of 𝐶𝑂 for 2 min, or 30,000 ppm for one minute. Time to incapacitation 

depends on the accumulated 𝐶𝑂 and also on the physical activity of the 

subject. For example, at 10,000 ppm of 𝐶𝑂, probable time to incapacitation 

for humans was estimated at 10 min, 4 min, or 1 min for resting state, light 

work, or slow running, respectively. Additionally, it is interesting to remark 

that the half recovery time for adults at rest is 320 min [31,32]. 

Carbon dioxide. 𝐶𝑂2 is not considered a toxic gas, but at high 

concentration levels, it increases the breath frequency and depth, leading to 

increased RMV. For instance, an atmosphere with 10% of 𝐶𝑂2concentration 

induces a 10-fold increased RMV on the exposed subject with respect to RMV 

in a not contaminated atmosphere. As a result, increased RMV produces faster 

intoxication by other gases and VOCs [33]. 

Oxygen depletion from 20.9% to 17% produces a degradation in motor 

coordination and, up to 10% of oxygen concentration, the exposed subject 

may still be conscious but will suffer incapacitation effects in terms of 

impaired judgment and fast fatigue conditions. From 10% to 7%, the person 

may lose consciousness. These conditions with very low oxygen concentration 

levels are only reached very close to flames, where heat is additionally the 

most important threat. Far from the fire flames, the most important effect of 

oxygen depletion is the combined effect with toxicants, for instance by 

augmenting the breath rate that leads to faster dynamics in the uptake of 

other toxics. 

Hydrogen Cyanide (𝐻𝐶𝑁) is lethal at doses much smaller than carbon 

monoxide and its toxic effects are very fast [34]. Like 𝐶𝑂𝐻𝑏, it can also be 

determined in blood to investigate its relevance in the event of death. In fact, 
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𝐻𝐶𝑁 in blood is routinely found in forensic investigations of fire. Levels 

around 3 mg/L have been suggested as lethal from animal experiments. The 

toxicity of 𝐻𝐶𝑁 is due to the binding to cytochrome oxidase in the 

mitochondria, and this precludes oxygen consumption in cells, leading to 

cytotoxic hypoxia. Additionally, cyanide ions react with methemoglobin to 

produce cyanomethemoglobin. However, the dynamics of HCN uptake and its 

related toxic effects did not receive the same degree of attention as for 𝐶𝑂 

uptake: currently, no mathematical for 𝐻𝐶𝑁 uptake has been widely adopted 

by the community. While data on human exposure effects is scarce, it is 

assumed that 50 ppm of 𝐻𝐶𝑁 may be tolerated for about 1 h, but 130 ppm 

may be lethal in 30 min, and 180 ppm of 𝐻𝐶𝑁 can lead to death in only 10 min 

[31]. 

Nitric Oxide (𝑁𝑂) passes very fast into the blood where it reacts with 

hemoglobin. It can form methaemoglobin that is a form of hemoglobin unable 

to bind to oxygen. In low oxygen conditions, it also binds to hemoglobin to 

form nitrosyl-hemoglobin (𝐻𝑏𝑁𝑂). These mechanisms have asphyxiant 

character by decreasing the oxygen transport capacity of the blood. It has 

been claimed that 𝑁𝑂 has 1500 times more affinity for hemoglobin than 

carbon monoxide. However, the dynamics and the parameters of these 

reactions are not totally understood [19]. 

Nitrogen dioxide at high concentrations is known to cause lung edema. 

According to ISO 13571, the incapacitating volume fraction of 𝑁𝑂2 is 250 ppm 

[30]. This concentration is considered as the 𝑁𝑂2level that, if inhaled at any 

time, entirely limits the ability to escape from a hazard situation. 

1.4.2 Irritant Emissions 

Hydrochloric acid (𝐻𝐶𝑙) is an irritant gas that is extremely irritant to the 

eyes and the pulmonary system at 100 ppm, and it threatens life for short 

exposures of 1000 ppm or more. 𝐻𝐶𝑙 is mostly emitted from PVC (and other 

chlorine-containing polymers) and its incapacitating power can be bigger than 

that of 𝐶𝑂, but smaller than that of 𝐻𝐶𝑁. 

Hydrofluoric acid (𝐻𝐹) and hydrobromic acid (𝐻𝐵𝑟): Limited data exist 

on the toxic effects of these gases when inhaled. However, we may take as 

reference the values contained in the ISO13571 standard [30]. This standard 

is used in the estimation of the toxic potency of mixtures (see the section 

below) and it considers different reference values to weight the effects of the 

different constituents of the fumes, namely LC50,HCl = 1000 ppm, LC50,HF = 
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500 ppm, LC50,HBr = 1000 ppm, where LC50 represents the gas concentration 

that is lethal for half of the exposed population during a time period (30 min). 

Sulphur Dioxide (𝑆𝑂2) is an irritant gas that produces an increase airway 

resistance depending on the inhaled concentration. It can lead to pulmonary 

edema [35]. The incapacitating concentration according to ISO13571 is 150 

ppm. 

Volatile Organic Compounds. It is well-known that fire emissions may 

contain hundreds, if not thousands, of VOCs, but only a few have been 

considered from the point of view of fire toxicity. To mention just a couple, 

ISO13571 cites 30 ppm of acrolein and 250 ppm of formaldehyde as 

incapacitating values. 

 Combined Toxic Effects 

The toxic potency of fire emissions can be estimated using several 

standards such as ISO 13344 and ISO TS-13571. These standards base their 

toxic potency calculations on the concentration of asphyxiant and irritant 

gases. The key compounds considered by these standards are 𝐶𝑂2, 𝐶𝑂2, 𝐻𝐶𝑁, 

oxygen depletion, haloacids (𝐻𝐹2,HBr, HCl), 𝑆𝑂2, nitrogen oxides, 

formaldehyde, and acrolein. Despite evidence that 𝑁𝑂 plays a significant role 

in fire emissions, current ISO standards only consider 𝑁𝑂2. 

Different examples of models that take into account the combined 

effect of the toxic potency of mixtures with different toxicants have been 

presented. Fractional Effective Dose (FED) is obtained from the concentration 

of the components present in the mixture. Here, we present two examples of 

such models, (namely FED1 and FED2) [30,36]: 

 

Equation (1) 

FED1 =
m[CO]

[CO2] − b
+

21 − [O2]

21 − LC50,O2

+
[HCN]

LC50,HCN
+

[HCl]

LC50,HCl
+ ⋯ 

 

where FED is obtained from the concentration of the components and 

the parameters m and b. The parameters m and b model the increased 

ventilation caused by high concentrations of 𝐶𝑂2. If [𝐶𝑂2] < 5 %, m = −18 and 

b = 122000 ppm. If [𝐶𝑂2] > 5 %, m = 23 and b = −38600 ppm. FED values 

depend on LC50 values. A value of FED = 1 is, hence, supposed to be lethal for 

half of the population after 30 min. 
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The additivity of effects has been empirically found in studies with 

rodents [37,38] and this model was also validated by Pauluhn [21]. An 

alternative formulation is [39]: 

Equation (2) 

FED2 = {
[CO]

LC50,CO
+

[HCN]

LC50,HCN
+

[HCl]

LC50,HCl
+ ⋯ }

· (1 +
exp(0.14[CO2]) − 1

2
) + 0.05[CO2]

+
21 − [O2]

21 − LC50,O2

 

 

It is important to remark that the values of LC50 are not the same for 

both models. This discrepancy is due to the diverse animal studies that were 

used to build the respective models. The FED values calculated with both 

equations may differ by approx. 30% [5]. 

When interpreting FED values, it is important to consider the large 

variability in the resistance of people to the toxicological effects of fire fumes. 

In particular, children, the elderly, and people suffering from respiratory 

problems are more sensitive to toxicants. For this reason, the goal is 

maintaining fire conditions, when possible, in FED values substantially lower 

than 1. The literature mentions that at FED = 0.3, 11% of the population may 

suffer lethal consequences [5]. 

 

 Toxicant Production Depending on Fire Scenarios and Burning 
Materials 

The emission of fire effluents depends on the combustion conditions. In 

turn, combustion conditions depend on many factors such as ventilation, 

burning materials, room geometry, and overall fluid dynamics. We have 

already exposed that fire types can be divided according to their behavior and 

burning conditions: smoldering fires and open fires. Smoldering fires have 

been traditionally characterized by 𝐶𝑂 emissions, although many other 

volatiles appear, especially since the use of new building materials. Open fires 

do not pose a major threat in terms of intoxication danger in well-ventilated 

scenarios (ϕ < 1). However, in scenarios with limited ventilation, an open fire 

rapidly consumes available oxygen and it transits to under-ventilation (lean) 
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conditions (ϕ > 1) that typically lead to the emission of toxic gases at high 

concentration levels. In this section, we focus the study on smoldering fires 

and open fires that already transited to lean conditions. 

Since smoldering fires are cold fires (compared to flaming fires), the 

smoke is colder, and the buoyancy is also smaller. In consequence, the smoke 

disperses slowly in the full volume of the room, instead of rising straight to the 

ceiling, where smoke detectors are located. As a result, time to alarm can be 

longer for smoldering fires with respect to open fires. 

As example of smoldering fire and the release of volatiles, we can refer 

to a series of NIST tests fires performed with armchairs made of polyurethane 

foam with cotton fabrics [40,41]. The total mass was 5.7 kg, and the total 

volume of the room was 12 m3. The fire was initiated with two cigarettes 

placed over the chair. In this particular test, the fire run in smoldering 

conditions for 1 h before developing a flame. Figures 1–3 show the progress 

of combustion products. We can observe how 𝐶𝑂 concentration builds up 

slowly in the room while the HCN presence only starts when flame conditions 

occur (Figure 1). On the other hand, O2 concentration also remains constant 

at 21% and lowers drastically only with the presence of open fire. Finally, the 

𝐶𝑂2 concentration increases slowly and finally it grows fast also in the case of 

open fire (Figure 2). We should remark that lethal conditions are attained due 

to the build-up of toxicants in the smoldering phase before flames appear. The 

Fractional Effective Dose reaches FED = 1 before the flame appears and before 

𝐶𝑂, HCN and 𝐶𝑂2 concentration rise (Figure 3). 

 
Figure 1  Example of evolution of CO and HCN for a smoldering fire (NIST tests) [16]. 
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Figure 2 Example of the time evolution of O2 and CO2 during a smoldering fire [16]. 

 

Figure 3 Time evolution of the toxic potency of the smoldering fire for the NIST test 
[40]. 

In a second recent example, SP Fire Research in Norway described a 

number of experiments based on smoldering fires [42]. The main goal of the 

report was to investigate if smoke detectors including 𝐶𝑂 sensors can alert 

occupants earlier than photoelectric smoke detectors. A secondary goal is to 

measure the concentration of toxic gases, mostly 𝐶𝑂,  during the development 

of the fire and determine if incapacity conditions are achieved before the 

photoelectric alarm triggers. The scenario they reproduce is a bedroom with 

a polyether foam mattress and cotton bed sheets. The room had a surface of 
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8.6 m2 and a total volume of 20.7 m3. The fire conditions were set to induce 

a smoldering fire on the mattress. Ten experiments were carried out, although 

one of the experiments was excluded because the fire developed into a 

flaming fire. 

The main conclusions of the study were that the smoke detectors 

combined with 𝐶𝑂 sensors activated much faster than photoelectric 

detectors. The incapacitation limits due to 𝐶𝑂 intoxication were in some 

experiments achieved much before the alarm was triggered. This can, of 

course, have lethal consequences. In fact, in three of the experiments, the 

photoelectric detectors never triggered an alarm (three distinct brands and 

three different units for each brand were used). The time to alarm ranged 

typically from 2 to 3 h. Figure 4 compares the activation time between 

photoelectric detectors and detectors combined with 𝐶𝑂 sensors. Results 

show that detectors equipped with 𝐶𝑂 cells triggered the alarm signal for all 

the considered fires (whereas standalone photoelectric detector missed 3 of 

the performed fires) and produced alarm signals faster than photoelectric 

detectors. 

 
Figure 4 Comparison between photoelectric detectors and multisensory including CO 

Electrochemical Cell [42]. Photoelectric detector combined with CO sensor always 

produced faster alarm signals, and it was able to detect all the test fires. Standalone 

photoelectric detector did not trigger the alarm for three of the fires . 
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The concentration of 𝐶𝑂 when the photoelectric triggered the alarm 

(evaluated at the mean time of the different units) ranged from 600 to 1500 

ppm. The photoelectric detector triggered the alarm in six of the performed 

fires. In four of them, the integrated dose of 𝐶𝑂 had already reached 

incapacitation limits (calculated in windows of 30 min) when looking the 𝐶𝑂 

levels at the mean time to alarm. Instead, the 𝐶𝑂 concentration ranged 

between 30 and 60 ppm when the combined detector triggered the alarm 

and, in no case the 𝐶𝑂 incapacitation limit was achieved thanks to the faster 

alarm response and the moderate concentration levels at the time of 

activated alarm (Table 2).  

In summary, there are very clear evidences than in some fire scenarios 

(smoldering fires) the inclusion of chemical sensors (EC 𝐶𝑂 cells in this case) is 

the path to provide enough safety to building occupants. However, we would 

like to remark that commercial and standardized fire detectors do only 

consider the detection of 𝐶𝑂 as toxic gas. At this point, it is well established 

that many other toxicants may lead to lethal consequences (particularly but 

not only 𝐻𝐶𝑁). Since most of these toxic gases are not detected properly by 

𝐶𝑂 electrochemical cells, current detectors cannot provide proper protection 

to building occupants. The widespread presence of polymers in building 

materials and also in consumer appliances and electronic products leads today 

to the appearance of new families of toxicants that need dedicated detection.  

The use of polymers is widespread in furniture, but also in electrical 

appliances and consumer electronics that may overheat and be at the origin 

of fires. These materials start the emission of volatiles when overheated. This 

process is also known as thermal degradation or pyrolysis. Finally, the 

flammable gases emitted by the materials may burn themselves if sufficient 

heat is available. In fact, once initiated positive feedback, the process may be 

self-sustained. Additional terms that appear in the description of this process 

are polymer melting and charring. The gasification of polymer materials is a 

complicated process. When overheated, the non-volatile polymer breaks 

down into smaller molecules of many chemical species, each one 

characterized by a certain vapor pressure. In this way, the smaller and more 

volatile fragments will evaporate first, followed by bigger fragments. 

Eventually, bigger fragments may stay at the surface and suffer a posterior 

break down to smaller molecules. Typically, several residues appear that are 

mostly char and inorganic materials. 

Polymers can be categorized according to many criteria. Chemical 

composition is the most suitable classification criteria when thermal 
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degradation is under study. First, carbonaceous polymers only contain carbon 

and hydrogen atoms, being polyethylene and polypropylene two examples of 

carbonaceous polymers. There are also aromatic hydrocarbon polymers such 

as polystyrene. Some of these polymers appear blended with other polymers 

in commercial formulations. A second family of polymers is characterized by 

the presence of oxygen atoms. Among them, we encounter cellulosics, 

polyacrylics (like PMMA) and polyesters. Examples of polyesters are 

polyethylene terephthalate (PET), polycarbonates. Additional polymers with 

(𝐻, 𝐶, 𝑂) are polyethers and polyacetals. The thermal decomposition of these 

polymers produces a large variety of alkanes and alkenes. 

The third family of polymers is characterized by the addition of nitrogen 

(𝐻, 𝐶, 𝑂, 𝑁). Examples are nylons, polyurethanes, polyacrylonitrile, and 

polyamides. For instance, thermal degradation of polyacrylonitrile starts 

between 250 and 350 °C and, among other products, it emits 𝐻𝐶𝑁 and 𝑁𝐻3 

long before actual oxidation takes place. 

Finally, polymers can contain other elements. Polymers containing 

chlorine are, for instance, polyvinyl chloride (PVC), polychloroprene or 

poly(vinylidene chloride). It has been reported that the emission of 𝐻𝐶𝑙 from 

PVC starts at temperatures between 225 °C and 275 °C. Polymers like 

polytetrafluorethylene (PTFE), polyvinylidene fluoride (PVDF) or fluorinated 

ethylene polymers may also contain fluorine atoms [40]. Thermal 

decomposition of PTFE starts at temperatures around 475 °C and the main 

products emitted are 𝐶𝐹4, 𝐻𝐹, and hexafluoropropene. 

Hence, a diversity of polymers that are nowadays used and found in 

home settings, and the different composition of these polymers results in a 

large variety of released volatiles at higher temperatures, when material 

degradation takes place. 

 Standards for Fire Detectors 

Prese Over the years several standards have been established 

worldwide to test the sensitivity and reliability of smoke fire detectors. One of 

the best well-known is EN54: “Fire Detection and Fire Alarm Systems” that 

specifies the conditions to be fulfilled by components and systems devoted to 

fire detection. This standard is mandatory in the European Union. It was 

created by the European Committee for Standardization (Comité Européen de 

Normalization—CEN) and it was also adopted by Latin American and Asian 

countries. For this paper, the most relevant section is EN-54: part 9: 

“Components of automatic fire detection systems. Methods to test the 
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sensitivity to fire”. The EN-54 standard covers the requirements, test methods 

and performance criteria for point smoke detectors working under the 

principles of ionization, transmitted or scattered light. The same document 

states that for other types of fire detectors (e.g., fire detectors based on 

chemical sensors) the document must be considered only as guidance or 

inspiration. The standard covers the dimensions of the fire room, the position 

of the detectors in the room, and the required instrumentation that must be 

available for the tests. The document also details the procedure to perform 

the standard test fires. Table 3 lists the standard test fires described in the 

mentioned standard. The EN54 fires aim to prove that alarms have enough 

sensitivity to fire. The range of standard fires covers a diversity of aerosol 

types. It is important to note that not all fire detectors are suited to detect all 

fires. For instance, optical smoke detectors have poor sensitivity to liquid fires 

modeled by TF6, where smoke production is very limited. On the other 

extreme, flame detectors based on infrared or ultraviolet emissions are not 

suited for smoldering fire detection [43]. The principle of operation of the fire 

alarm selects the subset of standard fires to be used when testing the 

sensitivity of the detector. For more details on the technicalities and 

recommended procedure to implement those fires, the reader is referred to 

the EN-54 standard. 

 

Table 1 . Standard Test Fires described in the EN-54 standard. 

Experiment Material 
TF1 Open wood fire 

TF2 Rapid smoldering pyrolysis wood 

TF2a Slow smoldering pyrolysis wood 

TF2b Smoldering pyrolysis wood 

TF3 Rapid smoldering cotton 

TF3a Glowing slow smoldering cotton 

TF3b Glowing smoldering cotton 

TF4 Open plastics fire (Polyurethane) 

TF5 Liquid fire (n-heptane) 

TF5a Small n-heptane fire 

TF5b Medium liquid n-heptane fire 

TF6 Liquid fire (ethyl alcohol) 

TF7 Slow smoldering wood 

TF8 Low temp. liquid fire (decalin) 

TF9 Deep-seated smoldering cotton 

 

It is important to mention that there is a dedicated standard for smoke 

detectors aimed at residential use, namely EN 14604: “Smoke Alarm Devices”. 

In fact, EN54-7 and EN14604 share the methodology to select the most 
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challenging conditions for smoke detectors, being test fires TF2 to TF5 the 

most relevant ones to be considered in dwellings. 

It is also worth noting that, although the standard is described for 

smoke detectors, TF6 does not produce smoke or aerosols. Hence, the 

detection of this fire type requires different operation principles than those in 

conventional smoke detectors. In fact, the detection of TF6 fires requires 

multicriteria detectors [44] that usually include additional temperature 

sensors. 

Additionally, the ISO-7240 standard “Fire detection and alarm systems” 

[45] is the international version of EN-54, and many parts are identical. There 

are, however, some differences because the working groups preparing the 

standards both are different. The definitions of the standard test fires are the 

same in both. Australia also adopted the ISO-7240 standard with only minor 

differences under the name AS-7240. 

Other standards exist in the US, in particular, the NFPA-72: National Fire 

Alarm and Signaling Code [46]. This is a standard published by the National 

Fire Protection Association (NFPA) and recognized by the American National 

Standards Institute (ANSI). NFPA-72 focuses on the entire alarm system and 

on the electrical signals between fire alarm components. It does not cover the 

description of standard fires for fire sensitivity analysis. Hence, we will refer 

to the activity of Underwriters Laboratories (UL). UL is a global company 

headquartered in the US dedicated to safety. They have published more than 

1500 standards in the area of safety [47], including standards relevant to the 

area of fire detection: 

• UL217: Standard for single and multiple station smoke alarms 

• UL268: Smoke detectors for fire alarm systems 

• UL2034: Standard for single and multiple station carbon monoxide alarms  

 

UL217[48] and UL268[49] standards are described for different fire 

scenarios, although they share a lot of similarities. UL217 has the focus on 

residential smoke alarms, and UL268 focuses on smoke detectors connected 

to a central control unit. On the other hand, UL2034[50] is a standard for 𝐶𝑂 

alarms to prevent intoxication due to inhalation. While the integration of 𝐶𝑂 

and smoke alarms is very relevant, these products are not the focus of the 

UL2034 standard. The European equivalent of the UL2034 standard is 

EN50291 [51]. UL217/268 initially considered four flaming tests: namely paper 

fire (Test A), gasoline fire (Test C), polystyrene fire (test D), and wood fire (Test 

B) plus a smoldering test consisting of ponderosa pine on a hotplate. Lately, 
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the test set has been extended with flaming and smoldering versions of 

polyurethane foam [52]. 

The standard ISO7240-part 6: “Carbon Monoxide Fire Detectors using 

Electrochemical Cells” [45] is also very relevant for the consideration of fire 

detectors based on gas detection. Indeed, the mentioned standard 

acknowledges the importance of 𝐶𝑂 as a fire indicator. It also regulates the 

use of this type of systems for fire detection since this kind of products have 

been available since the late 90s. We have already mentioned the importance 

of 𝐶𝑂 as a toxic agent, mostly in slow, smoldering fires of carbon-based 

materials (wood, paper, etc.). The standard states that these detectors are 

important in scenarios where conventional smoke detectors are plagued with 

false alarms due to the large presence of dust, steam or other aerosols. The 

standard also warns users that detectors based solely on 𝐶𝑂 are not suitable 

for clean-burning liquids, PVC insulated cables, combustible metals, some self-

oxidizing chemicals and non-carbonaceous materials. Additionally, since there 

are sources of 𝐶𝑂 that are not fire-related, some caution is necessary to take 

𝐶𝑂 as an indicator of fire. This may happen particularly in scenarios that host 

𝐶𝑂 sources like car parks. The standard sets the desired alarm level at 60 ppm 

of 𝐶𝑂,  and the standard also requires that no alarm should be given when 𝐶𝑂 

concentration is lower than 25 ppm. 

Alarms based on the ISO7240 standard are based on the definition of a 

single threshold value, whereas systems based on the UL2034 or EN50291 

standards consider the accumulated dose of 𝐶𝑂 (interpreted in terms of 

𝐶𝑂𝐻𝑏 production). This results in the fact that alarms based on ISO7240 are 

even more sensitive to 𝐶𝑂 concentration than standalone 𝐶𝑂 detectors 

standardized under UL2034, or EN50291. For instance, at 60 ppm of 𝐶𝑂 (the 

alarm level for ISO7240), the UL2034 standard only mentions that the alarm 

should never be triggered before 28 min, and even not firing at this 

concentration is consistent with the standard. 

A relevant feature of the ISO7240 standard, common to other standards 

in the area of chemical sensing, is the selection of a number of interfering 

chemicals that should not trigger the alarm (see Figure 5). The exposure of the 

detector to the presence of the interfering volatiles should not alter the 

compliance of the detector to the sensitivity tests. In this case, the standard 

selects nitrogen dioxide, sulfur dioxide, chlorine, ammonia, heptane, ethanol, 

and acetone. Additionally, the alarm should not be triggered in the presence 

of 5000 ppm of 𝐶𝑂2. The robustness of detectors against interfering chemicals 

and nuisances is a must in detectors based on chemical sensors. The selection 
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of the interfering chemicals and their concentration levels is always a matter 

of controversy and, obviously, it becomes dictated by the scenario where the 

alarm is to be installed. 

 

 

Figure 5 Concentration and exposure time of the different interferent 

gases that appear in the standard ISO7240. Note the log scale. Specifically, 

the concentrations and exposure times are: 5 ppm of NO2 at 96 h and 50 

ppm at 30 min, 5 ppm of SO2 at 96 h and 50 ppm at 30 min, 2 ppm of Cl2 

at 96 h, 50 ppm of NH3 at 1 h, 100 ppm of Heptane at 1 h, 500 ppm of 

Ethanol at 1 h and 1500 ppm of Acetone at 1 h. 

The combination of smoke detectors, heat sensors and 𝐶𝑂 

electrochemical cells to form a multicriteria fire alarm achieved higher 

commercial success than the use of standalone 𝐶𝑂 detectors for fire 

detection. Actually, this combination is standardized under ISO 7240-part 27: 

“Point-type fire detectors using scattered light, transmitted light or ionization 

smoke sensor, an electrochemical cell carbon monoxide sensor and a heat 

sensor”. In this case, the alarms are tested against standard test fires TF2, TF3, 

TF4, TF5, and TF8. The same chemical interfering volatiles considered in part 

6 are also used for this embodiment of the fire alarm. 

There are also country-specific standards covering electrochemical cells 

for fire detection. For instance, the Loss Prevention Standard LPS1274 covers 

“Testing procedures for the LPCB approval and listing of carbon 

monoxide/heat multisensory fire detectors using electrochemical cells”. This 

standard proposes to test the devices against TF2, TF3, TF4, and TF5, defined 

as in the EN-54 standard [53]. Similarly, we can encounter LPS1279: “Testing 
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procedures for the LPCB approval and listing of point multisensor fire 

detectors using optical or ionization smoke sensors and electrochemical cell 

𝐶𝑂 sensors and, optionally, heat sensors” [54]. In this case, TF8 is added as in 

the ISO standard [53]. 

As far as the authors know, there is no published standard regarding 

fire detection based exclusively on chemical sensor arrays. Obviously, 

ISO7240-part 6, can be taken as guidance. However, this document is tailored 

to 𝐶𝑂 electrochemical cells. The standardization of the fire sensitivity tests for 

fire detectors based on chemical sensor arrays could push forward the 

development of this type of detectors. In such a case, beyond standard test 

fires, attention should be paid to nuisances (causes of false alarms) as well. In 

the opinion of the authors, in addition to the selection of a number of 

interfering volatiles and their concentrations, nuisance scenarios have to be 

selected such that they ensure robust operation of these detectors in the 

selected scenario of use (domestic premises, buildings, commercial, etc.). This 

selection is not an easy task since the number of potential of sources of false 

alarms is large, especially when the sensor array includes sensor technologies 

with low selectivity, such as metal oxide sensors (MOX) or photo-ionization 

detectors (PID). As we will review in Sections 6 and 7, while proposals already 

appeared in the literature, the community still needs to reach a consensus. 

 Gas Sensors for Combustion Products 

The list of the most significant gas fire emissions contains 𝐶𝑂,  𝐻𝐶𝑁, 

𝐻𝐶𝑙, 𝐻𝐹, 𝐻𝐵𝑟, 𝑁𝑂, 𝑁𝑂2, 𝑆𝑂2 as inorganic asphyxiants and irritants, but one 

also needs to consider 𝑂2 depletion and 𝐶𝑂2 levels, for their synergy with 

toxics: mostly because it results in an increased breathing rate. Additionally, it 

is well established that many VOC can also be emitted from fires, being 

acrolein and formaldehyde two of the most relevant examples. However, this 

only constitutes a short list and it is clear that the number of chemicals is 

enormous, it is practically impossible to have a chemical sensor dedicated to 

every single compound present in fire emissions. In this section, we will not 

refer to the possibility of using Fourier Transform Infrared (FTIR) analyzers for 

the simultaneous analysis of many emission compounds through the analysis 

of the absorption signature. We will refer only to the use of sensor 

components. 

The technology of choice for the analysis of most of the toxicants that 

appear in fire emissions is electrochemical cells. In fact, electrochemical cells 

are the standardized option when coupling carbon monoxide sensing to 

smoke detectors. Current standards do only refer to this technology and 𝐶𝑂 
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detection, disregarding other popular options such as metal oxide sensors 

with a larger number of target volatiles and cross-sensitivities [55–57]. 

Electrochemical sensors are based on REDOX reactions that produce an 

external current that is then measured. Typically, a potentiostat circuitry in a 

three-electrode configuration is used. Figure 1 shows working principle for 𝐶𝑂 

detection using electrochemical cells. There is a large variety of worldwide 

vendors offering sensors based on electrochemical cells for toxic gas 

detection. Some examples of commercially available sensors relevant for fire 

detection are given in Table 2, and additional vendors for these sensors follow 

in Table 3 [58]. We refer interested readers in the principle of operation of 

electrochemical cells to already published reviews [58,59]. 

 

 

Table 2 Concentration measurement ranges (in ppm) for fire emissions provided by 

different vendors 

Gas IST Alphasense GfG 
NH3 √ 10 ppm √ 100 ppm √ 200 ppm 

CO √ 300 ppm √ 500 ppm √ 300 ppm 

H2 √ 2000 ppm √ 2000 ppm √ 2000 ppm 

HCl √ 30 ppm √ 100 ppm √ 30 ppm 

HCN √ 30 ppm √ 100 ppm √ 50 ppm 

HF √ 10 ppm  √ 10 ppm 

HBr   √ 30 ppm 

H2S √ 30 ppm √ 100 ppm √ 100 ppm 

NO √ 100 ppm √ 100 ppm √ 100 ppm 

NO2 √ 50 ppm √ 20 ppm √ 30 ppm 

SO2 √ 100 ppm √ 20 ppm √ 10 ppm 

O2   25% 
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Table 3 Availability of electrochemical cells for the detection of toxics1. 

Gas Honeywell  Casella  Draeger  Geotech  IS  Ion Science  MSA  
NH3 √ √ √ √ √  √ 

CO √ √ √ √ √ √ √ 

H2 √ √ √ √ √   

HCl √ √ √ √ √  √ 

HCN √ √ √ √ √  √ 

HF  √ √     √ 

HBr  √ √     √ 

H2S √ √ √ √ √ √ √ 

NO √  √     

NO2 √ √ √ √ √   

SO2 √ √ √ √ √  √ 

O2 √ √ √ √ √ √ √ 
 

1 IST: International Sensor Technology (http://www.intlsensor.com/); GfG: Innovative Gas 

Detection Technology (http://www.gfg-inc.com/); Alphasense: (http://www.alphasense.com/); 

Honeywell: (http://www.honeywellanalytics.com); Casella: (http://www.casellasolutions.com); 

Draeger. (http://www.draeger.com); Geotech (http://www.geotechuk.com); IS: Industrial 

Scientific (http://www.indsci.com); MSA: (http://www.MSAsafety.com). 

 

Finally, we remark that some vendors offer different ranges of 

concentration for their products (the higher limits of the corresponding sensor 

ranges in Table 4 are only given for illustration purposes) and 𝐻𝐶𝑙, 𝐻𝐵𝑟 and 

𝐻𝐹 are sometimes detected with the same sensors designed for halogen acid 

detection. 

As already mentioned in Section 4, 𝐶𝑂2 is a relevant gas in fire 

emissions. While it is not a direct toxicant, it increases the effects of others as 

we have seen in the models of toxic potency. The detection of 𝐶𝑂2 at relevant 

concentrations in fire emissions is easily accomplished by miniature Non-

Dispersive Infrared Cells (NDIR) provided by different vendors. The principle 

of operation relies on energy absorption in the infrared. 𝐶𝑂2 absorbs at 2.7, 

4.3 and 15 µm. NDIR sensors use infrared lamps, absorption chambers, 

wavelength filters and infrared detectors, although nowadays all the elements 

are integrated into a single system. Typically, an absorption band and a 

reference band are used for compensation purposes. Additionally, 

temperature sensors are included to compensate for the influence of the 

operating temperature. 
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Figure 6 Nemoto NAP-505 three electrode 𝑪𝑶 sensing element. 

Finally, there are several VOCs that are also of interest but their 

selective detection at ppm level with simple sensors is not feasible today. 

Consequently, the detection of acrolein or formaldehyde, for example, should 

be targeted with non-selective sensors. Two main technologies are available 

nowadays. On the one hand, we can find photo-ionization detectors (PIDs) 

that are based on the ionization of target molecules by a UV lamp. Different 

volatile compounds have different efficiency regarding the ionization process 

but, if the molecules can be ionized by the energy of the lamp (typically from 

8.4 eV to 11.8 eV), the detector will give a response. Thus, PIDs are considered 

as non-selective sensors since a weighted overall VOC reading is obtained. The 

advantage of PID sensors is that they achieve very low detection limits (in the 

order of ppb) but at the expense of being also sensitive to harmless chemicals 

that may appear as nuisance during normal daily activities (cleaning products, 

perfumes, etc.). Metal oxide gas sensors (MOX) are a more robust alternative, 

but this choice is also plagued with problems of very poor selectivity. On the 

one hand, the broad response of MOX is beneficial to detect a large number 

of combustion products and provide additional safety to a building’s 

occupants, but, on the other hand, the non-selectivity makes this technology 

more prone to false alarms. To gain some selectivity for fire signatures, arrays 

of MOX sensors or temperature modulation strategies must be used. 

Consequently, the use of these devices for fire detection should necessarily 

include some computational intelligence that is able to differentiate fire 

signatures from nuisances. Therefore, only after a data processing step one 

can obtain reliable fire detection.   
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 Fire Detectors Incorporating Chemical Sensors  

1.9.1 Decision Tree and Hard Rules 

Traditionally, fire alarm systems based on smoke detection make 

use of a single threshold value to define the fire region. This region can 

be defined more accurately by considering readings from other sensors 

and building a set of thresholds (or rules) that incorporates the multiple 

sensor signals. 

In the early nineties, Ishii et al. presented an approach based on 

hard rules and a smoke sensor coupled with a thermocouple and a 

semiconductor 𝐶𝑂 sensor [8]. The multi-sensor system was placed in a 

6.7 × 4.3 × 2.5 m3 room in which smoldering fire (wood), flaming fire 

(n-heptane) and cooking activities (grilled fish) were performed. Based 

on the instantaneous reading of the three sensors, the authors defined 

specific regions in the sensor space to limit the fire region. Figure 8 

shows the defined regions and their complexity. Based on the set of 

rules, fire alarm is only triggered when the acquired point falls outside 

the volume enclosed by the different planes. As a result, cooking 

activity did not trigger fire alarm, although smoke density showed 

response to this activity, which may have reached obscuration 

threshold limit defined for smoke detectors. 

The proposed set of rules, though, is very specific to the 

experimental setup and tested fire/nuisance scenarios. In order to 

provide a more general model, the authors proposed a method that 

uses dynamic features and relies on sensor correlation. Using a similar 

experimental setup, they found out that heat release and volatile 

release come together in the performed fire test (metal chair with 

polyurethane cushion and polyolefin fabric). This sensor correlation 

was significantly smaller in the tested nuisance scenario (cooking). They 

proposed, thereby, to use the correlation between heat release and 

volatile release (and its rate of change) to detect fires. However, 

unfortunately, authors did not validate this approach with unseen 

measurements. Moreover, smoldering fires with very slow combustion 

process may initiate heat release significantly after volatile release and, 

therefore, the proposed signal correlation may not be a good indicator 

to predict slow smoldering fires.  
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In the mid-nineties, research teams from the Department of Fire 

Protection Engineering and the Department of Chemical Engineering at 

the University of Maryland (College Park, MD, USA) joined efforts to 

detect fire situations using a variety of sensors. Initially, researchers 

performed experiments in a small-scale setup (see Section 7), in which 

only chemical sensors were used and samples were introduced using an 

atomizer. In this section, we will focus their efforts on a continuation 

work where the sensor system was placed in a larger experimental 

setup (3.6 × 3.6 × 2.4 m3), and it included gas sensors and light 

obscuration sensing. 

Specifically, the system integrated TGS880 and TGS822 MOX gas 

sensors (Figaro, Japan), 𝐶𝑂 (PIR 2000, range 0–1% Horiba, Irvine, CA, 

USA), 𝐶𝑂2 (Horiba PIR 2000, range 0–5%), O2 (540A, range 0–20.95%, 

Servomex, Belgium) sensors, a temperature sensor (thermocouple) and 

light obscuration detector (OSD-100-5T-BNC, Centronic, UK). 

Moreover, for comparison purposes, the setup was equipped with two 

commercial smoke detectors (one photoelectric and one ionization) 

[60,61]. They performed 87 tests, including 34 flame fires, 16 

smoldering fires and 37 nuisances. 

The dimension of signals captured with the two MOX sensors, 𝐶𝑂 

and 𝐶𝑂2 sensors and temperature and light sensors was reduced to 

three dimensions by means of Principal Component Analysis (PCA). 

Therefore, the dimension of the space was shrunk from six to three, 

while the three principal components captured 76% of the variance of 

the original data. They built hard rules on this new space to classify 

flame fires, smoldering fires or nuisances. The scores were used to 

define the boundaries of each region as follows: 

- If: PC3 > 5: Flaming fire. 

- If −8 < PC2 < 0: Smoldering fire. 

- Else: Nuisance. 

 

They compared the performance of the chemical system with a 

commercially available smoke detector. While commercial detector did 

not trigger the alarm for 16 of the 50 tested fire conditions, this number 

was reduced to only two for the multisensory system based on 
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dimension reduction and hard rules. Proposed method also 

outperformed commercial system in response time, as, by average, 

flaming fires were detected 45 s faster and smoldering fires were 

detected 245 s faster, which represented a time reduction of 57% and 

30% respectively. However, the system with gas sensors was very 

sensitive to nuisances as it produced false alarms for 10 out of 37 

conditions (10 nuisances were wrongly identified as smoldering fire), 

while the smoke detector only showed 4 false alarms [62]. 

False alarm ratio was improved, at the cost of reducing sensitivity 

to smoldering fires, when the authors revisited the dataset and 

considered a new set of sensors. In particular, the system included two 

MOX sensors, 𝐶𝑂 and 𝐶𝑂2 sensors and the temperature sensor [62]. In 

other words, the photocell was removed from the array of sensors. 

Using hard rules based on the sensor signals the authors could classify 

smoldering fires, flame fires, nuisance cases, and background. The rules 

were defined as follows: 

- If: CO2 > 210 ppm or T > 105 F: Flaming fire. 
- Elseif: VTGS822 > 0.9 V and VTGS880 > 0.15 V: Nuisance. 
- Elseif: CO > 17 ppm and CO2 > 22 ppm and VTGS822 > 0.27 V: 

Smoldering fire. 
- Else: Background. 

 

where VTGS8xx denotes acquired voltage from the corresponding 

MOX sensor conditioning circuit. 

The systems that included chemical sensing outperformed smoke 

detector in terms of sensitivity to fires. Similarly, the system with the 

light obscuration sensor showed higher sensitivity to smoldering fires 

than when the light sensor was removed. However, whether this is due 

to the information provided by the light sensor or due to the employed 

decision algorithm remained unexplored. On the other hand, chemical 

systems showed a higher rate of false alarms than the smoke detector. 

Actually, as all considered methods rely ultimately on the definition of 

thresholds, sensitivity and specificity could be adjusted by tuning the 

corresponding thresholds. 
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In another work, the same research group explored fire sensitivity 

and nuisance immunity using another multi-sensor system and 

different hard rules [64]. Specifically, they exposed a photoelectric 

smoke detector, ionization smoke detector, 𝐶𝑂 sensor and 

thermocouple to 32 fire tests (smoldering and flaming) and 11 nuisance 

(cooking tests, smoking and candle) scenarios. Captured signals were 

filtered to reduce noise and get rid of data spikes. Instantaneous values 

and rate of rise for each of the sensors were considered. 

Authors proposed nine different hard rules using different 

combinations of sensors and features. Resulting sensitivity and 

specificity were evaluated individually for each set of rules, and they 

were compared to thresholded smoke detectors. Results indicated that 

the rule involving the rate of temperature rise, 𝐶𝑂 concentration, and 

smoke detection (using ionization detector) provided the best 

immunity to false alarms and fire sensitivity. In particular, the selected 

rule was as follows: 

- If: (Rate of T > 0.2 °C/s) or (𝐶𝑂 > 17 ppm) or (Ion > 0.15% 

Obs/m): Fire. 

- Else: Background. 

 

The authors concluded that rules that included 𝐶𝑂 measurements 

resulted in faster detection of smoldering fires than smoke detectors. 

Similarly, the rate of temperature rise resulted in faster fire detection, 

or at least, similar, than smoke detectors. Authors also proposed 

several rules to define fire/non-fire regions after PCA was applied to 

data. However, authors did not find any significant improvement after 

defining ellipses in the lower-dimension space. Authors attributed the 

similar performance of the rules defined directly in the sensor space 

with the rules defined after the PCA to the limited number of sensors 

which is not large enough to flourish the benefits of dimensionality 

reduction. 

In summary, the research efforts carried out by the Department 

of Fire Protection Engineering and the University of Maryland showed 

that simple hard rules could be defined such that fire and nuisance 

situations can be discriminated. They also showed that dimensionality 
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reduction could be performed before the definition of the decision 

rules. When compared to smoke detectors, chemical-based fire 

detectors showed improved sensitivity, although it came at expenses of 

higher false positive rate. The remaining challenge is keeping high 

sensitivity while specificity remains at acceptable levels. 

Chen et al. proposed a system that combined smoke detector 

with carbon monoxide and carbon dioxide measurements [65]. They 

compared the performance of the multi-sensor system with the 

performance of only the smoke detector. The smoke detector was 

based on light scattering and, when operating alone, it triggered a fire 

alarm when the threshold of 15% obs/m was reached. 𝐶𝑂 and 𝐶𝑂2 

detection were performed by means of a diode laser-based absorption 

spectrometer, which was composed of a laser, InGaAs diodes and 

reference and measurement cells. 

The proposed algorithm for the multi-sensor system was based 

on dynamic features, specifically, the rate of change of the smoke, 𝐶𝑂,  

and 𝐶𝑂2 signals. Then, a decision tree was built to output, continuously, 

fire/non-fire prediction. Briefly, fire was only predicted when smoke 

rate of rise was higher than a threshold and the rate of rise of 𝐶𝑂 or 

(non-exclusive) the rate of rise of 𝐶𝑂2 were higher than the 

corresponding thresholds. The authors explored two methods to 

estimate the signals’ rate of increase. First, the rate of rise was 

estimated fitting a linear function to the captured data points using 10-

s time windows. The second method included a moving average filter 

before the linear fit was computed. The thresholds were adjusted for 

each volatile and method, resulting in the following rules for the first 

and the second methods respectively: 

- If: (Rate of Vsmoke > 1 mV/s) and [(Rate of 𝐶𝑂 > 0.15 ppm/s) or 

(Rate of 𝐶𝑂2 > 25 ppms/s)]: Fire. 

- Else: Non-fire.  

- If: (Rate of Vsmoke > 1 mV/s) and [(Rate of 𝐶𝑂 > 0.05 ppm/s) or 

(Rate of 𝐶𝑂2 > 8 ppms/s)]: Fire. 

- Else: Non-fire.  

 



 

  

A. Solorzano 2019  53 

where Vsmoke represents the voltage captured from the output 

of the smoke detector. The mentioned algorithm was patented by the 

authors [66]. 

The authors tested their approach using a collected dataset that 

included a total of 30 fires (smoldering and flame) performed in a 2.2 × 

1.4 × 4 m3 unventilated room. Smoldering fires included HDPE beads, 

PVC clad wire, mixed fabrics (with different ignition methods) and green 

canvas. Flame fires included heptane, toluene, methanol and mixed 

plastics. Two or three repetitions were carried out for each fire type. 

Authors also tested immunity to false alarms. In particular, they tested 

nuisances that may be present in aircrafts. Specifically, tested nuisances 

included dry ice, insecticide bomb (aerosol), halon, water, methanol, 

ethanol, acetone, and ammonia. 

Results indicated that there is no significant difference between 

the two methods proposed to compute the signal derivatives, and no 

false alarms were detected throughout the tests. However, the multi-

sensor system showed better sensitivity to fire than the smoke 

detector. Due to the small amount of smoke released by heptane, 

methanol, PVC wire and mixed fabrics, smoke detector did not trigger 

fire alarm for these four types of fire. The multi-sensor system only 

missed methanol fire. However, the authors adapted the rules such that 

fire is predicted when two of the three rate of rise features exceeded 

the corresponding threshold. With the new formulation, the multi-

sensor system was able to detect methanol fire as well. Moreover, 

multi-sensor system also showed improved detection time, reducing, 

for example, detection time of HDPE bead fire from 616 s to 320 s. 

The authors showed that defining rules based on the rate of 

change of the signals may be beneficial, as these dynamic features 

overcome issues with baseline shifts and may detect changes faster. 

Finally, the outstanding sensitivity and robustness to false alarms of the 

multi-sensor system may be due to the specificity of the employed 

chemical gas sensors. The immunity to false alarms may not be found 

when using less-costly, broad-response gas sensors. 

Gottuk et al. presented a system that combined smoke detectors 

with 𝐶𝑂 detection using an electrochemical gas cell [67]. The authors 
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performed fires and nuisances in a 49 m3 room. Large variety of flame 

and smoldering fires (heptane, alcohol, gasoline, flaming polyurethane, 

smoldering polyurethane, cardboard, cotton fabric, flaming cotton 

wick, smoldering cotton wick, cotton batting, upholstery fabric, PVC 

cable, smoldering wood at different temperatures) and nuisances 

(Wesson oil, toast, melting cheese, bacon, propane burner, kerosene 

heater, cigarette smoke, people smoking, water steam) were induced 

in the room, with different number of repetitions each scenario. Two 

smoke detector systems (ionization and photoelectric), along with gas 

sensors were installed in the test room.  

The authors set the detection threshold of smoke detectors to 

4.52% obs/m for the ionization detector and 6.72% obs/m for the 

photoelectric smoke detector. Results confirmed that ionization 

detectors show better sensitivity to flaming fires, whereas 

photoelectric detectors show better performance for smoldering fire 

detection.  

The proposed multi-sensor algorithm for fire detection was based 

on the readings from the ionization fire detector and the 𝐶𝑂 sensor. 

The authors developed a simple rule that takes into account the 

readings from both sensors such that high concentrations of 𝐶𝑂 also 

triggered fire alarm. In particular, the criteria was as follows: the alarm 

was triggered when the product of the ionization detector output (% 

obs/m) times the 𝐶𝑂 sensor reading (in ppm) was greater than 10 (% 

obs/m)(ppm). By coupling the 𝐶𝑂 sensor to the ionization smoke 

detector, boundaries of fire/non-fire regions could be defined. 

The multi-sensor system was compared to traditional smoke 

detectors. Despite the simplicity of the proposed rule, the multi-sensor 

system detected 42 out of 53 fire tests, while ionization and 

photoelectric detectors detected 25 and 29 of the tested fires, 

respectively. Briefly, the multi-sensor system detects the union of the 

set of fires that are detected by the ionization and the photoelectric 

detectors, except for some smoldering wood (at lower temperature) 

and PVC cable, which can be detected by photoelectric detector and did 

not trigger alarm for the ionization smoke + 𝐶𝑂 detector.  
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Immunity to false alarms was also improved with 𝐶𝑂 

measurement. For example, water steam increased obscuration 

measure and triggered smoke detector alarms, but it did not increase 

𝐶𝑂 sensor readings, which prevented triggering fire alarm for the multi-

sensor system. Photoelectric and ionization showed false alarm to 17 

and nine of the 27 tested nuisances. Multi-sensor system only triggered 

false alarm in six of the nuisance scenarios. Moreover, time response 

was also improved. Ionization detector coupled to 𝐶𝑂 sensor showed 

faster response time than ionization detector alone, except for heptane 

and polyurethane fires. 

The authors showed that adding 𝐶𝑂 measurements to light 

obscuration sensor can improve both fire sensitivity and false alarm 

immunity. Simple hard rules can successfully process sensor signals. 

However, the authors already discussed a limitation of the proposed 

rule as its asymptotic nature makes it necessary very high levels of 𝐶𝑂 

concentration (or smoke) if smoke (or 𝐶𝑂 concentration) levels are very 

low. This rule will delay the detection of fires that, for instance, 

generate small 𝐶𝑂 concentration. The authors proposed adding 

additional rules to cut the asymptotic behavior in its limits. 

All in all, hard decision rules have been explored recurrently over 

the years. The popularity of this choice is probably due to the classic 

operation of smoke-detectors that rely on signal thresholds. The natural 

path is, hence, reshaping fire regions defined with light obscuration 

thresholds to obtain more accurate fire regions that incorporate 

additional information from chemical gas sensors. On the bright side, 

hard rules are considered as “white boxes” as they are easy to interpret 

[68]. Acquired knowledge of the system behavior is translated to a 

readable set of rules. 

On the downside, decision rules may become too complex when 

many different nuisances are considered, as each scenario may require 

its own set of conditions to be excluded from the fire region. Also, and 

most significantly, hard rules depend heavily on the presented dataset. 

This is usually not-desired as one aims at building models robust to 

noise and able to generalize to new data or new experimental 

conditions (room size and geometry, fire types, nuisances, etc.). One 
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limitation that we found in the literature is the fact that generalization 

to other experimental conditions is not explored. To what extent 

defined rules are valid when the system is placed in a different room, 

under different ventilation conditions or when the sensors are at 

different distances from the fire source remained, mostly, unexplored. 

Dynamic features were also proposed to improve the accuracy 

and the generalization ability of the models. For example, it was found 

that rate of rise of 𝐶𝑂 and 𝐶𝑂2 concentration levels can improve the 

ability of the system to discriminate between fire and nuisance 

scenarios. In reference [69], only one nuisance showed 𝐶𝑂2 increase 

rate higher than 0.1 ppm/s, and only two nuisances induced 𝐶𝑂 

increase rate higher than 0.025 ppm/s. Although 𝐶𝑂2 was found to 

increase at high rates during fire, it also does so when the room is 

occupied by individuals (the presence of people in a non-ventilated 

room can induce 𝐶𝑂2 increase rates as high as 0.5 ppm/s). Therefore, 

𝐶𝑂 rate of rise was suggested over 𝐶𝑂2 rate of rise to discriminate fire 

from nuisances. 

Also, using dynamic features, such as rate of rise, becomes 

beneficial as these features are insensitive to baseline shifts and may 

provide faster responses. For example, derivative features were shown 

to change faster than the mean of the signal computed in the same time 

window [65]. 

Similar to static features, thresholds for dynamic features may be 

also specific to room size or geometry. However, experiments in two 

test rooms suggested that room effects can be incorporated to the 

model by including (and adjusting) rate of rise thresholds in the 

algorithms [63]. 

Finally, approaches based on linear data transformation (PCA) 

have been proposed to define hard rules in the transformed sensor 

space. These rules may be intricate and complex in the original space, 

but they may become simple in the new space. Moreover, if enough 

repetitions are included in the original data matrix, the new data 

projection can find the mean direction for each fire/nuisance type and 

reject inherent variability for each scenario [64]. 
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Hard decision rules have been proved to provide good prediction 

ability when tested under the same conditions than the calibration 

conditions. However, other classification algorithms that usually show 

lower generalization error [68] have also been explored for reliable fire 

detection.  

1.9.2 Neural Networks 

In the early 1990’s, Okayama studied the use of neural networks 

to assess the risk of fire using a variety of sensors [70]. He adapted the 

configuration of the neural network to address three different tasks, 

using different sensor ensembles and sensor features for each task. 

First, a three-layer neural network with three input neurons, five 

hidden neurons and three output neurons was used to output three fire 

indicators. Three sensors (temperature, carbon monoxide sensor, 

photoelectric smoke sensor) were considered to feed the input layer of 

the network. Static features for 𝐶𝑂 and smoke sensors were extracted, 

whereas dynamic feature (rate of rise) was extracted from the 

temperature sensor. Additionally, to extract the corresponding features 

sensor readings were normalized such that the ranges 0–20% obs/m, 

1–100 ppm of 𝐶𝑂,  and 0–10 °C/min were mapped to the interval 0–1. 

The output of the network was associated with three indicators (fire 

probability, fire risk and smoldering fire probability), which were also 

set in the range of 0–1. The neural network was trained using 12 fire 

patterns.  

In the second task, only the photoelectric smoke sensor was used. 

Two features were extracted from the sensor signal: instant value and 

rate of rise. The features were also normalized to the range 0–1, 

corresponding to 0–20% obs/m and 0–20% obs/m per minute, 

respectively. The architecture of the network consisted of two input, 

four hidden, and two output neurons. The relevant output neuron was 

associated with fire probability and 18 fire patterns were presented to 

train the network weights. 

Similar to the second task, the third task considered only the 

photoelectric sensor, but the dynamic feature was changed. In 

particular, the two extracted features were the instantaneous sensor 
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reading and the time duration (normalized to 0–1) since the sensor 

signal exceeded a defined threshold. The network consisted of two 

input neurons, four hidden neurons, and one output neuron (that 

accounted for fire probability). The network was trained with 10 

patterns. Finally, task 3 was extended to consider ventilation 

conditions. Ventilation was incorporated to the neural network as a 

third digital input that took 0/1 for ventilation on/off. 

After the mentioned neural networks were trained, output values 

provided by the model showed acceptable correlations with the 

defined values, also when chemical sensors were combined with smoke 

detectors. Unfortunately, different measurements were used to train 

the different models, making not possible the comparison between the 

considered tasks. Moreover, very few details on the experimental 

protocol are presented in the original work, the time at which the 

vector of features was extracted to feed the neural network was not 

specified, or details on the criteria to quantify the output indicators 

were omitted, which represent the alarm signals. Nevertheless, results 

presented by Okayama were encouraging as, although the simplicity of 

the neural network, the model could assign a probability to the 

presented measurements. He also considered dynamic features, 

showing that there is relevant information in the temporal response of 

the signals. Actually, he envisioned that further work should consider 

models that are able to process time-series directly.  

In a following work, Okayama and Sasaki considered nuisance 

scenarios, which were omitted in Okayama’s previous work. They 

coupled a MOX gas sensor to a smoke detector to discriminate fire from 

nuisances using a neural network (four input neurons, four hidden 

neurons, one output neuron) [71]. The sensors were exposed to sixteen 

measurements that included fire repetitions (beechwood smoldering 

fire at 2 m or 3 m from the sensors) and non-fire situations (smoking, 

cooking, coffee aroma, background). Four features were considered to 

feed the three-layer neural network: normalized sensor level and 

normalized rate of change per minute, for each sensor. The output 

neuron was associated to fire probability. For training the network, fire 
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probability was manually assigned in the range 0–1 according to the 

distance of the sensors to the fire source or the type of nuisance. 

Unlike their initial work, the neural network processed all the 

captured signals continuously. As a result, fire probability was provided 

as a function of time. Results showed that the system was able to 

output fire probability continuously, providing reasonable values as 

smoldering fires were being developed. However, the model showed 

difficulties to reject nuisances (mainly cooking activities). This 

shortcoming was attributed to air turbulence that took place in the test 

room (270 m3) that limited the accuracy of the classifier [71,72]. 

In a similar work also using neural network, Okayama studied the 

feasibility of fire detection using only chemical sensors (see Section 7, 

reference [73]). 

In order to reduce fire detection time and increase the reliability 

of fire detectors, Derbel integrated three metal-oxide gas sensors with 

a commercially available optical (light-scattering) fire detector and a 

temperature sensor [4]. Specifically, the gas sensors were selected for 

carbon monoxide, hydrogen, and ammonia detection. 

The system was exposed to flaming fires (TF1, TF4, TF5) and 

smoldering fires (TF2, TF3) inspired by the EN54 standard, a non-

standard fire (cable fire) and two nuisance scenarios (disco-fog 

generated with a commercial fog machine, and cigarette-smoke using a 

force pump that regulated the burning process). 

In order to build a model to detect fires, different dynamic 

features were tested. First, a moving window and FFT transformation 

provided features from the sensors’ signals. Second, feature extraction 

was performed by means of scaling the quadratic mean value of the 

signals, and then a back-propagation neural network was used to 

output the prediction. In both cases, results indicated that 

incorporating chemical and temperature sensors to the optical fire 

detector provided faster alarm signals in a more reliable manner (unlike 

the optical fire detector, the multisensory system did not show false 

alarms for cigarette smoke and disco-fog). 
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However, since no repetitions were acquired, models were 

trained and tested using features of the same measurements. Features 

of sensor signals corresponding to the same measurement were 

distributed in train and test. TF1, TF2, TF3, TF5, cable fire and cigarette 

smoke appear both in training and test, and only disco-fog and TF4 were 

left completely for test. Hence, training and test vectors are not 

completely independent. This questionable dataset partitioning 

yielded, most likely, to overfitting and overoptimistic results. 

Finally, to what extent the performance increase of the system is 

due to the integration of the temperature sensor or the chemical 

sensors was not explored. This would provide very meaningful insights 

for the design of chemical-based fire detection systems. 

Neural networks have shown good performance for fire 

prediction. However, more elaborate networks have been presented to 

account for the prior probability distribution function, such as 

Probabilistic Neural networks. Taking into account prior probability 

seems critical in fire prediction, as one expects the system in rest state 

for most of the time. 

1.9.3 Probabilistic Neural Network 

A remarkable work in fire detection was published by Rose-

Pehrsson et al. (Naval Research Laboratory) in 2000 [74]. They studied 

the response of different sensor technologies to 24 different types of 

fire and 12 nuisances (see Table 7 for the complete set of fire/nuisance 

scenarios considered in the study). Several repetitions of the scenarios 

were performed in a 96 m3 test compartment, for a total of 240 events 

(120 background recordings, 82 fires and 38 nuisance sources). To the 

best of our knowledge, the considered dataset represents the largest 

dataset, with the largest variety of fire types and nuisance scenarios, 

collected for fire detection with chemical gas sensors. The large variety 

of fire and nuisance sources enabled a thorough study on fire detection 

sensitivity and system reliability. Moreover, the authors also placed a 

large number of sensors in the measuring compartment. The variety of 

sensing technologies and the benchmark measurements performed 

with commercial smoke detectors allowed to achieve another relevant 
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goal of their work: the study of sensor similarities and the selection of 

an optimal subset of sensors for reliable fire detection. 

In particular, the authors placed 20 sensors of different types in 

the measuring compartment. A variety of chemical gas sensors was 

installed to target various combustion products. Chemical sensors 

included carbon monoxide (at two concentration ranges), oxygen, 

hydrogen, hydrogen chloride, hydrogen cyanide, hydrogen sulfide, 

sulfur dioxide, nitric oxide and nitrogen dioxide electrochemical cells, a 

NDIR for 𝐶𝑂2 and a MOX for hydrocarbon detection. Commercially 

available smoke detection systems (ionization and photoelectric) and 

an optical density meter system were also included to obtain reference 

measurements, and temperature and humidity were monitored during 

the measurements as well. 

The sensitivity to fire detection and the immunity to nuisance 

sources of photoelectric and ionization fire detectors were used to 

benchmark the system that incorporated gas sensors. Conventional 

alarms were triggered when signals reached different obscuration 

thresholds. In particular, three thresholds were tested for each smoke 

detector. First, alarm thresholds were set to 4.2% obs/m for ionization 

and 11.0% obs/m for photoelectric detectors, which correspond to 

typical alarm thresholds. Minimum alarm level allowed by the UL 268 

Standard (1.63% obs/m) and half of it (0.82% obs/m) were also tested 

as alarm thresholds. Using a total of 120 events (82 fires and 38 

nuisances), confusion matrices for each detector type and threshold 

values were computed.  

Results with smoke detectors showed that, at lower alarm levels, 

systems showed high sensitivity to fires, but low immunity to nuisances. 

At lower alarm levels, 73% of the fires were correctly detected by the 

photoelectric detector, but false alarm ratio was as high as 47%. 

Oppositely, at the higher alarm level, the system could detect only 38% 

of the fires, while 82% of the nuisances were rejected. Similar behavior 

was observed with the ionization detector. When background 

measurements were also included, best overall classification ratio were 

obtained at lower threshold alarm levels (83% and 88% for 

photoelectric and ionization detectors respectively). 
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The obtained classification ratio values served as a benchmark to 

compare the performance of gas sensor-based fire detection systems. 

The authors developed a pattern recognition algorithm for fire 

detection based on probabilistic neural networks (PNN). All gas sensor 

signals were filtered with Savitzky-Golay routine to reduce noise. Only 

steady-state features were considered, which were extracted at 

discrete times defined by reference photoelectric detector. Finally, 

before training PNN, matrices were scaled to zero-mean and unit-

variance. The authors followed a leave-one-out cross-validation 

strategy, i.e., they sequentially trained all but one observation and 

predicted the class of the sample that was left out. This procedure was 

repeated until all the measurements were set aside for test. 

Best results were obtained with a subset of five sensors: O2 

(model 6C, City Technology, Portsmouth, UK), 𝐻2S (model TC4A-1A, City 

Technology), RH (model HX93, Omega, Stamford, CT, USA) ionization 

smoke detector (model 4098-9716, Simplex, Westminster, MA, USA) 

and photoelectric smoke detector (model 4098-9701, Simplex). With 

this array, 98% of correct classification was achieved. 

The authors concluded that smoke detectors are important for 

the detection of fires. Results showed that systems including at least 

one smoke detector had higher sensitivity to fire. However, results 

indicated that gas sensors provide additional useful information for the 

discrimination of nuisances and early fire detection. Actually, nuisance 

rejection could be improved up to 25% when 𝐶𝑂2, O2, 𝐶𝑂,  

hydrocarbons, temperature and 𝑁𝑂 sensors were combined with 

smoke detectors at the lower threshold level. 

In a continuation of their work, the authors demonstrated the 

flexibility of the PNN algorithm [75]. Using a subset of sensors 

(photoelectric smoke detector, ionization smoke detector, 𝐶𝑂 and 𝐶𝑂2 

sensors), they adjusted probability density function for each class. As a 

result, they could define the boundaries for each class. When the 

threshold was set to 100%, no false alarms were found, but only 60% of 

fires were successfully detected. As the threshold was lowered, fire 

detection ratio increased, at the cost of increasing false alarm ratio as 

well. By plotting the sensitivity and false alarm rate in a Receiver 
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Operator Curve (ROC), the authors could select the threshold (85%) that 

provided similar detection rates than reference smoke detectors. 

However, false alarm rate was greatly reduced. At the selected 

threshold, the system detected 78% of the fires and less than 20% of 

the nuisances produced false alarm. This result clearly improved 

performance of reference smoke detection systems, as they showed 

66.7% and 74.1% of sensitivity and 66.3% and 41.7% of false alarm 

ratios for ionization and photoelectric systems, respectively. Results, 

therefore, confirmed their previous findings that suggested that 

combining gas sensors with smoke detectors helps to reduce false 

alarm rates. 

All in all, work from Rose-Pehrsson et al. confirmed the feasibility 

of chemical gas sensors for fire detection and that gas sensors can 

improve false alarm immunity. The work is particularly valuable as it 

relies on an extensive dataset that included 24 fire types and 12 

nuisances. By collecting such dataset, the authors ensured the 

generalization of their approach, which sometimes is overlooked by 

other works due to the cost of the experimental setups and data 

acquisition. They also explored different sensors targeting various 

combustion products and proposed a reduced set of sensors for fire 

detection. A final decision on the sensing technologies should be taken 

according to target specifications and other considerations such as 

system cost, time stability, calibration cost, power requirements, size, 

and others. 

Finally, the authors also remarked that future developments need 

to consider temporal sensor responses. Since fires are dynamic events, 

authors expected that considering dynamic features would help in the 

detection of fires capturing the dynamic change of oxygen and carbon 

monoxide [32]. 

1.9.4 Hierarchical LDA 

In another very interesting work performed at Saarland 

University, researchers developed a system based on a single MOX 

sensor to reduce false alarms in underground fires, specifically, in coal 

mines [76]. Although their approach relies on a single MOX sensor, the 
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authors benefit from the fact that MOX sensors exhibit different 

sensitivity and selectivity when operating at different temperatures, 

behaving therefore like different virtual sensors. Sensor’s operating 

temperature can be controlled by applying certain power on a built-in 

heater placed next to the sensing layer. Briefly, the authors modulated 

the sensor’s operating temperature and extracted multiple features 

using a single sensor. 

The gas sensor operated in temperature modulation cycle (65-s 

period function) to increase the sensitivity and selectivity to the target 

compounds. The temperature profile included temperature ramps and 

high temperature operation steps. The authors considered several 

features from the acquired sensor signal. They extracted sensor values 

at defined temperatures (at discrete times) and slopes of the signal 

when transitioning between operating temperatures. Extracted 

features were selected such that, according to previous studies, they 

are suitable for the discrimination of relevant compounds. 

The authors studied thoroughly the scenario of underground fires 

and identified the volatiles that result from fire (𝐶𝑂 and ethane), its 

ratio (100/1), and the interfering gases (relative humidity, methane, 𝐶𝑂,  

NOX or hydrogen). Based on previous investigations, the researchers 

designed a measurement profile that simulated, in a laboratory setting, 

fire and non-fire situations in underground atmosphere. Different 

concentration levels of 𝐶𝑂,  𝐶2𝐻4, 𝑁𝑂2, 𝐻2 were presented to the 

sensor at different humidity (30%, 50%, 70%) background levels.  

Next, they performed a 4-step hierarchical strategy based on 

Linear Discriminant Analysis (LDA). At each step, the captured data was 

sequentially classified according to the three levels of humidity (first 

layer), three levels of methane (second layer), presence of 𝐻2 or 

presence of 𝐶𝑂 or 𝑁𝑂2 (third classifier), fire/non-fire condition (final 

classifier). This methodology is equivalent to a decision tree that leads 

to different final classifiers, the output of which predicts fire, non-fire, 

or warning situation. The proposed method may be overfitted to the 

used empirical data since it considers only discrete values of 

interferences, while in real scenarios, those values will take a 

continuous distribution. 
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In a more recent study [2], data acquired in laboratory conditions 

was compared to field test data. Authors showed that field test data 

resemble data generated in lab conditions, validating their approach. 

However, all data was classified as normal operational situation since 

data only represented “non-fire situations”, i.e., 𝐶𝐻4, 𝐶𝑂 and NOx were 

found at standard concentration levels. The system was operating over 

several months, which revealed sensor drift. Changing sensor sensitivity 

in time may make system predictions unreliable as system calibration 

becomes obsolete. To counteract drift effects, however, authors 

proposed self-monitoring and self-diagnosis strategies [77].  

In our view, the above-discussed work provides a very valuable 

example of using a temperature-modulated sensor to extract various 

informative features from a single sensor. Using a single sensor, rather 

than an array of sensors, results in smaller and cost-efficient systems. 

All in all, the authors performed a very detailed analysis of the scenario 

and exposed the monitoring system to the relevant volatiles at different 

humidity levels. The authors developed a 4-step hierarchical 

classification algorithm that, according to the atmosphere composition, 

selects the final classifier to predict the presence of fire. This approach 

seems unpractical when the number of conditions of the environment 

(the number of interfering gases and concentration levels) increases, 

for example beyond the restricted scenario of underground mines. The 

proposed model is not defined when, for instance, the sensors are 

exposed to 60% RH (which path should the decision model follow? 50% 

or 70% RH?). In more complex environments, with a larger number of 

interfering volatiles, it seems more reasonable to build an integral 

model that considers all the conditions simultaneously and is defined 

for continuous variables. 

 Fire Detectors Exclusively Based on Chemical Sensing 

1.10.1 Single Sensor 

Already in 1974, Bukowski and Bright, at the National Bureau of 

Standards (currently known as National Institute of Standards and 

Technology, NIST, US) explored the feasibility of semiconductor gas sensors to 

detect fires [78]. They compared a Taguchi gas sensor with photoelectric and 

ionization fire detectors in small-scale and large-scale setups. They used the 
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same algorithmic approach for smoke detectors and the MOX sensor. 

Specifically, a signal threshold was defined such that fire condition was 

signaled when the sensor signal reached the established value. Smoldering 

fires in the small-scale chamber were carried out for sensitivity comparison at 

different air flows. Ionization, photoelectric and gas sensor systems triggered 

the alarm under similar light obscuration conditions. However, when tested 

on a large room with flaming (shredded paper, wood cribs, gasoline, 

polystyrene, polyurethane) and smoldering (cotton) fires, gas sensor showed 

poor sensitivity as it only detected one fire (shredded paper), while ionization 

and photoelectric detectors detected most of the 26 fires. Authors attributed 

the inferior performance of MOX sensors to the ventilation of the room that 

resulted in higher oxygen supply that enabled complete combustion, reducing 

thereby MOX sensitivity to fire (𝐶𝑂2 cannot be detected with MOX sensors). 

Obtained results led the authors to draw discouraging conclusions, and 

they already remarked shortcomings of chemical gas systems, such as long-

term drift, and a high number of potential false alarms. Nevertheless, the 

inferior performance of the chemical system in large-scale setup can be 

attributed to flame fire tests that induced small quantities of combustion 

products detectable with MOX sensors. Moreover, more sophisticated data 

processing algorithms than signal thresholds, adding a variety of gas sensors 

to the system, and considering other features that capture sensor dynamics 

could improve the performance of chemical-based detectors. 

Some years later, Pfister explored again the feasibility to detect fire with 

chemical sensors [79]. In particular, he studied the sensitivity of metal oxide 

gas sensors to the gas concentration levels usually found at early stages of fire. 

He concluded that combustion products such as 𝐶𝑂 and hydrocarbons could 

be sensed for fire detection, although he already pointed at reliability 

limitations due to cross-sensitivity to humidity. 

1.10.2 Neural Networks 

Okayama [73] pioneered fire detection using multiple gas sensors and 

neural networks. Okayama developed two 𝑆𝑛𝑂2conductometric gas sensors 

with different film thickness, and therefore, different sensitivity. The sensors 

were exposed to volatiles generated from smoldering fires using diverse types 

of paper, cardboard, cotton, rubber, wood, and polystyrene among others. 

Volatiles that appear in inhabited environments, such as alcohol-based 

perfumes, coffee powder, and cigarette butts were also included to test false 

alarm immunity. The experimental setup was based on a small chamber and 

a sampling system that brought the volatiles to the sensors. 
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After confirming the feasibility of fire detection by measuring the 

sensitivity to the different combustion products, Okayama built a neural 

network to classify the origin of the detected volatiles. The neural network 

was composed of two input neurons, five hidden neurons, and two output 

neurons that represented fire and nuisance probabilities. The instantaneous 

readings of the two sensors were fed to the input neurons. A definition table 

with 26 conditions was presented to the neural network. The signals of the 

same set of experiments were plotted in the sensor space along with model 

outputs. Such figures enabled sensor signals visualization in a 2-dimension 

space. Signal trajectories indicated that measurements start in a well-defined 

area and they spread out in the space according to their nature. 

In summary, Okayama confirmed the feasibility to detect combustion 

products using chemical sensing and therefore detect fire exclusively with gas 

sensors. Although the pioneering work, he had the vision to explore cross-

sensitivities to other volatiles that are present in inhabited environments and 

he proposed a classifier to discriminate the origin of the detected volatiles. No 

quantification for fire sensitivity and false alarm immunity could be extracted 

from the work as the neural network was not evaluated with test experiments. 

1.10.3 Hard Rules 

Milke et al. studied the chemical composition of combustion products 

to build models for the discrimination of fire situations and nuisances. Initially, 

the authors built a 30 × 30 × 150 cm3 tunnel in which combustion products or 

volatiles present in relevant nuisances were introduced through a small 

aperture. A variety of sensors were integrated into the center of the tunnel: 

temperature sensor (type K thermocouple), light obscuration sensor 

(Centronic OSD-100-5T-BNC), 𝐶𝑂 (Horiba PIR 2000, range 0–1%), 𝐶𝑂2 (Horiba 

PIR 2000, range 0–5%) and O2 (Servomex 540A, range 0–20.95%) sensors, and 

a metal oxide gas sensor (TGS822 Figaro) [69,72]. 

The authors generated a dataset with 31 experiments that included 

open flame fires, smoldering fires, heated samples and samples at ambient 

temperature that were introduced using an atomizer. After signal visualization 

for each type of measurement, the authors extracted some conclusions: 

unlike smoldering fires, flaming fires showed 𝐶𝑂2 concentration peaks higher 

than 1500 ppm; and smoldering fires exhibited 𝐶𝑂 concentration levels higher 

than 28 ppm, which, in turn, was not present in any of the tested nuisances. 

Based on the extracted conclusions, a set of three rules relying exclusively on 

chemical sensing was defined to classify the origin of the samples:  
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- If 𝐶𝑂2 > 1500 ppm: Flaming fire. 

- If 𝐶𝑂 > 28 ppm and VTGS822 < 6 V: Smoldering fire. 

- Else: Nuisance.  

 

As it can be noted from the set of rules, temperature and smoke sensors 

were not used by the classification model. This simple set of rules achieved to 

correctly classify 28 out of 31 experiments.  

With the same dataset, the authors built a three-layer neural network 

that incorporated temperature and light obscuration inputs to the considered 

chemical sensor array (𝐶𝑂,  𝐶𝑂2 and MOX sensors). The network was 

composed of six input neurons, six hidden neurons, and three output neurons 

that indicated flame fire, smoldering fire, or nuisance. After training the 

network with two-thirds of the data, and testing its prediction with the 

remaining third, authors improved the classification to 30 out of 31 

experiments, being only one smoldering fire misclassified as flaming fire.  

Both classification models, the set of rules and the neural network, 

relied on 𝐶𝑂2 concentration for the identification of flaming fires, and non-

flaming fires were mainly detected from higher 𝐶𝑂 concentration levels. 

However, the authors already expressed some concern regarding the 

performance of MOX sensors, as they had exhibited lack of response when 

previously tested in larger setups [78]. This brought the researchers to confirm 

their promising results at a larger scale setup, although the sensor system was 

extended to include light obscuration sensors as well (see Section 6). 

1.10.4 Fuzzy Logic Rules 

In the early nineties, Obayu [80] explored fuzzy logic rules applied to 

fire detection relying exclusively on chemical sensing. In particular, a multi-

sensor system for the detection of catastrophic events in home settings was 

implemented and integrated with a Z-80 microprocessor. Specifically, the 

target events included combustible gas leak, carbon monoxide generation, 

and smoldering fire. The implemented system was composed of a combustible 

gas sensor (TGS # 109 Figaro), a pair of carbon monoxide gas sensors (# 203, 

TGS, Japan), and temperature and humidity sensors (HT-150, SOAR). However, 

the temperature sensor was not considered for the detection of the 

mentioned events. 

The three fire events were simulated in a 44.5-L chamber, while the 

sensor signals were captured. The combustible gas leak was simulated by 
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introducing liquefied petroleum gas, carbon monoxide was introduced into 

the chamber to reach a concentration of 180 ppm to simulate carbon 

monoxide generation, and smoldering fire was simulated by setting fire on a 

piece of a cotton cloth. Moreover, cigarette smoke was also introduced in the 

measurement chamber to include nuisance scenario in the dataset. 

Based on the observation of the signals when the sensors were exposed 

to the different target scenarios, a fuzzy set of rules was built to identify the 

type of event: 

- IF Combustible Gas Sensor is very high AND Carbon Monoxide 

Gas Sensor is high AND Humidity Sensor is slightly high, THEN 

Smoldering Fire occurs. 

- IF Combustible Gas Sensor is very high AND Carbon Monoxide 

Gas Sensor is rather high, THEN Combustible gas leak occurs. 

- IF Combustible Gas Sensor is high AND Carbon Monoxide Gas 

Sensor is very high, THEN Carbon Monoxide Generation occurs. 

-  

The model showed some limitations to identify the type of event, in 

particular, it showed poor ability in differentiating between smoldering fire 

and smoke from cigarettes, which would yield to a large number of false 

alarms. Only one repetition of each event was considered to build the set of 

fuzzy rules. Therefore, the reproducibility of the sensor responses could not 

be evaluated. 

Moreover, the rules were built after the system was placed in the 

measurement chamber and the sensor responses acquired. To what extent 

the intensity of the sensor responses (low, normal, high, etc.) depends on the 

volume of the chamber or the induced concentration levels in the chamber 

remained unexplored. This is particularly needed as rooms in home settings 

are orders of magnitude larger than the employed test chamber, and a wide 

range of concentration levels can be induced by gas leaks, fires or carbon 

monoxide sources. Müller and Fisher proposed the use of fuzzy logic to 

process signals acquired with smoke and temperature sensors. They stated 

the need for large datasets to properly set the fuzzy rules. They simulated 8 

years of data, which allowed the optimization of their model [81]. This points 

out the difficulties of extending a set of fuzzy rules to account for different 

environments, fire types and backgrounds. 

Nevertheless, it is remarkable the fact that in this work, Obayu went 

beyond a mere study on sensor sensitivity and proposed a classification 

algorithm for fire identification. 
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In a very recent work, Mobin et al. proposed an intelligent system for 

fire detection that combines a multi-sensor system and fuzzy logic rules.[82]. 

The system includes two flame sensors, two gas sensors and one temperature 

and humidity sensor. The sensor data were acquired using an Arduino UNO 

(Italy). Basically, when the signals of the sensors are high, the algorithm 

processes the sensor data and decides if there is a fire situation. If a fire 

situation is in progress, the system activates the control circuit of the 

extinguisher and mitigates the fire. The experiments were done using a 

cigarette lighter to emulate a fire situation. The algorithm is capable to detect 

95% of the flames presented to the system. Even when the work is useful to 

study the feasibility of intelligent systems to detect and mitigate fire, further 

work is required to explore the reliability and robustness of the system in 

more complex fire scenarios. 

1.10.5 Principal Component Analysis and Nearest Neighbors 
Classifiers 

Ni et al. proposed a methodology based on a k-nearest neighbor after 

dimensionality reduction [83]. They focused the interest on the scenario of 

electrical fires, which is particularly favorable for gas-based fire detectors. 

High intensity flowing through electrical cables may be a sign of early fire 

condition. However, high-temperature excursion may be required until 

insulation materials (typically thermal resistant materials) release quantities 

of smoke that smoke detectors can detect. On the other hand, during pre-

combustion, vapor generation happens before smoke formation, and 

therefore, gas sensors can detect released volatiles before a significant 

amount of smoke is produced. As a result, chemical-based detection systems 

are especially well suited to provide early detection of electrical fires. 

In their work, Ni et al. tested several materials that are used as wire 

insulation (PVC, Teflon®, Kapton®, and silicone rubber). Electrical failure was 

simulated by inducing thermal excursions on the materials. 15-cm length 

pieces of wire were used for each measurement, and the minimum power 

(between 6.1 W and 13 W) that released volatiles was applied to each sample 

type. The baseline was acquired for 3 min, after which thermal excursion was 

carried out for 5 min. Four replicates of each sample type were heated up, and 

the released volatiles were presented to the sensors, for a total of 16 

measurements. 

Different sensing technologies were studied, including electrochemical 

sensors, quartz microbalance sensors with different polymer coatings, and 

metal oxide sensors. After sensitivity tests, eight MOX and three 
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electrochemical sensors were selected to build the classification model. 

Specifically, sensor signals at specified time points were selected to build the 

classification model. Authors used acquired baseline at the beginning of each 

experiment to compensate baseline shifts. After feature normalization, a 

classification algorithm was performed based on Principal Component 

Analysis coupled to K-nearest neighbor. PCA reduced the dimension of the 

data to two dimensions, and K-NN was used to predict the type of sample 

(wire insulation) under thermal stress. The performance of the model was 

evaluated with leave-one-out methodology. Although the simplicity of the 

classification methodology, the authors achieved 100% classification 

accuracy. It is important to note, although, that if the normalization step was 

omitted, only 82% of the samples were classified correctly. 

The authors proposed a methodology to classify wires by the insulation 

type. This scenario does not correspond exactly to fire detection, as other 

important considerations such as false alarm immunity and change of 

environmental conditions were not included in the analysis. However, they 

provided an example of the importance of feature selection and data pre-

processing, as feature normalization was necessary to obtain higher 

classification accuracy. Nevertheless, electrical fire is definitely a scenario in 

which chemical-based systems can show their superior performance with 

respect to smoke detectors and, therefore, it needs further research, including 

the study of false alarm immunity and other fire conditions. 

1.10.6 Other Approaches 

Sawada et al. studied fire detection using exclusively MOX gas sensors 

[84]. Specifically, they placed 8 MOX gas sensors of the same type (TGS#800, 

Figaro) in a 55 m3 test room. The eight sensors were distributed in the 

measuring room at different distances from a source of volatiles. Four 

scenarios were tested in the room, with three repetitions each: person 

smoking, cigarette smoke, burning cigarette end on a cotton cloth, and 

burning cigarette end on a curtain. 

The authors explored the feasibility to group the data by measurement 

type. After sensors’ signals were filtered to reduce noise, two features were 

considered using only the two sensors closer to the source. The first feature 

was the sensor reading (amplitude of the signal) one minute after the 

measurement started. The second feature was the slope of the linear fit 

between the signals acquired with the two sensors. Using the repetitions for 

each case, they built scatter plots: the amplitude of the signal versus the slope 
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of the fitted function. They found that data points that correspond to a person 

smoking appeared in a different region than the rest of the scenarios. 

Authors did not build a classifier for the detection of fire or 

identification of fire types. However, several conclusions can be drawn from 

their work. Gas plume dynamics may help to differentiate fire from nuisances. 

Interestingly, the authors found different dynamics of the sensor signals at 

various locations: sensors placed close to the fire source showed faster 

fluctuations as they are more sensitive to gas plume movements. As volatiles 

tend to travel in patches, shifted-temporal signal correlations between 

sensors placed at various locations may be expected. These correlations may 

help to corroborate (or distrust) sensor predictions and thereby improve false 

alarm immunity. 

The authors also did not implement any temporal correction on the 

signals captured from the differently located sensors. However, in the 

presented figure, one can observe a delay in the response of the sensor placed 

further from the source. This delay can be used as well to provide additional 

information on the position of the fire source. 

In a recent work, Krüger et al. presented a MEIS hydrogen sensor for 

fire detection applications and performed several fire experiments [85]. The 

experiments were performed in two different scenarios; in a smoke chamber 

inspired by the ISO 5659-2 and in a 2-room apartment with similar proportions 

than the ratios specified in the EN 54. The experiments performed in the 

chamber correspond to polymeric materials: Polyethylene, polyurethane and 

wood. To test the sensors under real-working conditions, they burned 

different materials in the apartment such as carpet, kitchen roll, kitchen 

sponge, cheese and armchair. In both scenarios, they observed that 𝐻2 was 

released in the early stages of the fire experiments (before smoke). Also, the 

sensor responses were different depending on the materials and scenarios. 

Recently, Adib et al. [86] presented an interesting work for fire 

detection using a chip that integrates 16 𝑆𝑛𝑂2 nanowires gas sensors and 

classification algorithms based on Linear Discriminant Analysis (LDA). To test 

their system, they performed tests of smoldering PBC, Bench and cotton using 

a hot plate. The experiments were performed in a chamber and in a big 

container. They obtained a classification rate of 88% in experiments 

performed in the chamber and 86% in the experiments performed in the 

container. Further work is required to explore the robustness and the 

generalization of the model using an extensive dataset. 
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Lee et al. developed NiO, 𝑆𝑛𝑂2, WO3 and In2O3 NCs nanocolumns gas 

sensors using the glacing angle deposition technique (GLAF) [87]. The sensors 

were designed for fire detection. To study the behavior of their sensors under 

fire conditions, they performed smoldering PVC fire experiment. Their 

methodology consists of heating 5 g of PVC plastic and increasing the 

temperature from 5 °C to 350 °C. They observed that different gases were 

emitted depending on the temperature of the hotplate. Additionally, the 

response time of sensors was much faster than the smoke sensor. They 

concluded that their developed sensors are able to detect PVC fire and identify 

different stages of PVC combustions. 

Finally, Courbat et al. developed a colorimetric 𝐶𝑂 sensor based on a 

rhodium complex [88]. The sensor relied on the chemochromic properties of 

the reagent when exposed to CO: its color changed from purple to yellow 

when 𝐶𝑂 concentration level increases. The colorimetric film was integrated 

with LED and photodetectors. The sensitivity of the device was explored with 

test fires inspired by EN-54 standard (TF2, TF3, TF5) downscaled in a 1 m3 

volume chamber. The system showed sensitivity to the tested scenarios, and 

sensor showed baseline recover after some minutes. However, cross-

sensitivity to other volatiles and scenarios was not evaluated, and, therefore, 

the viability of the device remained uncertain.  

 

 Summary 

The use of gas sensors for fire detection has both strengths and 

weaknesses. The possibility to detect toxic emissions from fires before actual 

smoke reaches the detector is a remarkable strength with respect to 

conventional fire detectors. Earlier warning to building occupants may lead to 

better protection against intoxication, incapacity and, ultimately, death. This 

path has been already explored with the integration of carbon monoxide 

electrochemical cells in multisensor systems for fire detection. However, the 

range of toxicant emissions from fire, plastic overheating or new building 

materials covers many other volatiles beyond carbon monoxide. 

Consequently, the inclusion of chemical sensor arrays to detect other 

hazardous compounds deems necessary. While this is possible, and it can lead 

to higher fire sensitivity and earlier fire detection, it can come at the expense 

of less reliable predictions. Actually, high rate of false alarms constitutes a 

downside for gas-based fire detectors. This is a direct consequence of the poor 

selectivity of low-cost solid-state sensors, which are also sensitive to volatiles 

generated during normal daily activities, such as cleaning or cooking, for 
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example. For this reason, the only path to improve false alarm immunity is the 

use of pattern recognition algorithms that could differentiate between sensor 

signatures induced from fire or nuisance scenarios. While this can be 

accomplished by a large variety of soft-computing and machine learning 

methods, it requires extensive and time-consuming testing since fire 

conditions and nuisance scenarios can be extremely diverse. The reviewed 

literature shows that the number and type of nuisances proposed by authors 

are also large. Standardization specifically tailored for fire detectors based on 

chemical sensors lags, and efforts are required to find a consistent set of 

testing conditions that ensures the robustness of detectors against nuisances. 

Additional problems may appear due to sensors drift or sensor to sensor 

tolerances.  
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 Objectives 

 

The early emission of gases and volatiles in smoldering fires opens the 

possibility to build fire alarm systems based on chemical sensors with shorter 

response times than widespread smoke detectors. However, gas sensor arrays 

for fire detection are also sensitive to other non-fire volatiles that appear in 

closed scenarios, such as offices or houses. For that reason, fire detectors 

based on chemical sensors should include the signal processing and pattern 

recognition algorithms to discriminate between fire and nuisance signatures. 

The presented PhD thesis is framed in the FP-7 European Project SAFESENS. 

The project has as objective the co-integration of gas sensor and presence 

technologies that enable an enhanced safety and security in fires.  

The main aim of this PhD project is THE DEVELOPMENT OF A SMART 

ROBUST ALARM FOR AN EARLY AND RELIABLE DETECTION OF FIRE BASED 

EXCLUSIVELY ON LOW COST CHEMICAL SENSORS.  The fire detector should be 

capable to reject non-fire stimulus and detect toxic emissions in a very early 

stage of the fire situation. The proposed fire detector is focused on the 

detection of smoldering fires. Smoldering fires are described in Chapter 1 and 

refer to those fires that do not produce flame and have a slow combustion 

and a small temperature increase. 

Despite fire detection using gas sensors has been explored for many 

years, the development of robust systems is still an open problem. To develop 

robust fire detectors based on chemical sensors the usual challenges of 

chemical sensor arrays must be faced, such as cross sensitivities, 

environmental stability and calibration costs. Also, to train fire prediction 

algorithms capable to reject all the non-fire stimulus, the models should be 

trained using a large number of fire and non-fire data. However, in fire 

detection the limited and expensive use of standard fire rooms to perform 

experiments constrain the number of fire/ non-fire conditions to which the 

system can be trained and calibrated. Several research projects have been 

developed with the objective to find a reliable based gas sensor system to 

detect fire.  
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The presented PhD thesis has two specific objectives. Those objectives 

are detailed below. 

Objective 1: Smart fire detector: The development of a smart fire 

detector depends on the accomplishment of a series of specific objectives in 

three different fields; hardware design, training and test sets generation and 

development and validation of fire detection algorithms.  

Hardware design: The electronic design of the smart detector is crucial to 

the acquisition of high-quality data. The first objective of the thesis is the 

selection of an optimal set of sensors of diverse technologies, the design and 

construction of their signal conditioning circuits and the visualization of the 

signals on real time for visual inspection of the measurements.  

Training and Test sets generation: The generation of the training and test 

sets for calibration and performance evaluation constitutes another goal and 

it requires a careful design of experiments and measurement process protocol 

under a large variety of fire and nuisance conditions. The series of 

measurements must be executed in compliance with the test conditions 

established in the EN-54 standard. The standard provides the dimensions of 

the standard fire room, quantity of material used in the fire experiments, time 

and temperature of heating and others. These datasets should include 

additional test conditions in order to ensure the reliability of the alarm against 

potential nuisances. 

Fire detection algorithms: A key part of a fire detector based on chemical 

sensors is the embedded algorithms that provide intelligence to correctly 

detect the fire signatures while counteracting the instabilities, cross 

sensitivities to other gases, volatiles and environmental perturbations. In this 

thesis, we will use proper signal processing and machine learning techniques 

to obtain reliable fire prediction. The algorithms will be tested in external 

validation conditions.  
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Objective 2: Reduction of experimental costs. 

 In order to build robust prediction algorithms, it is key to devise solutions 

to acquire a large number of fire and non-fire data to train the predictive 

models. This requirement often makes the calibration of sensor systems costly 

and even unpractical for real applications. For this reason, in this PhD thesis 

we will develop methodologies to reduce costs.  

Methodology 1: The methodology is based on the use of data fusion of 

measurements acquired in a standard fire room and a small-scale cabin. All 

the small-scale experiments were inspired by the fire test standard and 

properly scaled down.  

Methodology 2: In the same spirit, in this PhD dissertation, we aim to 

propose a novel methodology to build detector independent calibration 

models to reduce calibration costs (and in consequence, mass production 

costs).  
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 Experimental Set-up 

 

Due to the environmental conditions and the exposure to other non-

fire volatiles, the stability and reliability of gas sensors systems for fire 

detection is a challenge. To counteract the sources that can reduce the 

efficiency of the detector, the detector has to be exposed to several fire and 

non-fire conditions to train the fire detection algorithms.  

 However, to perform fire tests it is necessary to comply with 

different security norms. The challenge relies on the necessity to perform fire 

tests under safe conditions. In the '80s, the assessment of fire alarms to detect 

fire was empirical. However, the need to have similar conditions around the 

world to test the detectors promoted the design and development of 

standards for the fire tests. In Chapter 1 and Chapter 3 standard fire norms 

are described.  

The proposed gas-based fire detector was trained under these 

standard conditions. The database used to train and assess the performance 

of the detector includes experiments performed in a standard fire room.  

However, performing experiments in a standard fire room could be 

complicated due to the lack of availability of rooms. This results in a limited 

quantity of tests that can be performed under standard conditions, as a 

consequence, the number of experiments to train the detector algorithms is 

limited. 

This dissertation presents an alternative to performing more 

experiments. Doing experiments in a reduced scenario could reduce costs and 

save time. In consequence, the number of experiments to train the system can 

be increased. A small chamber inspired in a standard fire room was built on 

the intelligent signal processing laboratory at the University of Barcelona.  

Summarizing, we performed experiments in two different setups: a 

standard fire room and in a small chamber. The acquired datasets contain 

experiments from two different scenarios in order to get a large number of 

experiments to train the fire algorithms. In this chapter, the different fire 

scenarios (setups) are described. 
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 Standard Fire Room 

 

In Europe, the norm EN-54 establishes the minimal requirements to 

perform fire experiments to test-fire detectors. In addition, the norm 

describes the features that should be included and regulates the performance 

during a fire situation. The standard contains 30 different parts and regulates 

the performance of most of the current instruments for fire detection, fire 

extinguisher, and fire protection. The norm describes the expected behavior 

of instruments based on smoke detection, heat detection, the combination of 

smoke and 𝐶𝑂 detection and others. As mentioned in Chapter 1, there is not 

a norm that establishes the expected behavior of gas-based fire detectors. 

The fire detector systems presented in this dissertation were tested in 

an EN-54 standard fire room. The fire room is located at the facilities of 

Minimax Company (Bad Oldesloe, Germany) [152]. The facility includes an 

experimental area (fire room) and a control room. 

The room has an inner volume of 240,000 liters, with dimensions of 

10m x 6m x 4m (LxWxH).  All the fire test should be performed in the center 

of the room floor. Two circular brackets of 6 and 5.5 meters of diameter are 

installed in the center of the ceiling that point the area in which the systems 

to be tested should be placed and also enable the installation of sensing 

platforms. Figure 7 shows the scheme of the standard fire room. 

 

The standard fire rooms allow the control of the different 

environmental conditions and ensure the correct performance of the tests. 

According to the standards, the rooms should be rectangular, with a flat 

horizontal ceiling with dimensions of 9 to 10 m of length, 6 to 8 m of width 

Figure 7 Dimensions and distribution of the experimental area and control room of 
the standard fire room 
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and 3.8 to 4 m of height. The fire room includes a window for visual inspection 

of the test. The experimental area has a ventilation system to reduce the 

number of gases and heat during fire tests. Additionally, behind the 

experiment space there is room to monitor the test. 

 The fire room includes sensors and reference instruments to monitor 

environmental conditions. Specifically, the room should be equipped with a 

Measuring Ionization Chamber (MIC), an obscuration meter and a 

temperature and pressure sensor and a probe placed in the hotplate to 

measure the temperature (for smoldering fire tests) [153]. 

The MIC instrument has an internal chamber in which the ambient air 

is constantly aspirated. Inside the chamber there is a radioactive source 

(americium-241) that emits alpha particles and ionizes air molecules and a pair 

of electrodes. The electrodes are connected to a voltage source. The ionized 

air molecules come into contact with the electrodes and generate a current 

between the electrodes. When smoke particles enter the chamber, some ions 

attach to the particles and do not contribute to the current between the 

plates. Then, the generated current between the two electrons will be 

decreased. MIC instrument requires a constant calibration using clean air. 

During the calibration, the instrument saves the Reference current generated 

in clean air. The Equation (3) describes the current generated inside the MIC 

chamber. Figure 8 shows the internal distribution of the MIC camera. 

Equation (3) 

𝑋 =  
𝐼𝑡0 − 𝐼𝑡

𝐼𝑡0
 

𝐼𝑡0 = 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 

𝐼𝑡 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝐶𝑢𝑟𝑟𝑒𝑛𝑡. 
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Figure 8 Internal distribution of the MIC camera. 

The MIC instrument used in the Fire room is EC-912 from Delta [154]. 

The MIC EC-912 fulfills the specifications of the EN-54 norm. Figure 9 shows a 

picture of the MIC model used in the fire room experiments. 

 

Figure 9. Picture of the Measuring Ionization Chamber EC-912 from Delta. The MIC 
was using during the fire and nuisance experiments performed at the standard fire 

room 

The obscuration meter selected by Minimax to be used during the fire 

test is the MIREX EC-911 from Delta. The MIREX is based on light scattering 

using infrared light (880nm). In the presence of smoke, the path of the light is 

attenuated and the current provided changes [155].  The principle of 

operation of the instruments MIREX and MIC are light scattering and 

ionization respectively. MIREX and MIC are a good reference for fires because 

most of the commercial detectors have the same principle of operation. 

According to the standard fires, MIC and MIREX instruments are used to 

indicate the end of a fire test depending if there is or not a fire condition 

(smoke production). Usually, the instruments aspirate the smoke using a 

probe located in the ceiling, above the fire experiment. 

To measure gas concentration, the best reference instrument is a 

Fourier Transform Infrared Spectrometer (FTIR) [155].  The FTIR meter is used 

to measure the gas concentrations of the fire test experiments. The fire room 

is equipped with the FTIR DX400 from Gasmeter. The FTIR has a resolution of 

4 cm−1 with a range of 900 – 4200 cm−1 . The system is capable of analyze 30 
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different volatile compounds using an internal library of infrared absorption 

spectra and chemometric prediction models. Specifically the gases are: 

acrolein, acrylonitrile, ammonia, arsine, benzene, boron trichloride, carbon 

dioxide, carbon monoxide, carbon disulfide, dichloromethane, ethylene oxide, 

formaldehyde, hydrogen chloride, hydrogen cyanide, hydrogen, methane, 

methyl methanethiol, nitrogen dioxide, sulfuric fluoride, toluene, water vapor, 

acetic acid, acetone, acetaldehyde, isopropanol, and isopropyl. 

The FTIR uses an aspirated system to measure the gases released 

during the tests. The inlet probe was at the ceiling of the fire room. The flow 

used is 4 l/min. There might be a possible delay in the FTIR signals due to the 

sampling frequency (1 sample per minute) and the aspiration. The limit of 

detection of the FTIR placed in the fire room is 1 ppm. However, the 

measurements are used to analyze the possible gas emissions and their 

relation with the material used in the fire experiment. Figure 10 shows a 

picture of the FTIR used in the fire room. 

 

Figure 10 Picture of the Fourier Transform Infrared Spectrometer DX4000 from 
Gasmeter. The FTIR was using during the fire and nuisance experiments performed 

at the standard fire room. 

A pipe system is located in the ceiling of the fire room. The pipe is used 

for aspirated smoke systems and FTIR measurements. Aspirated smoke 

systems are usually installed in rooms that need a fast detection of smoke 

(clean rooms, food industry, etc.) Aspirated systems include a pipe system that 

aspirates samples of air continuously and sends them into a small chamber in 

which a smoke detector is placed. The fire room also has 31 supports for fire 

detectors and three mounting brackets for general applications. The mounting 

brackets are installed in the ceiling of the fire room. 

To monitor the environmental conditions of the fire room 

(temperature, pressure, air quality) an automated measuring system is 
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incorporated in a control area. The environmental signals were collected using 

a dedicated software developed by Minimax. The Minimax software takes one 

sample per minute of each environmental condition and allows the 

visualization of the signals in real time. The fire room includes a time 

synchronization output for external systems. 

 

 Small Scale Chamber 

 

The second scenario corresponds to a customized test chamber. The 

dimensions of the chamber are 55 x 55 x 90 cm (LxWxH), for a total inner 

volume of 272 liters. The bottom, top and upper part of the walls (50 x 35 cm) 

were made of aluminum. Only the lower part of the lateral walls (50 x 50 cm) 

was built with glass panels to allow visual inspection of the experiments. 

Airflow from the outside of the chamber was favored to maintain oxygen 

concentration and avoid fire suffocation. Hence, 25-mm apertures were 

opened along the chamber, between the top and bottom lids and the lateral 

walls. Finally, one of the glass panels was enabled as a door for easy access to 

the inner volume of the chamber.  

For safe operation, the measurement chamber was placed inside of a 

fume hood smoke, which is equipped with an extraction system to facilitate 

the evacuation of the smoke generated inside the chamber. Airflow was 

measured in the chamber using a flow meter while the extraction system was 

switched on. Induced airspeed was 1.5m/s at the lower region of the chamber 

and 0.2 m/s at the position of the sensors. Figure 11 shows the dimensions of 

the customized test chamber (right) and an actual picture of the small 

chamber located on the laboratory of the intelligent signal processing group 

at the University of Barcelona. 
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Figure 11 Customized experimental chamber. On the left an actual picture of the 
small chamber, on the right a scheme with the chamber dimensions. 

 

For further reference, additional commercially available gas sensors 

and fire alarms systems (smoke detectors) were also integrated into the 

measurement chamber. As reference systems we selected the multisensor 

Dräger x7000, which includes one electrochemical sensor of 𝐶𝑂, one of 

𝐻2 𝑎𝑛𝑑 one of  𝑁𝑂2 and a  𝑃𝐼𝐷 sensor. In addition, a PID sensor ppbRAE 3000 

from RAE Systems and NDIR 𝐶𝑂2 GasCheck from Edinburgh Sensors were also 

placed as reference. They were integrated in the chamber, along with the 

smoke detectors Hochiki SLR-24H (Photoelectric/heat) and NOVA-500 S250 

(Ionization) [157].  Unfortunately, the smoke detectors only provided a binary 

signal indicating the alarm status. Table 4 summarizes the detectors and 

sensors used as references during the small-scale experiments. Table 1 also 

shows ranges of detection of the gas sensors references. 
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Table 4 Target Gases of the instruments used at the customized chamber when the 
experiments of nuisances and fires were performed 

Instrument 𝐇𝟐 𝐍𝐎𝟐 𝐂𝐎𝟐 𝐂𝐎 𝐕𝐎𝐂𝐬 Smoke 

Dräger 0-2000 

ppm 

0-50 

ppm 

0-5 Vol. 

% 

0-2000 

ppm 

0–2,000 

ppm 

Isobutylene 

- 

ppbRAE - - - - 0 -10,000 

ppm 

- 

Edinburgh - - 0– 3000 

ppm 
- - - 

Srl-24h - - - - -   

500 S250 - - - - -   

 

The complete instrumentation included the necessary hardware for 

signal acquisition, which was synchronized and stored. Reference instruments 

sent data directly to the CPU (host PC) by means of the proprietary software 

provided by the respective manufacturers, or by means of a data logger (Data 

Taker DT800) that interfaced with the sensor with the CPU with a frequency 

of 1 sample per second. 

In summary, the gas sensor array for fire detection was tested under 

EN-54 test conditions in a standard fire room. The standard fire room is 

equipped with instruments that allow the monitoring of environmental 

conditions such as temperature, pressure and air quality. In addition, the room 

provides the measurement of gas emissions using an FTIR. The quantity of 

smoke density was measured using a MIC and the synchronization of plugged-

in instruments allows the integration of the prototype. 

 However, to counteract the small number of samples to calibrate the 

sensors due to the limited fire room availability we built a small chamber. The 

experiments were scaled-down saving time and costs. In this way, the number 

of experiments can increase, and we can develop more robust and reliable 

algorithms. 
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 Experimental Protocols 

 

There are effective solutions for the detection of those fires that 

produce a large amount of smoke or heat. The most used technologies are 

ionization and light scattering. While this type of detector produces fire alarms 

in the presence of smoke, it is well known that prior to the emission of smoke 

particles we have toxic gas emissions. Moreover, conventional detectors could 

not produce fire alarms in fire situations that do not produce smoke. 

 The challenging fires for conventional detectors are the 

smoldering fires. These types of fires produce smoke in a very slow way 

resulting in a late response of the fire detectors. This situation can be mortal 

for the building occupants.  

 As explained in chapter 1, all the systems developed for fire 

detection must be tested as established in standard EN-54. This standard 

establishes the experimental protocols and experimental setups used to test 

the fire detectors. The standard establishes the requirements to test smoke 

detectors, heat detectors, flame detectors and there is a special standard to 

test-fire detectors which include electrochemical sensors of Carbon Monoxide 

(EC-CO). However, there is not a standard that regulates the test requirements 

for fire detectors based on chemical sensors. 

 As mentioned in Chapter 3, the norm establishes the 

conditions, fire conditions, under the detector has to emit an alarm. There are 

several types of fire experiments. In this dissertation, we focus on the 

smoldering fire experiments establish on the norm. From the standard 

smoldering fires, we selected those that emit a low quantity of smoke, 

Smoldering Wood (TF2) and Smoldering cotton (TF3). TF2 and TF3 are one of 

the most challenging for conventional smoke detectors. In TF2 and TF3 fires, 

the production of smoke is very slow and the increase in temperature is too 

low.  In consequence, the fire alarm of a conventional detector triggers in a 

very late stage of the fire. Moreover, these two experiments are included in 

the standard EN-54-26 to test CO-based fire detectors due to the high 

emission of Carbon Monoxide.  

Additionally, some fire scenarios outside the norm are added. 

Specifically, we include PVC, PET, Cables, and Electrical Fires. These are some 

of the most common sources of fire in buildings due to the widespread use of 

plastic in construction, furniture and toys, and others. Additionally, fires 
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produced due to an electric failure are one of the most common in buildings 

[158-161]. This type of fires are smoldering fires and in some cases are 

produced in walls and are not easy to detect. Additionally, plastic fires 

produce an enormous quantity of toxic emissions (as explained in Chapter1) 

resulting in a hazardous scenario for the occupants.  Unfortunately, plastic 

fires are not considered in the EN54, for that reason we decided to include as 

part of the experimental protocol. 

On the other hand, to counteract the responses to emissions from 

non- fire sources, the dataset must include different nuisances’ experiments 

that could produce false alarms [162].  Here, we have to consider that the 

number of potential interferents for chemical based fire detectors is vast, 

while the number of nuisance tests should be finite. In this respect, the cross 

sensitivities produced by alcohol and some types of fuels can be a problematic 

issue for fire detection indoors. Scenarios that can be easily found at offices, 

houses or industries were selected. The nuisances set include cleaning 

products and solvents. In offices, cleaning products are commonly used and 

most of the cleaning products contain alcohol and may produce false alarms 

in gas-sensor-based fire detectors. On the other hand, solvents are widely 

used in industry or parking. For that reason, is important to include this type 

of nuisance scenario as part of the experiments set. 

Since machine learning based solutions are based on examples, and 

taking into account the large variety of fires and nuisances, ensuring a 

minimum coverage of the input space forces to perform a huge amount of 

calibration experiments. As mentioned in chapter 3, the availability of 

standard fire rooms to perform experiments is limited and expensive. 

However, the main disadvantage is the duration of a fire experiment. A fire 

experiment performed in a fire room has an average duration of 45 to 60 

minutes. Also, the production of smoke is high and requires around 2 hours of 

ventilation to clean the room of smoke and particles. For that reason, a way 

to carry on shorter experiments was devised. Those experiments have a 

duration of 15 or 20 minutes and need only 30 minutes of ventilation. The 

path towards shorter experiments is to perform the fire/nuisance 

experiments in a Small-scale chamber.  

All the experiments performed on the small scale were inspired by the 

experiments performed in the standard fire room. The materials were scale-

down to adapt the experiments to the small-scale scenario. 
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 Fire and non-Fire scenarios in the fire room 

 

We centered the focus of interest on smoldering fires. Smoldering fires 

do not produce flame and release small quantities of volatiles and airborne 

particles. Smoldering fires produce a late response in commercial detectors. 

We considered smoldering fires present in international standards. The 

considered fires are used to test CO-based fire detectors. Specifically, we 

considered two smoldering fire types selected from the EN-54 standard: TF2 

[wood fire] and TF3 [cotton fire].  Since there is not a standard norm that 

establishes the requirements to test gas-sensor-based fire detectors, we 

included smoldering fires that are beyond current standards. As mentioned in 

chapter 1, the most common sources of smoldering fires indoors include 

electrical failures.  In this respect, we also include electronics and cable fires. 

Fire emissions released in plastic fires are one of the most dangerous in closed 

scenarios (offices, houses, and industries). Newer building materials include 

plastic materials and bottles and plastic tubes are common sources of plastic 

fires. For that reason, we also performed non-standard smoldering fires that 

include plastic materials, such as PET and PVC. 

In buildings, several non-fire scenarios can produce a stimulus in a fire 

detector based on gas sensors; however, the more challenging ones are those 

that contain substances with a high level of volatility. For that, we selected 

common non-fire scenarios easy to find in offices or closed places. The 

selected materials produce a high chemical response in gas sensor arrays. The 

selected nuisance scenarios are Gasoline, ethanol, air freshener, turpentine, 

vinegar, and window cleaner. 

4.1.1 Experimental Protocol of Fire Experiments 

 

The selected set of fire experiments to perform at the standard fire 

room includes two standard fires; TF2 (4 beechwood sticks of 75 x 20 x 20 mm) 

and TF3 (40 cotton wicks of 80 cm length), two plastic fires; PET (50g) and PVC 

(100g) and two types of electrical fires; electronics (FR-4 of 10 cm) and cables 

(10 pieces of 10cm length and 1 cm of diameter).  

Figure 12 shows a general overview of the fire and nuisance 

experiments performed in the fire room. The first step corresponds to the 

preparation of the experiment, the second step is the beginning of the 

experiment and starts when the door is closed and finally the experiment 
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ends, and the ventilation starts. In nuisance experiments, the end of the 

experiment is after 15 minutes of exposure. In case of the fire experiments, 

the experiment ends when the fire conditions are achieved (smoke density or 

light obscuration), one of the fire room alarms is activated or a flame is 

produced. 

 

 

Figure 12 Experimental protocol of the Fire and Nuisance experiments performed at 
the Fire room. The methodology has 4 steps: Preparation, Start, End of Test and 

Ventilation. 

 

4.1.1.1 TF2 Beechwood Smoldering Fire 

 

During this experiment, 4 sticks of beechwood are placed on a hotplate and 

heated. The sticks are dried (moisture content ~5%) and each stick has a size 

of 75 x 20 x 20 mm. This type of test produces white smoke and the increase 

in temperature is undetectable. According to the standard, the hotplate 

should have a diameter of 22 cm and the temperature of the hotplate should 

be measured by a sensor (thermocouple type K) attached in an extreme of the 

circumference. The hotplate has to be capable to reach 600 ºC after 10 

minutes. 
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 The experimental protocol has five steps: Start, Heating rate, End of 

Test, Reduce of fire and Ventilation. The detailed steps are described in Figure 

13. 

 

 

Figure 13 Experimental protocol of the TF2 experiment performed in the fire room. 
The methodology has 5 steps: Start, Heating rate, End, Reduce fire and Ventilation. 

 

The duration of the experiment is around 45 minutes. This experiment 

is one of the most used to test fire detectors due to the light-colored smoke 

and the low temperature. During a TF2, 𝐶𝑂2, hydrogen, 𝐶𝐻4 and a high 

concentration of 𝐶𝑂2 are released. Figure 14 shows the distribution of the 

sticks at the hotplate. TF2 is described in detail in the Norm EN-54. 
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Figure 14 Illustration of the TF2 fire experiment performed in the fire room. 
 The draw shows the distribution and quantities of wood on the hot plate. 

 

4.1.1.2 TF3 Cotton Smoldering Fire 

 

A reduced TF3 experiment was performed in the fire room. 30 pieces 

of braided cotton wick of 80 cm long were used to produce the smoldering 

fire. The cotton wicks are hanged in a 10 cm diameter ring suspended at 1 

meter to the floor. The ring is above a non-combustible plate Figure 15 shows 

the way in which the wicks have to be hanged. It is worth to note that the 

EN54 standard requires the TF3 fire to be initiated by means of a flame, 

although TF3 is a smoldering fire. 
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Figure 15 Illustration of the TF3 fire experiment performed in the fire room. The 
draw shows how the cotton wicks are hanged to the structure. 

  

As for TF2, wood smoldering fire, TF3 experiment has 5 steps to be performed, 

start, ignition, end of test, reduction of the fire and ventilation. Figure 16 

shows the complete methodology of the test. The methodology establishes 

the ignition of the end of each cotton wick and blow out any flame, the 

beginning of the test is when the wicks are glowing. In the fire room, ignition 

was made using a torch of methylated spirit. 
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Figure 16 Experimental protocol of the TF3 experiment performed in the fire room. 
The methodology has 5 steps: Start, Ignition, End, Reduce fire and Ventilation. 

 

4.1.1.3 PET, PVC, Cables, and Electronics Smoldering Fire 

 

Four different non-standard smoldering fires were induced. The selected 

experiments are two plastic experiments: PVC and PET fire and Cables and 

Electronics experiments. PVC experiment consists of 10 pieces of a PVC tube. 

The pieces have 4 cm of diameter and 5 cm of length. PET experiment consists 

of approx. 10g of PET plastic. The plastic comes from a bottle of plastic. Cables 

experiment includes 15 pieces of cables of 10cm of length. In addition, 

Electronics fire consists of burn populated electronics PCB. 

All these materials were placed on a hotplate. The hotplate used is the 

same for the TF2 fire. In non-standard fire experiments, a flat aluminum plate 

of 200 x 200 x 50 mm was placed on top of the hotplate. Burning materials 

were placed on top of the aluminum plate to allow the easy cleaning of the 

surface between measurements. Figure 17 shows the way to place the 

materials over the hotplate. 
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Figure 17 Illustration of the non-standard fire experiments performed in the fire 
room. The drawings show how the PVC, PET, Electronics, and Cables are distributed 
on the hot plate. All the materials are placed in an aluminum plate at the top of the 

hot plate. 

 

In the standard fire room, the beginning of the experiments corresponded 

to the moment in which the door of the room is closed. As a second step, the 

hot plate is turned on and the temperature starts to increase. The 

measurements were extended for 15 - 30 additional minutes after fire 

conditions were reached (smoke density, explained in chapter 3), or the fire 

was extinguished. The detailed methodology is shown in Figure 18. 
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Figure 18 Experimental protocol of the non- standard fire experiments performed at 
the fire room. The non-standard fires performed at the fire room are: PVC, 

Electronics, Cables, and PET. The methodology has 5 steps: Start, Heating rate, End, 
Reduce fire and Ventilation 

 

4.1.2 Experimental Protocol of Nuisance Experiments 

 

In order to build a fire algorithm robust to nuisances, the gas-sensor-

based detector was exposed to nuisance experiments. The selected nuisances 

were those interferences that could be easy to find indoors. Specifically, we 

selected, Gasoline (100ml), ethanol (100ml), air freshener (4 sprays), 

turpentine (100ml), vinegar (100ml) and window cleaner 

 

4.1.1.1 Gasoline, Ethanol, Turpentine, and Vinegar. 

 

There are several chemical sources that could provide false alarms 

indoors. Those that contain alcohol could be more challenging to discriminate 

from real fire. Turpentine and Vinegar are products commonly used for 

cleaning. Also, turpentine is used as painting solvent. Ethanol is presented in 
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most of the cleaning and aromatizing products. In addition, gasoline is the 

most used fuel and could be found in industries or garages. 

Nuisance scenarios that rely on the evaporation from a liquid form 

(gasoline, turpentine, vinegar, and ethanol) were presented to the sensors 

inside of a container of 200 x 200 x 50 cm. 

The container was placed in the experiment area of the room, in the 

same position in which fire is originated.  Approximately 100ml of substance 

(gasoline, ethanol, turpentine, and vinegar) were placed into the container. 

After place the container in the center of the room the doors are closed and 

the exposure to the nuisance has a duration of 15 minutes. Then, the doors 

are open, and the ventilation starts. Figure 19 shows a scheme of how the 

container was placed. 

 

 

Figure 19 Illustration of the Gasoline, Vinegar, and Gasoline nuisance experiments 
performed at the fire room. 100ml of substance was placed into an aluminum box in 

the middle of the room. 

 

The methodology of the experiment has 4 steps. Preparation, Exposure, End 

of the experiment and Ventilation. The complete methodology is presented in 

Figure 20.  
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Figure 20  Experimental protocol of the Gasoline, Vinegar, and Ethanol nuisances 
experiments performed at the fire room. The methodology has 5 steps: Start, 

Evaporation, End, and Ventilation 

4.1.2.1 4.1.2.2 Air Freshener. 

 

Air freshener is commonly used to emit fragrance. Nowadays, there 

are several branches that offer air fresheners in different presentations. 

Commercial air fresheners contain several VOCs. Air fresheners produce more 

than 100 different VOCs. Among them we can find formaldehyde, ethanol, BTX 

and phthalates but also terpenoids such as and alpha-terpinol and linalool, 

terpenes as limonene, α-pinene and β-pinene. In consequence, air fresheners 

can be nuisances for fire detectors based on gas sensors. 

An air freshener experiment was executed used a common spray bottle 

(Airwick spray 6-1). The air freshener was introduced at the fire room by 

spraying a bottle 10 times inside the room (10 sprays, 0.025 oz).  One person 

gets inside at the fire room and stands up in the middle of the room (at the 

same place that the hot plate or container). Then, the person sprays 2 times 

to the north, 2 times to the south, 2 times to the east, 2 times to the west and 

2 to the top of the fire room. Figure 21 illustrates the direction of the sprays. 

The experimental protocol of air freshener has four steps and is described in 

Figure 22. 
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Figure 21 Illustration of the Air Freshener nuisance experiment performed in the fire 
room. The draw shows the 5 directions (north, south, east, west, and top) in which 

the air freshener was spread. 

 

 

Figure 22 Experimental protocol of the Air Freshener nuisance experiment 
performed in the fire room. The methodology has 4 steps: Presentation, Exposure, 

End, and Ventilation. 

 

4.1.2.2 Window Cleaning. 
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Equally, to the Air freshener, most of the commercial products used 

to clean the windows and glass contain alcohol. The use of window cleaners 

indoors could produce nuisances. In order to mimic a more real situation a 

window was cleaned inside the fire room. The fire room contains 2 windows 

for monitoring. Booth glasses are on the same wall.  

To execute the experiments a person enters into the room sprays 6 

times (6ml) of window cleaner Putz-Meister brand in one window (first glass) 

and uses a towel to clean the window. When finish to clean the first window, 

repeat the same process into the second window (sprays 6 times and clean 

with a towel). Once the windows are cleaned, the person gets out to the room 

and closes the door. After 15 minutes the experiment ends, the door is 

opened, and the ventilation starts.  The Figure 23 illustrates the experiment 

and figures the complete methodology. 

 

 

Figure 23 Illustration of the Window Cleaning nuisance experiment performed in the 
fire room. The draw shows the distribution of the windows in the fire room.  

 

The detailed experimental protocol is presented in the following 

Figure 24. There are four steps, the first two correspond to the cleaning of the 

window, third is the end of the experiment and finally the ventilation. 
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Figure 24 Experimental protocol of the Window Cleaning nuisance experiment 
performed in the fire room. The methodology has 4 steps: Cleaning 1, Cleaning 2, 

End and Ventilation. 

 

 

 Fire and Nuisances scenarios in small-chamber 

 

In the case of the small chamber, we scaled-down all the quantities of 

the fires and nuisance experiments in order to reproduce as much as possible 

the fire and nuisance tests conditions of the fire room. Additionally, to the 

standard fires performed at the standard fire room (TF2 and TF3), we included 

a variation of the TF2 experiment using pinewood, we named TF2 bis. As in 

the fire experiments performed at the standard fire room, we performed a 

non-standard fire experiment. Specifically, we selected cable fire. Similarly, as 

in the fire room, different nuisances were induced inside the measuring 

chamber. For nuisance scenarios, we employed distilled boiling water, air 

freshener, ethanol, and two commercial cleaning products, vinegar and floor 

cleaner. 
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4.2.1 Experimental protocol 

 

The Fires performed in the chamber includes; TF2 (1 beechwood stick 

75 x 20 x 20 mm) and TF3 (4 cotton wick 10cm length), TF2 bis (4 pinewood 

sticks 100 x 20 x 9 mm) and cable fire (flat cable 100 x 12 x 0.5 mm). For the 

nuisances set we selected: distilled boiling water (100ml), air freshener, 

ethanol (96% purity, 1.2ml), and two commercial cleaning products, vinegar 

(1.2ml) and floor cleaner (1.2ml). 

The measurements in the small chamber were performed in three 

phases. During the first phase (2 minutes) no test material was introduced into 

the chamber, which was completely empty. This stage constitutes a baseline 

for the signals. In the second phase (2 minutes) the material under test was 

introduced into the chamber. This stage constituted the start of volatile 

release for the non-fire scenarios (air freshener, ethanol, floor cleaner, and 

vinegar cleaner). For the experiments that required temperature increase (all 

fires, hotplate blank and boiling water), the material to be tested was 

introduced into the measuring chamber, without it being previously burnt or 

heated. Finally, in the third phase, the heating/ignition of the material was 

performed. Materials placed on the hotplate were heated up to 280 ºC by 

switching the hotplate to full power until the commercial detectors triggered 

(or 15 min if smoke-based detectors did not trigger any alarm before 8 min 

after the fire was set). Nuisances that were started in phase 2 remained in the 

chamber for 10 additional minutes. The experimental protocol is shown in 

Figure 25. 
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Figure 25 Experimental protocol of the Fire and Nuisance experiments performed at 
the customized chamber. The methodology has 4 steps for fire experiments: Start, 

Material, Fire, and End. The methodology to induce the nuisances has 3 steps: Start, 
Material, and End. 

 

4.2.1.1 TF2 and TF2bis 

 

TF2 and TF2bis are inspired in the standard fire room TF2. We used 4 

sticks of beechwood (TF2) and 1 of pinewood (TF2 bis) to perform the 

experiment. As mentioned in 4.1.1, wood samples were conditioned to reduce 

the moisture content. For this purpose, the sticks were heated in an oven at 

85 °C for 24 h before being used in the experimental tests. The used hotplate 

raises 280 ºC.  

During the first 2 minutes, the sensors are recovering the baseline. 

Then, the wood and the hotplate are introduced to the chamber and the 

sensors signals are acquired for two 2 more minutes. The third step 

corresponds to the beginning of the experiments and the hotplate is turned 

on. After 15 minutes the chamber is opened, the hotplate is turned off and 

the material is removed. The fire experiment ends. A picture of the 

experiment is shown in the next figure (Figure 26). 
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Figure 26 Picture of the TF2 and TF2 bis experiments performed at the chamber. TF2 
used 4 sticks of beechwood and TF2 bis 1 stick of pinewood as fuel. The materials 

were heating using a hotplate. 

 

4.2.1.2 TF3 

 

A scaled TF3 was performed at the small chamber. The experiment 

uses 4 cotton wicks of 10 cm. Similarly, as in standard TF3, the fire is induced 

with the ignition of the end of each cotton wick and blow out any flame, the 

beginning of the test is when the wicks are glowing.   

After recover 2 minutes of ambient air and 2 minutes of ambient air 

when the material is introduced, the wicks are ignited. The duration of the 

experiment is 15 minutes. Figure 27 shows a picture of the TF3 performed in 

the small chamber. 
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Figure 27 Picture of the TF3 experiment performed at the chamber. TF3 consist of 4 
cotton wicks of 10 cm and the fire is induced with the ignition of the wicks. 

 

4.2.1.3 Cables 

 

As mentioned in 4.1 one of the most common fire sources in buildings 

is caused by electric failures. The hazard of the electric fires originates from all 

the toxic emissions released due to the plastic thermal decomposition, 

pyrolysis and eventually combustion. In the small chamber, we perform a 

cables fire. For this experiment, we heated in the hotplate 10 pieces of flat 

cable (PVC plastic covered), which is commonly used in PC or other electronic 

systems. The flat cable pieces have a length of 10 cm. The pieces are heated 

for 15 minutes. Figure 28 shows the distribution of the cables in the hotplate. 
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Figure 28 Picture of the Cable experiment performed at the chamber. Cable 
experiment consists of 10 pieces of flat cable of 10 cm and the fire is induced with 

the ignition of the wicks. 

 

4.2.1.4 Vinegar, Ethanol, Floor Cleaning  Product 

 

In the chamber, apple vinegar (5% of acetic acid), ethanol, and floor 

cleaning (lagarto brand) product were presented to the sensors using a plastic 

plate. During the first stage of the experiment, the sensors' readings 

correspond to the ambient air of the chamber.   

In the second step a plastic plate is introduced and the product 

(vinegar, ethanol or floor cleaning) is sprayed four times. The plate has a 

square form (Figure 29), and each spray was carried out in each corner of the 

square. Then, the chamber is closed, and the sensors are exposed to the 

product for 10 minutes more before the end of the experiment. 
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Figure 29 Picture of the plate using in the chamber to induce Vinegar, Ethanol and 
Floor Cleaning Product. One spray of each product was put in each vertex of the 

square. 

4.2.1.5 Boiling Water 

 

As in a fire test, the boiling water experiment has 4 steps to be 

performed. The first one corresponds to record the ambient air of the 

chamber, then the boiling water is introduced to the chamber and after 2 

minutes the hotplate is turned on and the water starts to boil. After 15 

minutes the hotplate is turned off and the experiment is over. Figure 30 shows 

a picture of the boiling water experiment. 

 

 

Figure 30 Picture of the Boiling water experiment. 100ml of water was heated in a 

hotplate. 
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4.2.1.6 Air freshener 

 

All the chamber experiments measure for 2 minutes the ambient air 

in the chamber. After this first step, an electronic air freshener was introduced 

into the chamber. Two minutes after the electronic air freshener (Airwick 

essential oils) is turned on. The experiment ends 15 minutes after. Figure 31 

shows the electronic air freshener in the chamber. 

 

 

Figure 31 Picture of the electronic air freshener using in the chamber to induce air 

freshener experiment. 

 

 Summary of Measurement campaigns. 

 

Four measurement campaigns were performed for over two years. One 

measurement campaign was performed in the small-scale setup and three in 

the standard fire room.  

The first measurement campaign was performed in the customized 

chamber. The measurement campaign had a duration of 4 days, from 03-07-

2016 to 03-10-2016.  

In November of 2016, the first measurement campaign in the standard 

fire room was performed. The campaign has a duration of 4 days. The first 
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measurement campaign started on 11-26-2016 and ended 11-30-2016. The 

second and the third fire room measurement campaigns were performed in 

February and June of 2017 respectively (02-06-2017 to 02-10-2017 and 06-26-

2017 to 06-30-2017). Both measurement campaigns were performed along 5 

days.  

The Table 4 summarizes the measurement campaigns, the scenario in 

which were performed, the duration and the dates. 

 

Table 5 Date and duration of the measurement Campaigns performed in the fire 
room and in the small chamber. 

MEAS 

CAMPAIGN 

SCENARIO DURATION DATE 

Small-scale Chamber 4 days 03-07-2016 to 03-10-2016 

Large-scale 1 Fire Room 4 days 11-26-2016 to 11-30-2016 

Large-scale 2 Fire Room 5 days 02-06-2017 to 02-10-2017 

Large-scale 3 Fire Room 5 days 06-26-2017 to 06-30-2017 

 

 Datasets 

 

In total, four different datasets were acquired, three of them were acquired 

in the standard fire room, and the other one was generated using the small-

scale setup. Each dataset was acquired in a different measurement campaign. 

Namely, the first: i) Large-scale dataset 1, LD1, ii) Large-scale dataset 2, LD2, 

iii) Large-scale dataset 3, LD3 and iv) Small-scale dataset. The large-scale 

dataset 1 (i) was acquired at the standard fire room in November of 2016 and 

contains 18 experiments; 6 types of smoldering fires, and 5 types of nuisances.  

The second Large-scale dataset 2 (ii), LD2 was acquired in February of 2017 

and includes 6 types of smoldering fires and 5 types of nuisances, in for a total 

of, 28 experiments. The third dataset acquired at the standard fire room, 

Large-scale dataset 3, LD3 (iii) contains 33 experiments, 16 fires, and 17 

nuisances; this dataset was acquired in June of 2017. Finally, the dataset 

acquired in the small-scale setup, the small-scale dataset, SD1, (iii) was 

performed in March of 2016 and includes 40 experiments, 4 types of fires and 

6 nuisances. Each measurement campaign has a duration of 4 days and the 
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experiments, in both, at the fire room and in the chamber were performed in 

a random order such that no fire or nuisance scenario of the same type was 

performed the same day.  Table 6 details all the fire and nuisance scenarios 

included in the different datasets, with the corresponding number of 

repetitions.  

Table 6 Fire and nuisance scenarios included in the different datasets. Large-scale 
dataset 1 and large-scale dataset 2 were acquired in the standard fire room and the 

small-scale dataset was acquired in the measurement chamber. 
 

Experiment Material Large scale 
1 

(repetitions) 

Large scale 
2 

(repetitions) 

Large scale 
3 

(repetitions) 

Small Scale 
(repetitions) 

Nuisance 
N1 

Hotplate 
blank 

0 0 0 2 

Nuisance 
N2 

Air 
freshener 

2 4 3 4 

Nuisance 
N3 

Ethanol 2 3 3 4 

Nuisance 
N4 

Boiling 
water 

0 0 1 4 

Nuisance 
N5 

Floor 
cleaner 

0 0 0 3 

Nuisance 
N6 

Vinegar 1 3 1 4 

Nuisance 
N7 

Turpentine 1 3 3 0 

Nuisance 
N8 

Gasoline 1 3 3 0 

Nuisance 
N9 

Window 
Cleaner 

1 3 3 0 

TF2 Pinewood 
 

0 0 0 4 

TF2 bis Beechwood 
 

2 2 3 4 

TF3 Braided 
cotton wick 

1 1 3 4 

Electrical 
fire 

Electronic 
components 

1 2 3 0 

Cable fire Cables 2 2 3 4 

Plastic Fire PVC 2 2 3 0 

Plastic Fire PET 2 0 0 0 

 

 In summary, the complete dataset includes 3 different measurement 

campaigns acquired in a standard fire room and one measurement campaign 

performed in a small scale scenario. The datasets were acquired through one 

and a half years. The acquired dataset is used to train fire detection 

algorithms. 
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 Sensor Arrays 

 

The greatest danger to human beings in smoldering fire situations is 

released toxic emissions [163]. During a smoldering fire, a wide variety of toxic 

emissions are released. According to the literature [164-166] different gases 

are produced depending on the material in combustion. Actually, in Chapter 1 

it is described that some materials, especially plastics, produced toxic 

emissions during pyrolysis. Also, in chapter 1, it is discussed the hazardous 

gases for human health in fires.  

 Fire detectors based on gas sensors should be include sensor 

technologies capable to detect toxic emissions. In the presented chapter, we 

describe the sensor technologies their conditioning circuits included in the 

developed fire detectors. 

 Fire alarms based on gas sensors allow the detection of the toxic 

emissions produced in a fire. Fire detection with gas sensors should be able to 

detect toxic emissions at low concentrations and at the early stages of the fire. 

 The variety of gases released during a fire prevents the construction 

of a fire detector that combines sensors sensitive to all dangerous toxic 

emissions. An alternative is the construction of a fire detector which includes 

sensors for those gases that appear most frequently in fire situations. 

Additionally, fire detectors based on chemical sensors should include sensors 

capable to detect the most dangerous toxic emissions. As mentioned in 

chapter 1 the most dangerous gases released in a fire are Carbon Monoxide 

𝐶𝑂, Carbon Dioxide 𝐶𝑂2, Methane 𝐶𝐻4, Nitrogen Dioxide 𝑁𝑂2, Hydrogen 𝐻2, 

Sulphur Dioxide 𝑆𝑂2, Carbon Tetrachloride 𝐶𝑙4 and Cyanide. 

 All these gases are mortal. The consequences of exposure depend on 

the time of exposure and the concentrations to which the victim is exposed. 

The table shows the most dangerous gases released during a fire situation. 

Table 7 describes the main symptoms of each gas, the maximum 

concentration of exposure and the materials which release that gas in a fire 

situation. 

 

 



112 2019 A. Solorzano 

Table 7 Main gas emissions in smoldering fires 

GAS Symptoms Max Exposure Material 

Carbon Dioxide Low exposure: Headaches, loss of 

attention. 

High exposure: Oxygen deprivation. 

2000 ppm All organic 

materials 

Carbon 

Monoxide 

Low exposure: Dizziness, Fatigue, 

Mental confusion, Nausea. 

High Levels: Coma, Death. 

Depends on the 

exposure time 

All organic 

materials 

Sulfur Dioxide Burning sensation in the nose and 

throat. 

5 ppm Sulfur containing 

plastics 

Nitrogen 

Dioxide 

Cough, Fatigue, and Nauseous. 

 

Depends on the 

exposure time 

Wool, silk, 

plastics. 

Carbon 

Tetrachloride 

Liver or kidney problems, Blurred 

vision, Dizziness, Blood pressure. 

100 ppm Wool, silk, 

plastics. 

Cyanide Headaches, Dizziness, Nausea, 

Death. 

90 ppm Cellulosic Wool, 

Silk, plastics. 

Methane Fatigue, Dizziness, and headaches 5% in Air All organic 

materials 

Hydrogen 

Chloride 

Low exposure: Irritation of the eyes, 

and respiratory tract. 

High exposure: corrosive damage to 

the eyes and pulmonary edema and 

death. 

20 ppm Polyvinyl 

Chloride (PVC) 

 

In the present dissertation we use 2 different prototypes to develop the fire 

alarm. Prototype 1 is designed with off-the-shelf sensors and prototype 2 was 

developed during the European SAFESENS Project. Prototype 2 includes 

sensors developed by partners of the SAFESENS as IMEC, BOSCH, AMS, and 

NEO.  

 Prototype 1: Sensor Array Using Off-The-Shelf Sensors  

 

The general objectives of the SAFESENS project include: i) The 

development of chemical sensors for the detection of toxic emissions 

in fires,  ii) The construction of a multi-sensor array, iii) The 

elaboration of a database and iv) The development of intelligent 

algorithms for the early and reliable fire detection.  

The device should have a better performance than any commercial 

device. Currently, there are not fire detectors based only on chemical 

sensors. However, there is a wide range of commercial sensors that 

allow the detection of toxic emissions produced in a fire. For this 
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reason, it was important to develop a system based on commercial 

sensors. In this way, the performance of commercial sensors could be 

compared with the sensors developed during the project.  

 Moreover, developing a multi-sensor array with commercial 

sensors, allows the availability of a prototype to perform experiments 

since the first stage of the project. Prototype 1 presented in this thesis 

was build using only commercial sensors and is described in more 

detail below. 

5.1.1 Sensor Selection 

 

Sensors were selected aiming to target main combustion products and 

to capture other volatiles that may help to discriminate fire and nuisances. In 

smoldering fires, the main gas emissions released (target gases) are Carbon 

Monoxide (CO), Carbon Dioxide (CO2), Hydrogen (H2), Methane (CH4), 

Nitrogen Oxides (Nitrogen Dioxide (NO2), Nitrogen Oxide (NO)) and large 

variety of VOCs [167,168]. 

Once the targeted gases were selected, we made the analysis of the 

sensor type. A large variety of sensor technologies are able on the market. The 

selection of the sensors was based on the state of the art [169-172]. Table 8 

summarizes the main sensor technologies used to detect the main hazardous 

gases emitted in a fire situation. MOX sensors are able to detect a large variety 

of toxic emissions. The main two advantages of gas sensors are their 

miniaturization and price. However, MOX sensors are especially sensitive to 

changes in environmental conditions. During a fire situation, temperature, 

humidity, and pressure suffer big changes, resulting in changes in the sensor 

response. NDIR technologies are one of the most robust to interferences and 

present a large lifetime. However, they are more expensive and usually the 

electronics needed to acquire the sensor response and to activate the infrared 

lamp are complex,  resulting in high costs. Electrochemical cells (EC) are also 

a good option to detect oxide gases. However, like MOX sensors, EC sensors 

are largely influenced by environmental conditions. As mentioned in previous 

chapters all the problems related to gas sensors could be alleviated using 

pattern recognition techniques and good experimental design.  
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Table 8 Sensor Technologies Selection for the fire detection prototypes 

 Sensor Technology 

Gas Electrochemical 
Cell 

Photoionization 
Detector 

Non-
Dispersive 

Infrared 

Metal 
Oxide 

Carbon 
Dioxide 

      

Carbon 
Monoxide 

       

Sulfur 
Dioxide 

 

      

Nitrogen 
Dioxide 

       

Carbon 
Tetrachloride 

    

Cyanide 
 

    

Methane 
 

      

VOCs 
 

     

 

Sensor selection is based mostly in the state of the art. However, as 

mentioned in 5.1, one of the objectives is to compare the prototype 

developed using commercial gases and the developed prototype during the 

SAFESENS project. Hence, prototype 1 includes most of the sensor 

technologies used in prototype 2. Specifically, we selected MOX sensor, NDIR 

sensor for 𝑪𝑶𝟐, Electrochemical Sensor for 𝑪𝑶 and PID for VOCs.  

5.1.2 System Description 

 

A smart system (with the integration of signal processing and prediction 

algorithms) was built integrating different off-the-shelf gas sensors and fire 

prediction algorithms. All the sensors were selected according to those who 

are especially sensitive to fire combustion products. The prototype integrated 

the necessary signal conditioning circuits and provided the electrical 

conditions to operate all the sensors. Specifically, the customized sensor array 

includes an electrochemical gas sensor for 𝐶𝑂 detection, a photoionization 

detector (PID) for volatile organic compound detection, and  a non-dispersive 
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IR (NDIR) sensor for 𝐶𝑂2detection, all manufactured by Alphasense company. 

Additionally, the prototype integrates eight metal oxide (MOX) sensors from 

AMS and we also included temperature and humidity sensors from Sensirion. 

Figure 32 shows the developed multi-sensor array.  

 

 

Figure 32 Picture of the developed multi-sensor array for reliable fire detection 

 

The developed system combines three different blocks; i) the sensing 

block which includes the 12 gas sensors, ii) the acquisition of the signal block 

and iii) the data processing and the fire prediction stage.  

Currently, one of the most used microcontrollers is from the ARM 

family. There is a large variety of ARM microcontrollers and are easily 

implemented in different applications. We selected an Arduino DUE board for 

the acquisition of the sensor responses. Arduino Due is based on a 32-bit ARM 

core. The main advantage of the board is the ease of programming through its 

USB port and the IDE (Arduino software). The signals are sampled at 10Hz. We 

selected the sampling frequency based on the principle that in intervals of 0.1 

seconds the fire conditions would no change significantly. The ADC resolution 

of the Arduino DUE is 12 bit. The Arduino DUE ADC pins have an impedance 

of 100 MΩ. Finally, the data processing and the fire prediction stage was 

implemented in a CPU (host PC) that receives all the data directly from the 
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Arduino DUE. The combination of the three different blocks resulting in a 

smart fire detection system. The resulting block diagram of the complete 

system is shown below (Figure 33).  

 

 

 

Figure 33 Block diagram of the smart chemical system. The system includes 3 stages, 
the sensing stage formed by 12 different sensors, the signal acquisition stages which 

incorporated the circuit signal conditioning and an Arduino due that was used to 
acquire all the signals and finally the data processing and the prediction of fire stage 

implemented in a PC. 

 In the following figure (Figure 34), the used Arduino pins for the 

readings of the sensors and those used to exiting their respective inputs. We 

use the 11 analog inputs to read the sensor responses; from A0 to A7 for the 

Sensor outputs of the Mox sensors, A8 is used for the PID sensor and A9 for 

the EC sensor and A10 to A11 for the Active and Reference output of the NDIR 

sensor respectively. Additionally, MOX sensors heater temperature was 

controlled with a PWM. The PWM was implemented using the Arduino 

platform. . On the other hand, all the sensors outputs were adapted from 5V 

to 3.3V range using a regulator voltage for that purpose. The selected 

regulator is from Texas instrument number LM117. The regulator allows the 

regulation of 5 volts to volts from 1.2 to 37V[173]. 
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Figure 34 Distribution of the Arduino ports used to connect the gas sensors of the 
prototype 1. 

 

Additionally, the system integrated a Graphical User Interface for the 

sensor signals visualization in real-time. The GUI is based on the aves python 

package [174]. The figure below shows the interface. 

 

Figure 35 Graphical interface of the prototype 1 
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5.1.3 Sensor Description and Signal Conditioning Circuits 

 

5.1.3.1 Metal oxide gas sensors 

 

The prototypes developed in this dissertation have as one of their 

objectives the early detection of fires. For that it is important to include a 

sensor capable to react fast as possible and with enough sensitivity to low gas 

concentrations. Among the advantages offered by Metal Oxide sensors (MOX 

sensors) are their rapid response and rapid recovery time. These two features 

are of particular interest for fire detection. 

 However, MOX sensors have certain disadvantages. This type of sensor 

has a high cross-sensitivity with environmental conditions (as temperatures 

and humidity). Likewise, these sensors have poor selectivity. The use of 

pattern recognition techniques are required to counteract such drawbacks. 

MOX sensors technology is selected to be included in the prototypes. Table 9 

summarizes the main advantages and disadvantages of MOX sensors [175]. 

 

Table 9 Advantages and disadvantages of the MOX sensors 

Advantages Disadvantages 

 Low Cost 

 Long Life Time 

 Fast Response 

 High Sensitivity 

 Fast Recovery Time 

- Cross sensitivity with 
environmental conditions 

- Poor precision 

- Sulphur Poisoning 

- High Power Consumption 

 

The system included four types of MOX sensors: AS-MLK (targeted to 

volatile organic compounds), AS-MLC (targeted to Carbon Monoxide), AS-MLX 

(targeted to Methane), AS-MLN (targeted to Nitrogen Dioxide), all of them 

provided by AMS[143]. To add diversity to the system two copies of the same 

sensor were included operating at two different temperatures. The relations 

between the temperature and the applied voltage and current are shown in 

Table 10 and Figure 36. The colour indicates the grade of stress applied to the 

heater.  
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Table 10 Temperatures and Power of the Heater AMS sensor 

P [mW] T [°C] R [Ohm] P [V] P [mA] 

20 182 120 1.55 12.9 

40 303 139 2.35 17.0 

60 404 154 3.04 19.2 

80 486 167 3.66 21.9 

100 547 177 4.20 23.8 

 

 

Figure 36 Temperature Profile of the MOX heater sensor 

 

The sensor heater temperatures were controlled by means of a Pulse-

Width Modulation (PWM) provided by the Arduino DUE platform. Arduino 

DUE platform was programmed to provide PWM of  1kHz of frequency. The 

induced temperatures are of 259ºC and 446°C which corresponds to a PWM 

duty cycle of 37% and 73% respectively. Hence, the MOX sensor array is 

composed of 8 sensing elements with different sensitivities in each channel.  

The PWM controller circuit includes a current amplifier based on N-

MOSFET (BUK954- NXP Semiconductors) transistor. In addition, to avoid the 

presence of the PWM in the output due to capacitive coupling in the sensor 

dielectric membrane, a low-pass filter was implemented at the output of the 



120 2019 A. Solorzano 

MOX sensors. The filter was designed at 5Hz cut-off frequency at - 3dB. To 

couple the impedance between the filter and the sensor we used a voltage 

follower. The selected OpAmp is MCP6004 from Microchip. Both, BUK-NXP 

MOSFET and OpAmp MCP6004 are approved for the European Union to be 

used in fire detection instruments. MULTISIM software was used to design and 

simulate the circuit. The complete circuit design and the frequency analysis of 

the MOX filter sensors are shown in Figure 37.  

 

 

 

 

Figure 37 In the top MOX sensor control and conditioning circuit and in the bottom 
mox sensor filter analysis frequency analysis. 
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5.1.3.2 NDIR, Alphasense IRC-A1 Carbon Dioxide.   

 

Carbon Dioxide (𝐶𝑂2)  is produced in most of the organic combustions. 

It is well known that long exposure to high concentrations of 𝐶𝑂2 is harmful 

to human health. Also, in buildings, a high concentration of 𝐶𝑂2 could be 

produced due to the high occupancy [176,177]. In fire detection with chemical 

sensors, it is important to record the behaviour of 𝐶𝑂2 across fire and non-fire 

scenarios, to capture the sensor signature and to classify it correctly. 

For 𝐶𝑂2 detection, the most widely used technology is the Non-

Dispersive Infrared Sensors (NDIR). This type of sensor is based on the 

detection (absorption) of a gas sensor in a specific wavelength [principles of 

infrared technologies, Miller]. This principle results in a highly selective and 

sensitive sensor. Moreover, NDIR sensors provide long-term stability in their 

measurements. 

For the presented Ph.D. project, we chose a 𝐶𝑂2 NDIR sensor from 

Alphasense company. Specifically, we selected the NDIR – A1 [178]. The 

sensor is based on an infrared thermopile detector and it provides two 

outputs: the active output and the reference output. The reference output is 

used to correct changes in the intensity of the infrared light (e.g. due to lamp 

aging). 

The changes of the IR source can produce cross-sensitivities and non-

selectivity in the NDIR sensor. In order to improve the selectivity of the IR 

lamp, the IR source should be modulated. The alphasense NDIR sensor 

requires modulation of the infrared (IR) lamp at 3 Hz. Modulation of the 

source allows the modulation of the infrared radiation. The NDIR filter allows 

the passage of the desired wavelength only. In this way, the sensor will be 

selective only to the gas target, 𝐶𝑂2. The Arduino platform is used to provide 

the stimulus to the sensor. As in the MOX sensor circuit, an N-MOSFET 

(BUK954) transistor was used to amplify the current. Alphasense NDIR 

requires a minimal operation current of 300mA. 

On the other hand, the amplitude of the NDIR output signals is in the 

range of several millivolts (from 40 - 100mV). Hence, it was necessary to add 

an amplification stage to take advantage of all the input voltage range of the 

Arduino inputs (from 0 to 3.3V). A bandpass resonator filter was used for that 

propose. The same filter design has been implemented on both output signals. 

In order to suppress the different frequencies from the central one, the 

selected topology of the filter is a Butterworth of second order. The central 
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frequency of the designed filter is 3Hz (which are the operating frequency of 

the sensor) and a gain of 36dB. The gain corresponds to amplify the signal 

from 100mV to 3.3V. The filter must operate with a unipolar voltage supply 

(from 0 to 5V). For that reason, a voltage reference of 1.2v was implemented. 

The reference voltage is obtained using a voltage regulator, specifically we use 

the LM117 regulator from Texas instruments. MULTISIM software was used 

for the design and implementation of the filters. The final design and the 

frequency analysis of the NDIR filters is shown in Figure 38.   

 

 

 

 

Figure 38 A bandpass filter was implemented as an amplified of the NDIR sensor 
outputs. In the top the complete sensor circuit and in the bottom the frequency 

analysis of the filter. 
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The design of the filter was made considering common commercially 

available components. However, commercial components with tolerances 

above 5 or 10% produced a shift in the centre frequency of the filter, causing 

an attenuation of the NDIR output. For this reason, we required precision 

components (tolerances below 1%).  

However, even when the selected commercial devices have some low 

tolerances (around 0.005%), the deviation of the values may affect the correct 

behaviour of the filter (shift the central frequency and change filter gain). In 

order to study the impact of the tolerance devices a Monte Carlo analysis was 

performed. The MC analysis confirms that using resistors and capacitors with 

0.1% and 10% tolerance respectively, the central frequency and the gain of 

the filter remains in the desired specifications for the considered signals. 

Figure 39 shows the MC analysis of the FTIR filter. 

 

 

Figure 39 Montecarlo analysis of the NDIR filter. 

 

5.1.3.3 CO-BF Electrochemical sensor.  

 

The selected sensor of 𝐶𝑂 is an electrochemical sensor from 

Alphasense sensors. The Alphasense COB-F4 is an electrochemical sensor of 4 

pins. 1 working electrode, 1 counter, and 2 reference pins. However, for this 

purpose, we use only 1 electrode of reference. The electrochemical sensor has 

a resolution of 500 nA/2 ppm of CO. Also, the sensor is capable to measure up 
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to 2000ppm of concentration. The electrochemical sensors require a 

potentiostat circuit to stabilize the potential between the counter and 

reference electrodes. The potentiostat is a control circuit that controls the 

potential, using the detection of the current of the counter electrode. 

The potentiostat used for the EC-CO sensor was implemented using a 

Texas Instrument the LMP91000 Programmable Analog Front-End (AFE) 

potentiostat for Low-Power Chemical Sensing Applications [179] The Texas 

Instruments AFE can be used in electrochemical cells from 0.5 nA/ppm to 9500 

nA/ppm ranges. The AFE uses a trans-impedance amplifier (TIA) configuration 

to convert the current generated by the EC-CO sensor into a voltage. This AFE 

can work in voltages from 2.1 to 5.25V. The gain of the TIA, and the variable 

bias is programmable using an I2C communication protocol. The TIA gain can 

be programmed from 2.75kΩ to 350kΩ. The I2C interface is controlled by the 

Arduino platform. The recommended parameters from alphasense were used 

in the EC-CO- BF4 sensor. Alphasense recommends 22K of TIA gain resistance 

and a max. bias voltage of 300mV. The complete connection scheme is shown 

in Figure 40.  

 

 

Figure 40 EC-CO circuit acquisition using the AFE LMP91000. 

 

5.1.3.4 Photo Ionization Detector 

 

A photoionization detector (PID) is an ion detector that uses ultraviolet 

(UV) light to excite the molecules, resulting in the temporary loss of electrons 

from the molecules and the formation of positively charged ions. The gas 

acquires the electric charge and produces an electric current. 
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The selected PID sensor is the Alphasense PID-A1 sensor. PID sensor 

includes a 10.6eV lamp. The sensor has a resolution <50 ppm with a 200ppm 

range and is sensitive to all VOCs ionizable at 10.6eV. The sensor can work 

with a voltage between 3 and 3.6 volts. The power consumption of the sensor 

is 85mW. The output of the sensor goes from a minimum of 50mV to the 

maximum voltage supply. For that reason, a barrier/segregation resistor was 

added at the output of the sensor and directly connected to the Arduino 

platform. According to the manufacturer [180] the input must include a fuse 

of 120mA to limit the input current.  Figure 41 shows the schematic for the 

signal conditioning of the photo-ionization sensor. 

 

 

Figure 41 PID sensor signal electronic circuit 

 

5.1.3.5 Temperature and Humidity sensor 

 

Prototype 1 also includes a temperature and humidity sensor. The 

selected sensor is from Sensirion, number SH75. Sensor SH75 uses a I2C 

protocol to acquired the sensor readings. The communication of the sensor 

was made using the Arduino platform.  The sensor requires a voltage supply 

of 3.3 V. Figure 42 Shows the connections of the sensor to the Arduino due 

platform. 

 



126 2019 A. Solorzano 

 

Figure 42 Sensirion SH75 Humidity and Temperature Sensor connections. Sensirion 
sensor is connected directly to the Arduino DUE platform. Picture from  

www.sensirion.com. 

 

  Prototype 2: SAFESENS Prototype 

The SAFESENS project integrated sensor technologies in combination 

with intelligence sensor fusion algorithms which should address the 

disadvantages of state-of-the-art detection systems. Current fire detection 

systems could produce false alarms in the presence of dust and oils. Also 

current detectors are not able to produce a fire alarm in the first stage of a 

fire (before smoke). In summary, the SAFESENS fire detector should provide 

detection of fire before the visible smoke appears and should distinguish 

between the start of the fire and a nuisance situation. 

The developed SAFESENS fire detector should enable early and 

accurate fire detection by measuring multiple gases (VOCs, 𝐶𝑂, 𝐶𝑂2, and 

others). The target gases are mentioned in the introduction of this chapter. 

BOSCH, IMEC, AMS sensors and NEO technologies contributed to the 

development of gas sensors that were included in the SAFESENS prototype. 

The SAFESENS prototype will be named prototype 2 from now. The sensors 

included in this prototype are described in the following sections.  

 

 

http://www.sensirion.com/
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5.2.1 Sensor Selection 

 

During the SAFESENS project, different gas sensors for the detection 

of the target gases were developed. The developed sensor technologies are a 

metal oxide, FET-based structures, optical and impedance-based on polymer 

layers and electrochemical. Specifically, the sensors and their developer are: 

 Metal Oxide Sensors were designed for the low-temperature 

detection (low power consumption) of target gases: 𝐻2, 𝐶𝐻4 

and 𝑁𝐻3. MOX sensors were developed by AMS company.  

 BOSCH company developed a Nobel metal layer for FET gas 

sensors. The FET sensor was developed for the detection of 

𝐻2 

 IMEC developed low cost and robust electrochemical cells for 

the detection of 𝐶𝐻4. Electrochemical cells using an ionic 

liquid as electrolyte. 

 Additionally, two standalone sensors were placed. A 𝐶𝑂2 

sensor developed by Gas Sensing and a laser detector of 𝐶𝑂 

from NEO monitors. 

 

5.2.2 System Description 

 

 

Figure 43 Block diagram of the prototype 2 system. 
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Prototype 2 integrates then, 4 MOX sensors from AMS, 1 

𝐶𝐻4  Electrochemical cell from IMEC, 1 𝐻2  FET sensor from BOSCH,  

𝐶𝑂2 COZIR and 1 𝐶𝑂  optical monitor from NEO. MOX sensors, IMEC cell, and 

BOSCH FET sensor are integrated into one system, called HABA node. 

Figure 43 shows a diagram of the system. HABA node, NEO monitor and 

COZIR sensor send their measurements to the SAFESENS server using an 

ethernet connection. 

The prototype 2 node was designed to fit into a standard MINIMAX fire 

detector housing (Figure 44). The prototype consists of two separated PCBs 

which can be stacked together to match the dimensions of the housing. On 

the lower PCB, there is microcontroller and electronics for converting the 12V 

input voltage to 9V used by the MOX sensors. The selected microcontroller is 

the ARM cortex m3. Microcontroller collects and sends trough Ethernet 

connection the measurements of the gas sensors. 𝐻2-FET BOSCH sensor and 

3.3V used by the rest of the sensors. The upper PCB is for hosting the sensors 

(Figure 45).  

 

 

Figure 44 Prototype 2 was implemented in a conventional Minimax Housing. The 
figure shows the final view. 
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Figure 45 View of the electronic boards that integer the prototype 2 

 

The prototype 2  configuration includes four AMS-DE MOX sensors and 

an AMS-NL humidity/temperature sensor, a methane electrochemical cell 

provided by IMEC and also a Bosch 𝐻2-FET sensor (Figure 46). 

 

 

 

Figure 46 View of the sensors integrated into the Prototype 2 
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Additionally, to prototype 2 and as a part of the same system, 2 stand-

alone systems were connected and acquired measurements during all the 

measurement campaigns at the standard fire room. The stand-alone systems 

correspond to a 𝐶𝑂2 NDIR sensor from BOSCH and a 𝐶𝑂 detector based on 

diode laser spectroscopy. All the sensor readings from the prototype 2 are 

collected by the microcontroller, that converts them into JSON format and 

sends the JSON encoded data to the SAFESENS server through an Ethernet 

connection. The stand-alone systems are connected via Ethernet to the 

server. The SAFESENS server collects the signals every second (1 Hz). The 

SAFESENS server also includes a GUI for the real-time visualization of the 

sensor signals from the prototype 2 and the stand-alone systems, the interface 

shows the prediction of the fire detection algorithms. 

5.2.3 Sensor Description and Signal Conditioning 

5.2.3.1 Metal Oxide sensors 

 

The prototype 2 (SAFESENS prototype) used three types of the AMS 

MOX sensors used in the prototype 1 (off-the-shelf sensors prototype), the 

sensors were operating at 375°C: MLK, MLN, and MLC.  Also, during the 

SAFESENS project, AMS developed new sensors based on Nickel Oxide (NiO) 

active films. Recent works explore the sensitivity of layers based on NiO in 

fires. Studies show that NiO layers present more sensitivity at fire emissions, 

especially plastic emissions than layers based in 𝑆𝑛𝑂2 [190]. The active films 

of NiO (with an optimized thickness of 20 / 30 nm) were deposited along with 

a shadow mask by reactive magnetron sputtering from a Ni target in a mixture 

of Ar and 𝑂2(Figure 47). The heater current was applied directly from the 

microcontroller. 

 

 

Figure 47 Metal Oxide sensors in the prototype 2 
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5.2.3.2 Methane Electrochemical sensor 

 

A methane electrochemical sensor (EC-CH4) developed by imec [191] 

was also included in the prototype 2. The electrochemical sensor consists of 

platinum electrodes on a silicon substrate. This substrate is over-molded at 

using an Advanced Packaging Modul (APC) from NXP to protect the areas of 

the sensor that should not be in contact with the measured gas and to provide 

solder pads onto which a connector is soldered. After packaging, the ionic 

liquid drops cast onto the electrodes, and finally, a polyester + PTFE laminate 

membrane is glued on top of the sensor to protect the sensor against particles 

[192]. The sensor has dimensions of 4cm x 2cm. The sensitivity of the sensor 

is 2nA/ppm with a 5% range. 

 

Figure 48 Electrochemical Sensor for 𝑪𝑯𝟒 

 

 The methane sensor includes a miniaturized potentiostat (50 x15 mm). 

The potentiostat current output is directly proportional to the concentration 

of the reactive gas in the air surrounding the sensor. The output of the EC-

CH4 imec sensor was stored by the SAFESENS server (Figure 48). 

 

5.2.3.3 Hydrogen Field Effect Transistor 

 

The hydrogen field-effect transistor (𝐻2-FET), included in the prototype 

2 comprises the electronics readout and control of the heater temperature 

(100°C). The sensing element is 2mm x 3mm large silicon chip, comprising two 
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FET structures and a Pt-meander for measuring the chip temperature. The FET 

is operated at a constant gate and source-drain voltage of 4V each. The 

source-drain current changes when 𝐻2is present (Figure 49).  

 

 

 

Figure 49 FET-𝑯𝟐 sensor developed by BOSCH for the prototype 2 

 

5.2.3.4 Description of standalone sensors 

 

Apart from prototype 2, two more instruments were placed during the 

measurement campaigns. The signals collected from those instruments were 

also used in the development of the fire detection algorithms.  

 

CO2 sensor: 

 

A CO2  node sensor used in the measurement campaigns is the smallest 

NDIR CO2  off the shelf sensor from Gas Sensing Sensors, CO2-COZIR sensor 

(Figure 50). At the beginning of 2017, the company GSS introduced its highly 

miniaturized 𝐶𝑂2sensor Cozir LPTM to the market which was chosen as a 

sensor component of the standalone SAFESENS 𝐶𝑂2node.  𝐶𝑂2– COZIR sensor 

was selected since is a low power consumption sensor and provides a 
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calibrated signal in ppm and their measurement is accurate [193]. COZIR 

sensor has a power consumption of only 3.5 mW with a range of detection 

from 0-5000 ppm and a working temperature of 70°C.  

A Raspberry Pi 3B was used for the acquisition of the signals and the 

voltage input signals for the correct performance of the sensor. The LAN 

interface of the Raspberry Pi was used to transmit sensor data to the 

SAFESENS server using JSON messages. Configuration of the sensor node 

before and during measurements was done by WiFi communication.  

 

 

 

Figure 50 GSS Cozir LPTM NDIR 𝑪𝑶𝟐 sensor device 

 

CO sensor: 

 

A commercial sensor from partner NEO Monitors was used during the 

fire room tests. The sensor is based on traditional tuneable diode laser 

spectroscopy (TDLS).  The setup consists of two separate units: a transmitter 

with a laser source and a receiver with a detector. The sensor was mounted in 

the ceiling of the fire room (Figure 51).  The 𝐶𝑂 sensor sent via Modbus 

communication protocol (Ethernet cable). The 𝐶𝑂 concentration is computed 

directly in the sensor so that no post-processing is necessary. The 𝐶𝑂 sensor 

has a resolution of 10 ppb. 
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Figure 51 CO receiver from NEO 

In summary, two fire detection prototypes were developed. Prototype 

1 was built using commercial sensors and prototype 2 includes gas sensors 

developed during the European project SAFESENS. Specifically, prototype 1 

includes: 1 PID, 1 NDIR 𝐶𝑂2 sensor, 1 EC-CO sensor, all from Alphasense and 

4 MOX sensors from AMS. Prototype 2 includes FET- 𝐻2 from BOSCH, an EC-

𝐶𝐻4 from IMEC, and 4 AMS sensors from AMS.  Additionally, prototype 2 

includes 2 stand-alone sensors, an NDIR- 𝐶𝑂2  sensor from gas sensing [x] and 

Laser detector of 𝐶𝑂 from NEO monitors. Both prototypes were used to 

develop fire algorithms. The developed algorithms are detailed in Chapter 6.  
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 Machine Learning Algorithms for 
Fire Detection 

 

In chapter 1 of this thesis, some of the widest prediction algorithms for 

fire using gas sensors have been explored. However, one of the main 

drawbacks is the lack of experiments. There are not many databases that 

include gas sensor arrays measurements acquired over several months. The 

acquisition of datasets over time allows the assessment of prediction power 

algorithms.   

On the other hand, as mentioned in Chapters 1 and 2, to build robust 

algorithms against nuisances the training set has to include nuisance 

measurements. Likewise, previous works were developed using databases 

that do not include nuisances or include a few cases.  

In the presented dissertation we built a dataset that includes 

measurements for 3 different measurement campaigns along 5 months. 

During all the measurement campaigns several nuisance experiments were 

included. The datasets are described in Chapter 4.  

In the presented Chapter 6, we present different methodologies that 

allow the construction of robust prediction algorithms. These algorithms can 

reject a large number of interferences. In addition, the predictive power of the 

algorithms has been tested using a database acquired along several months. 

Early fire detection is one of the most important features in fire alarms. 

However, common technologies are based on the detection of smoke, heat or 

sparkles. In smoldering fires, fire or smoke appear in the latest stages of fire. 

The different methodologies developed in the presented Ph.D. project were 

built to predict fires when the fire emission is starting to emit. 

Two different methodologies were developed to build fire algorithms. The 

first methodology is based on Partial Least Discriminant Analysis PLS-DA and 

the second one is based on Support Vector Machines SVM. The detailed 

description of the methodologies is presented in the following sections. 
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 Methodology 

 

In order to provide a reliable and early fire alarm we trained two sets of 

different fire prediction algorithms, one set used the sensor signals of 

prototype 1 and the other set of algorithms was built using the signals 

acquired with the prototype 2. These prototypes are described in detail in 

Chapter 5. 

 Both prototypes were exposed during two different measurement 

campaigns performed in the Fire Room of Minimax Company [152]. The first 

one was performed in February 2017 and the second one in June 2017. The 

detailed description of the dataset is in chapter 3. There is an additional 

campaign performed in November 2016 in the fire room, however, only 

prototype 1 participated in that campaign. It is important to explore and 

compare different algorithms trained with both prototypes (prototype 1 and 

prototype 2), for that reason algorithms than appear in this chapter use only 

large-scale dataset 2 and large scale dataset 3. 

The overall methodology to train and validates the fire alarm follows 5 

different steps.  

1. Pre-processing: Sensor signals were filtered in order to remove 

noise and in some cases compensate possible environmental 

influences. 

2. Baseline Correction: The baseline of the signals was corrected 

in order to compensate for possible changes related to the 

remaining emissions from previous experiments. 

3.  Labeling: Fire/non-fire labels were set for each experiment. 

4.  Model: Fire prediction algorithms were built and assessed. 

5.  Post-processing: A simple post-processing step was applied in 

order to increase the reliability of the fire alarm.  

Figure 52 shows the overall methodology to build the fire alarm 

algorithm.  
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Figure 52 Overall view of the methodology followed to build the fire predictors. 

6.1.1 Signal Pre-processing and Feature Extraction 

 

Before building the fire detection models the signals were pre-processed to 

compensate the environmental influence and correct for instrumental noise. 

Prototype 1 acquired 10 samples per second. After signal visualization of 

prototype 1, we confirmed the need to filter the 𝐶𝑂 sensor (Electrochemical 

sensor from Alphasense) and the 𝑃𝐼𝐷 sensor signals (Alphasense) due to a 

significant level of noise. To do so, a median filter with a window size of 0.7 

second and 0.5 seconds respectively was employed. 

Optical NDIR-𝐶𝑂2sensor (Alphasense) provides a reference signal that 

may help to compensate variations in the active signal due to changes in 

environmental conditions, (Temperature, Humidity…) lamp aging or dust 

accumulation. NDIR active signal was corrected as in Equation (3). The 

starting time of the day of measurements corresponds to  𝑡0 and the actual 

measurement time to 𝑡. 

 

Equation 4 

𝑁𝐷𝐼𝑅(𝑡) =
(𝐴𝑐𝑡𝑖𝑣𝑒(𝑡) − 𝐴𝑐𝑡𝑖𝑣𝑒(𝑡0))

𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒(𝑡)
 

 

In the case of the prototype 2 only the sensor signals of 𝐶𝐻4 (IMEC), 

𝐻2(Bosch) sensors were filtered. Equally, a median filter of 3 seconds and 5 

seconds were used respectively.  Figure 53 shows in the left the raw signals 

(without preprocessing) of the 𝐶𝐻4, 𝑃𝐼𝐷 and 𝐻2 sensors of one repetition of 

cable fire. In the right Figure 53, illustrate the signals after the application of a 

median filter. 
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Figure 53 Raw signals (left) and filtered signals (right) of the 𝑪𝑯𝟒, 𝑯𝟐 and 𝑷𝑰𝑫 
sensors. The figure shows the sensor responses of one repetition of Cable fire. 

 

After the preprocessing step a feature extraction step was also 

performed. All the captured voltage and resistance values from the MOX 

sensors of both prototypes were transformed into sensor conductance (S). 

Finally, for each signal of the prototype 1, the signals were cut into 1-second 

segments. The selected feature was the mean of the 10 data points included 

in each segment.  

 

6.1.2 Baseline Correction 

 

The fire room was ventilated after each fire or nuisance experiment. However, 

in some cases, volatiles from previous experiments remain in the fire room. 

Due to air contamination, the sensors changed the baseline during a day of 

experiments performed at the fire room. Also, environmental conditions such 

as temperature, could change the baseline of the sensors. In consequence, the 

discrimination power of the algorithms decreases. In this way a baseline 

correction step is a mandatory process prior to building the fire alarm 

algorithms. We captured the initial value of the sensors and we computed the 

rest of the baseline value and the actual value during an experiment. 
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6.1.3 Labelling 

 

The experiment labels were set for every measurement (that 

corresponds to 1 second in the original raw signal) . It sets the label to zero 

“0” when there is a non-fire situation and turns to one “1” when the non-fire 

situation changes to a fire situation. The labels were set from visual inspection, 

the labels are “0” in nuisances experiments and during the first stage of fire 

experiments.  Hence, the label only turned “1” when at least one of the 

sensors start to react due to the release of volatiles during the heating/ignition 

of the material. Error! Reference source not found. Error! Reference source 

not found. illustrates, in the left, the sensor responses of one repetition of TF3 

fire experiment (cotton fire) and its label. The label during the TF3 experiment 

started in “0” for non-fire situations and turns to “1” once that at least one of 

the sensors starts to respond. On the right side of the Figure 54 Error! 

Reference source not found.sensor responses and the label of one repetition 

of window cleaning experiments are showed. During all the window cleaning 

experiment the label continues in “0” because is a non-fire situation (nuisance 

experiment). 

 

 

Figure 54 Labels of one repetition of TF3 Fire (left) and one repetition of Window 
Cleaning experiment (right). 
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6.1.4 Labelling 

 

Prediction models may produce false alarms due to the sensitivity of the 

sensors to other non-fire volatiles (cross sensitivities).  If the combined 

response of the sensors is too high, then the classifier could misclassify a 

nuisance experiment (set the fire alarm to 1).  

In order to prevent a high number of false alarms we implemented 

three different post-processing time windows; 15, 30, 60 seconds. The 

classification model needs to output “fire alarm” for at least t seconds, where 

t is the length of the post-processing window. With this constraint, incidental 

and brief fire alarm predictions are not considered as such. 

Figure 55 shows the prediction accuracy of the Boiling water and 

Electrical fire to conditional classifiers for the four tested durations of the 

windows, 1s, 15s, 30s, and 60s. The prediction without post-processing 

window is called “Actual”. In boiling water experiment, the classification 

model set the alarm for 16 consecutive seconds. Hence, after post-processing 

step, the experiment is classified as fire for shorter time windows. However, 

for larger time windows (30s and 60s) the experiments are classified correctly 

as nuisance. Intuitively, the longer one waits to trigger the alarm, the less 

number of false-positives one obtains.  

However, for some types of fires, at the end of the experiments, the 

concentration of the gases decreases or the released volatiles at this stage are 

different from the volatiles released at the first stage of the combustion. For 

that reason, some sensors start to recover during a fire event, this causes fire 

alarms change from 1 to 0 at the end of the experiment. In the case of the 

Electrical fire experiment shown in Figure 55, the classification model sets the 

output for 58 seconds. As a result, for time windows under 1 minute the 

experiment is classifier correctly but in time windows of more than 1 minute 

the experiment is classified as not fire, a false negative. In this example, the 

fire was too short to be identified as fire after post-processing step using a 

time window of 60s. Intuitively, the shorter the window is, the less number of 

false-negatives one obtains. 

The optimal time window duration is one that presented the maximal 

True positives Rates (Fire experiments correctly predicted), at the expense of 

some false alarms, since the fire alarm should always trigger in case of fire. 

The  time window length is selected in internal validation. 
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Figure 55 Performance of the post-processing time windows. The time windows are 
of 1s, 15s, the 30s, and 1 min  

 

6.1.5 Prediction Model 

 

In chapter 1, we described the performance of different algorithms for 

fire detection. In past works Neural Networks, Fuzzy Rules and the 

combination of PCA and kNN were applied to predict fire situations using gas 

sensor readings. However, these algorithms present some limitations for the 

early prediction of fires. 

Use fuzzy logic can be a good option for several processes [194], 

however, their application in a process that required short response times is 

not recommended. Usually fuzzy logic requires an extensive number of rules 

to be accurate and this results in a retarded prediction [195]. In 

consequence, fuzzy rules may not provide a fast prediction of fire. On the 

other hand, Neural networks require a large number of data to provide a 

good prediction [196], increasing experimental costs. As mentioned in 

chapter 3 and 4, one of the main constraints for the developed fire 

algorithms is the small number of experiments. In consequence, neural 

networks are not a good solution for real-time fire detection. In previous 

works, PCA + kNN algorithms could provide a good classification between 

some fire scenarios. However, when the fire scenarios are too similar, the 

classification of the algorithm decreases [197].  
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In this dissertation, we explored the performance of two different 

supervised algorithms. Specifically, the models were based on Partial Least 

Squares Discriminant Analysis (PLS-DA) and Support Vector Machines (SVM). 

PLS-DA can provide a good prediction of fire since it is an algorithm 

recommended to be used when the number of samples is low. PLS-DA 

provides a good and easy understanding of the behaviour of the different 

gas sensors for fire detection. PLS-DA is a good option for linear 

discrimination problems [197]. On the other hand, SVM provides a non-

linear classification, also, the transformation to a high dimensional space 

allows a fast and accurate classification of new samples [198]. 

Two sets of models were built using large scale dataset 2 (described in 

Chapter 3 Section 4.2) as a training set.  The first set of models were built 

using the signals acquired with the prototype 1 (off-the-shelf-sensors) and 

the second set of models were built using the experiments acquired with the 

prototype 2 (SAFESENS project). 

The dataset used as a training set, large scale dataset 2 (acquired in 

February), includes 28 experiments (19 fires and 9 nuisances). The hyper-

parameters of the prediction models (number of Latent Variables -LV- for 

PLS_DA and Cost and Gamma for SVM) were selected by means of internal 

cross-validation.  

To perform internal validation, the training set was divided into 2 sets; 

Training and Test. 80% of the data was used to train the models and 20% to 

assess their performance to optimize the model. Specifically, we use 15 fires 

and 7 nuisance experiments for training and for test, 4 fire, and 2 nuisance 

experiments. Once the experiments were split, we built a model using the 

training data and assessed the model with the test data. Applying a random 

subsampling methodology, the procedure was repeated 28 times, such all 

the experiments were once in validation set. The metaparameters of the 

models (LV, gamma and costs) were selected as a function of the maximum 

accuracy of the classification rates sweeping the space. In order to improve 

the performance of the model, after the selection of the metaparameters 

different post-processing time windows were applied. The selected window 

corresponds to the one that predicts a high number of fires with a less 

number of false positives. 
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For External Validation we used the large scale dataset 3 (June) that 

was acquired 6 months later than the large scale dataset 2 (February) used 

to train the models. Using datasets acquired with 6 months of distance, it is 

possible to assess the prediction power of the models through time. Figure 

56 shows the complete methodology to build and evaluate the models. 

 

 

 

Figure 56 Overall construction and validation prediction model  

 

 Results 

6.2.1 Data Exploration 

 

To gain some insights on the variance distribution of the dataset and 

visualize the separability of fire and nuisance scenarios, we plotted all the 

experiments and repetitions in a reduced subspace using Principal Component 

Analysis (PCA). Figure 57 shows how all the scenarios are entangled. From 

Figure 57, one can confirm the complexity of the dataset. Fire and nuisance 

scenarios start in the same area (background-position) of the feature space, 

each scenario (nuisance or fire experiment) follows different trajectories 

reaching an area of the feature space depending on the gases and volatiles 

released during the fire or nuisance event. However, some experiments of 

nuisance and fires are close to each other in feature space. In addition, there 
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are experiments of fires (or nuisances) of the same type (repetitions) that 

presented different trajectories. However, the dynamics of fire is different 

from nuisance experiments. Usually nuisance volatiles are evaporated faster 

than fire emissions during a fire experiment. In consequence, we expected 

that the difference between nuisance and fire scenarios would be higher than 

the differences between repetitions.  

For example, PVC and TF2 fires in both prototype2  presented similar 

excursions but reach different regions of the sensor space. On the other hand, 

Error! Reference source not found. shows that fire and not fire samples 

appear entangled. However, scenario trajectories start from the same initial 

point and some of the fires travel to areas far away from the experiments’ 

origin. This particular behavior is a good indicator of the possibility to 

discriminate fire situation from no fire situations.   

 

Figure 57  PCA Scores of the large scale dataset 2 acquired with prototype 1 (left) 
and prototype 2 (right). In the top, the scores are colored by experiment type and in 

the bottom with the labels of fire and nuisances. 

 

6.2.2 Fire Detector Algorithm Based On PLS-DA 

 

Partial Least Squares Discriminant Analysis (PLS-DA) is a statistical 

classifier that finds a linear regression by the projection of the labels and the 

variables in a new space. PLS-DA is used when the labels are binary and when 

there is multicollinearity between the values of X. 
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One of the main advantages of PLS-DA is that the relevant sources of 

data variability are modelled by the so-called Latent Variables (LVs), which are 

linear combinations of the original variables, and, consequently, it allows 

graphical visualization and easy understanding of the different data patterns 

and relations by LV scores and loadings. Loadings are the coefficients of 

variables in the linear combinations which determine the LVs and therefore 

they can be interpreted as the influence of each variable on each LV. 

Two classifiers to discriminate fire from non-fire scenarios were built 

using PLS-DA. The PLS-DA model 1 was trained with the acquired data from 

prototype 1 which included: 8 MOX (AMS) sensors, 𝐶𝑂2-NDIR (Alphasense) 

sensor, EC-CO (Alphasense) sensor, and 𝑃𝐼𝐷  (Alphasense) sensor. The PLS-DA 

model 2 used data acquired with the prototype 2 that includes: PIGI, MLC, 

MLN and MLK MOX sensors, 𝐻2 FET sensor (Bosch), EC-𝐶𝐻4 sensor, 𝐶𝑂 (neo) 

and 𝐶𝑂2 NDIR sensor (Bosch). 

After internal validation, the optimized resulting models are of 4 LV’s 

with a post-processing time window of the 60s for the PLS-DA model 1 and 6 

LV’s and time window of 30s for the PLS-DA model 2. After assessing the 

models using external validation, the models are able to discriminate most of 

the fires and reject nuisances. However, some of the nuisance experiments 

were predicted as fires at advanced stages of the experiment in both 

prototypes.  

Figure 58 shows the PLS-DA scores of the resulting prediction models. 

All the experiments (both, fires and nuisances) start almost at the same point 

(origin or background) and travel from there to other regions of the feature 

space according to the evolution of the fire or the nuisance experiment.  In 

PLS-DA model 1, most of the fires induce a big excursion in the space, and 

they  travel far from the nuisance scenarios. However, there are fire 

experiments in which their trajectory is too close to the nuisance scenarios. 

This results in misclassification of the samples.  In PLS-DA model 2, nuisances 

seem to have a shorter trajectory in the PLS-DA space than fires. However, the 

prediction of fire is much slower than the predictions of PLS-DA model 1.  
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Figure 58  PLS-DA scores of the model trained with data acquired with prototype 1 
(top) and with the dataset measured with prototype 2 (bottom). The training scores 

are colored by the actual labels and the scores of the test set are colored by the 
predicted labels. 
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6.2.2.1 Sensor importance in the PLS-DA algorithm  

 

Variable Importance in the PLS projection (VIP) is the accumulated 

importance of each feature in each component. VIP accounts for the 

contribution of each feature according to the variance explained in each latent 

variable [198]. 

A Variable Importance of Projection (VIP) algorithm was applied in 

order to explore the contribution of each sensor to discriminate fires from 

nuisances. Figure 59 shows that in PLS-DA model 1 the importance of the 

projection is spread among all the sensors, meaning that each sensor has a 

discriminant power and a contribution to the algorithm.  However, there is a 

smooth hierarchy between the sensors. In the top of the  PLS-DA model 1 VIP,  

𝐶𝑂 and 𝐶𝑂2 sensors are the most important for the classification followed by 

the MOX sensors and the 𝑃𝐼𝐷 . We expected that specific sensors would be 

the most important for discrimination since this type of sensors are targeted 

to combustion gases. Fire experiments need air (constant ventilation) to be 

performed and in consequence, produce huge quantities of 𝐶𝑂 and 𝐶𝑂2. In 

the case of MOX sensors, this type of sensors are faster than other sensors in 

the sensor array and also are sensitive to several volatiles released during the 

fire and non-fire events. 

 On PLS-DA model 2 VIP, the principal contributors for the 

classification are also the specific sensors,  𝐶𝑂, 𝐶𝐻4 and 𝐶𝑂2 sensor. Even if 

the 𝐻2 sensor is a specific sensor, only TF3 and TF2 produce a huge quantity 

of 𝐻2. In this projection, the 𝐶𝑂2 sensor has less importance than 𝐶𝑂2 sensor 

of prototype 1, this is because 𝐶𝑂2 COZIR sensor are much slower than 𝐶𝑂2 

alphasense sensor (3s vs 40s) resulting in some experiments in a lack of 

response. Also, the accuracy of the sensors is different, Prototype 2 𝐶𝑂2 COZIR 

has an measurement error of 3% of the readings against 0.5% of error of the 

NDIR-𝐶𝑂2. Here we can also observe that the PIGI sensor is one of the most 

important MOX sensors. After visual inspection this sensor is fast and with a 

clean signal, resulting in a very informative signal. The models from both 

prototypes show that the 𝐶𝑂 sensor and MOX sensors played an important 

role for fire and nuisance classification. 
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Figure 59 Variable Importance of Projection of the model trained with data acquired 

with prototype 1 (top) and model built with the prototype 2 datasets (bottom).  

 

The biplot of the PLS-DA spaces is shown in Figure 60. Several 

conclusions can be drawn from the biplot visualization. In both, prototype 1 

and prototype 2, the initial part of electrical fires seems to be characterized by 

large emissions of VOCs and few combustion emissions like 𝐶𝑂 or 𝐶𝐻4. As 

mentioned in Chapter 1, acrolein and formaldehyde are two of the main VOCs 

emitted during a plastic fire. This is a major challenge to current hybrid alarms 

based on the combination of smoke detectors and 𝐶𝑂 sensors. Nevertheless, 
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this opens the opportunity to use MOX sensors for those sensors that produce 

VOCs or other combustion gases at early stage of fire. 

In prototype 1, (Figure 60 top) one can conclude that 𝐶𝑂2 and 𝐶𝑂 have 

almost the same direction and contribute to the separation of fires with a 

large time of execution like TF2 and TF3. TF2 and TF3 produced huge amounts 

of 𝐶𝑂 an 𝐶𝑂2. In electrical fires, MOX sensors respond before 𝐶𝑂 or 𝐶𝑂2 

sensors. MLC and MLN seem to be the principal contributors to the separation 

of this type of fire from the nuisances. On the other hand, MLX and MLK MOX 

sensors establish the direction of the nuisance scenarios. 

 Similarly, to prototype 1, in the biplot of the prototype 2 specific 

sensors are in the direction of fire experiments. 𝐶𝑂 , 𝐶𝐻4, PIGI and MLC MOX 

sensor mark the direction of the fire experiments and seems to have a very 

different direction from the rest of the sensors, resulting, in the separation of 

fires from nuisances. This is expected since carbon monoxide and methane are 

combustion gases and do not appear in nuisance experiments. MLK MOX, 𝐻2 

and 𝐶𝑂2 sensors point to the direction of the nuisance experiments, meaning 

that those gases appear mainly in non-fire situations. PIGI sensor is orthogonal 

to 𝐶𝑂2 and MLC sensors. 𝐶𝑂 and 𝐶𝑂2 sensors have opposite directions. This 

means that in fires experiments the production of 𝐶𝑂 is anticorrelated with 

the production of 𝐶𝑂2. Usually, in fires, 𝐶𝑂 appears at the beginning of the 

experiment and, when the fire scenario is ventilated, the concentration of 

oxygen increases allowing for the transformation of 𝐶𝑂 into 𝐶𝑂2. Moreover, 

𝐶𝑂2 sensor is crucial to discriminate nuisance experiments. Specifically, those 

performed with a person inside of the room, window cleaning, and air 

freshener. 
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Figure 60  Biplot of the PLS-DA models. In top the PLS-DA scores of the prototype 1 

and in bottom scores of the measurements acquired with prototype 2 
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6.2.2.2 Reliable and Early prediction of fire 

 

To prevent false alarms and build robust prediction models a post-

processing step based on time windows of 1s, 15s, the 30s and 60s was 

implemented. The size of the post-processing windows is selected during 

internal validation. Figure 61 shows the True Positives Rate (top) and the 

False Positives Rate (bottom) during internal validation, of both models 

when different time windows were applied. In this way, we can conclude 

that the longer one waits to trigger the alarm, the smaller number of false-

positive one obtains. Nevertheless, large time windows increment the 

number of False Negatives. Due to the importance of triggering a fire alarm 

always that a fire has been produced, we chose time windows that provide a 

100% of TPR and the least amount of false positives. Specifically, for PLS-DA 

model 1  the optimal time window is of 60s and 30s for PLS-DA model 2. 
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Figure 61  True Positive Rate (Top) and True Negative Rate (False) of the prediction 
models based on PLS-DA in function of the pre- processing time window during 

Internal Validation. 

 

 PLS-DA model 1  triggers the fire alarm for one repetition of Gasoline 

(for 28 seconds) and one repetition of Ethanol (for 17 seconds). Using the time 

window selected in the internal validation of 60s the repetitions of ethanol 

and gasoline were rejected (classified as non-fire scenarios).  However, for 

some fire experiments PLS-DA model 1 provides a fire alarm for a few seconds 

and then the alarms return to non-fire stage. This is the case of TF6 (after 28s) 

and one repetition of Electrical Fire (after 17s). Using the post-processing time 

window, PLS-DA model 1 the true negatives rate goes from 82 to 100%. 

However, the true positives rate decreases from 100% to 86%. 
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PLS-DA model 2 gives a fire alarm for one repetition of Ethanol, for 50 

seconds and for one repetition of Boling water for 8 seconds. In consequence, 

Ethanol is classified as fire for the selected time window of 30s. The rest of the 

nuisances were rejected. However, using a time window of 30s one repetition 

of TF3 (10s) and TF6 fire (18s) are classified as non-fire. As a result, with time 

windows of 30s the True Positive Rate is 80% and the True Negative Rate is 

93%. 

Time windows help to provide a reliable fire alarm. However, the use of 

time windows could increase the time response of the alarm.  Figure 62 

summarizes the fire alarm times of the prototype, Prototype 2 and the 

Minimax commercial smoke detector placed in the fire room during the 

experiments. The commercial detector of minimax provides three fire alarms, 

each with a different sensitivity. A medium level of sensitivity of the smoke 

detector was selected to be compared with our system. Also, the commercial 

smoke detector of minimax did not present any false alarm. However, the TF6 

fire did not trigger the fire alarm. 

 

 

Figure 62 Experiment Response times of the fire alarms based on PLS-DA and 
commercial fire detector.  
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From Figure 62 we can conclude that PLS-DA models are faster than the 

commercial fire detector. Nevertheless, the time responses of PLS-DA models 

have more variability than time responses of the commercial detector. PLS-DA 

models time response variance is small in standard fires. In electrical fire, TF3, 

PVC, and TF3, prototype 1 is faster than prototype 2. However, in Cables fire 

and TF6 experiment prototype 1 responds after prototype 2. Since commercial 

fire detectors are based on smoke and particle detection, present less false 

alarms than fire detectors based on gas sensors using PLS-DA  algorithms.  

however, the PLS-DA algorithm provides faster fire detection than 

conventional fire detectors. Also, fire detectors based on gas sensors and PLS-

DA algorithms are capable to detect all the fires instead of on commercial 

detectors which are unable to predict those fires that not produce smoke or 

particles. 

6.2.3 Fire Detector Algorithm Based On SVM 

 

Support Vector Machine (SVM) is a supervised classifier. The SVM 

projects input data in a higher-dimensional space and provides the maximum 

separation between classes using a hyperplane which is defined with a subset 

of training samples (“support vectors”). SVM is a non-probabilistic binary 

linear classifier but can be extended using the so-called kernel trick to also 

perform nonlinear classifications[199]. The selected kernel for this fire 

predictor is a radial basis, a nonlinear SVM. 

The hyperparameters of the SVM are optimized during internal 

validation. We explore a grid of combinations of gamma and Cost. Gama 

values go from 0.01 to 0.1 and we tested Cost values from 1000 to 10000. 

After internal validation the resulted optimized SVM model 1 has a cost of 100 

and a gamma of 0.5 and a time window of 30s. In the case of  SVM model 2  

the optimized model is a cost of 7000 and gamma of 0.02 and the time window 

is of 30s. Large scale dataset 3 is used as external validation to assess the 

performance of the model to predict fires and reject nuisances. 
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6.2.3.1 Reliable and Early prediction of fire 

 

 

Figure 63 True Positive Rate (Top) and True Negative Rate (False) of the prediction 
models based on SVM in the function of the pre-processing time window. 

 

The optimized post-processing time window for the SVM Model was 

selected during internal validation. Figure 63 summarized the percentage of 

false positives rates and true positives rates for both prototypes during 

internal validation.  

For SVM model 1, The size of time windows does not influence the 

number of fires correctly classified. For large time windows, the number of 

nuisance situations correctly predicted increases. The selection of a large time 
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window increases the time response. For SVM-model 1 the optimal time 

window is of 30 seconds with 73% of true positives and 94% of True Negatives. 

The optimal time window for SVM model 1 is 1 second. Even when 

larger time windows increase the number of false-positive rejected, the 

number of fires correctly predicted decreases in time windows higher than 1 

second. In fire detection it is preferable to have a high number of fire correctly 

predicted in order to protect the building occupants. 

 Using the post-processing time windows of 30 seconds for SVM 

model 1, two nuisances were misclassified. Specifically, the model set the fire 

alarm in one repetition of ethanol for 18 seconds and one repetition of 

turpentine for 140 seconds. Using a time window of 30 seconds ethanol 

experiment can be rejected. However, for a time window of 30s one repetition 

of turpentine experiment is classified as fire. On the other hand, the fire alarm 

did not detect one repetition of electrical fire and one repetition of TF2. Also, 

SVM model 1 triggers the alarm for a few seconds for some fire experiments. 

This is the case of one repetition of TF2 in 26 seconds and one repetition of 

TF3 in 8 seconds. In consequence, for a time windows 30 seconds the True 

Positive Rate of the alarm decreases from 86% to 73%.   

For the model trained with data from the prototype 2, SVM model 2, 

triggers the fire alarm for two repetitions of Ethanol in 51 and 53 seconds and 

two of Air freshener during 17 and 26 seconds. Using a time window of 1 

second, SVM model 2 misclassify these two nuisances’ experiments. Also, one 

repetition of TF6 as non-fire during all the experiment. In consequence, the 

maximum True Positives Rate is 88% and the True Negative Rate is 76 %.  
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Figure 64 Experiment Response times of the fire alarms based on SVM and 
commercial fire detector. 

 The time responses of the experiments are shown in Figure 64. Equally 

with models based on PLS-DA, models based on SVM are faster than the 

commercial detector but with a higher variance of the time responses. 

However, in this case prototype 2 is much faster than prototype 1. However, 

TF6 is only detected with the SVM model trained with signals from prototype 

1. SVM model 1 predicts only 76% of the fires, using a time window of 30 

seconds. Even when the number of True negatives correctly predicted is high, 

the number of fires not predicted can risk building occupants' life. On the 

other hand, SVM model 2 is faster but with a high number of false positives. 

However, SVM model 2 performance is preferable over the SVM model 1 

performance. 

 

 Comparison 

 

Prediction models based on SVM and PLS-DA were built to classify 

different fire scenarios and discriminate non-fire scenarios (nuisance 

experiments) that may produce deceptive alarms. To increase the reliability of 

the prediction, post-processing time windows were implemented.  

After internal cross-validation for PLS-DA model 1 the optimized time 

window is 60s and for PLS-DA model 2 we selected a time window of 30s. In 

the case of models based on SVM, SVM model 1 and SVM model 2, the 

selected time windows are 30s for both. 
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Figure 64 shows the performance of the four different models and 

commercial detector in a ROC space.  Based on the figure fire detectors based 

on PLS-DA are the best option, for the detection of these types of fires and the 

rejection of those particular nuisances. Moreover, the algorithm provides a 

simpler interpretation of the results. 

 

 

Figure 65 Models and commercial detector performance in function of the true 
positives and false positives (ROC space). 

 

 Conclusions 

 

The results obtained from the fire detectors algorithms might be 

considered satisfactory, showing better performance than the state-of-the-art 

and with a large margin for improvements.  

Fire detection in the first early stage of a fire is possible even without 

smoke released by a smoldering material. For this purpose, a heterogeneous 

gas sensor array was developed and tested in a fire room that matched the 

standards in the field of fire prevention. Two different sensor arrays 

integrated fire detection algorithms based on PLS-DA and SVM.  



 

  

A. Solorzano 2019  159 

Due to the limited available data set to train the models several false 

alarms were produced. However, the implementation of post-processing time 

windows dealt with that problem and provided a more reliable fire prediction.  

From the two different algorithms: PLS-DA based-models are more 

robust with no false negatives in prototype 1 and small number of false 

alarms. PLS-DA model achieves 88% and 100% of nuisance rejects in prototype 

1 and prototype 2 respectively. On the other hand, SVM models show a very 

fast fire detection in the performed experiments but with more complex 

interpretation of the results and computational costs during development. 

Also, SVM misclassifies some fires in both prototypes. This could result in an 

unreliable fire alarm. However, the performance of both algorithms is still to 

be explored under a larger dataset to reduce the false alarm rate and to lower 

the fire alarm times. 

The presented fire detectors were evaluated and tested with fire and 

nuisance tests that are derived from real demo cases. The fire risk in these 

cases is a slow starting smoldering fire, for example by overheating cables or 

faulty electronics. In these situations, the early fire stage can remain several 

hours with comparable low fire damage. 
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 Reducing Experimental Costs by 
Using Small Scale Setups 

 

 Classification Models Methodology  

 

Fire detectors used to detect fires in buildings or industries should be 

tested according to the fire standards EN54. As mentioned in Chapter 1 and 

Chapter 3, fire standards establish that all the tests to assess the performance 

of fire detectors should be performed in dedicated rooms- Fire rooms-. The 

availability of fire rooms is limited and expensive. Moreover, a standard fire 

room test can take around 1 hour.   

In chapter 3, we mentioned that robust calibration models include a 

high amount of fire and nuisance experiments. The gas sensor systems trained 

with a limited amount of samples result in less general and less robust 

algorithms. To build useful fire detection algorithms it is needed to perform 

measurement campaigns with a duration of several months and hours. This 

resulting in expensive experiment campaigns.  

In this way, our hypothesis is that those classification models could be 

improved using datasets acquired in a small scale setup. It is well known that 

combining data from different sources can improve the performance of the 

algorithms since the information provided by the new fused dataset is 

improved. Data improvement means less expensive dataset and with more 

relevant information [199].   

 In order to prove this hypothesis, we built three different models.  The 

first model, fire room model, was trained using data from the large-scale 

dataset 1, the second model, small-scale model, used as training set data from 

the small-scale dataset and finally the model three, data fusion model, used 

the combination of the large-scale dataset 1 and the small-scale dataset as a 

training set. All the datasets were acquired using prototype 1. Prototype 1 

includes off the shelf sensors and is described in chapter 5. In all the models, 

the validation set is the large-scale dataset 2. Figure 66 shows the dataset used 

as training and validation in every model.  
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Figure 66 Description of the datasets using to train and to validate the models. 

 

The prediction models are based on Partial Least Squares Discriminant 

Analysis (PLS-DA). Internal validation was used to optimize the complexity of 

the PLS-DA model (number of Latent Variables). The dataset used to train the 

model is split into two sets; Internal Training and Internal Validation. For 

Internal Validation we used the “leave one experiment out” technique,  where  

each complete experiment of fire and nuisance is used as validation once, 

while the rest of the samples are used to train the predictive models with 

different number of LV. An external validation was used to assess the 

performance of the classifier. To test the statistical significance of the results, 

we used a permutation test where the models were trained with permuted 

labels 2000 times. We tested that the accuracy does not belong to the null 

hypothesis, with a 95% confidence. 

 

 Results 

7.2.1 Sensor Signals 

 

Sensor signals were continuously acquired for fire and nuisance 

scenarios, both in the large-scale setup and in the small-scale setup. Visual 

inspection of the sensor signals confirms that gas sensors respond to released 

volatiles during combustion and to volatiles present in many nuisances in both 

scenarios, small and large. However, classification models trained with data 

acquired in small-scale setups are not easily transferred to data acquired in 

large scale setups due to the differences in amplitude and dynamics of the 

sensor signals. Figure 67 shows a wood fire experiment (TF2) in the different 

setups, in the right side the sensor array signals acquired in the small-scale 

setup and in the left the signals acquired in the large-scale setup. 
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Figure 67  Sensor signals of the TF2 wood fire, on the right the experiment was 
performed in the small scale setup and in the right the fire test was performed at the 

standard fire room. 

 

To gain some insights on the variance of the dataset and visualize the 

reparability of fire and nuisance scenarios, we plotted all the experiments of 

the large-scale dataset 2 (validation set) and repetitions in a reduced space 

using Principal Component Analysis (PCA). The Figure 68 shows the PCA of the 

three different datasets: large scale dataset 1, small scale dataset and large 

scale dataset 2. In the top, the PCA is colored according to the type of 

situation, fire or nuisance. On the bottom of the figure, the data is colored 

according to the dataset. From Figure 68 one can confirm the complexity of 

the dataset as data (fire and nuisances) appears entangled.  However, all the 

datasets' executions start at the same background and go to different spaces 

of the PCA projection according to the emitted gases. 

Fire prediction algorithms should be trained with informative datasets 

in order to provide a robust classification algorithm. Fire prediction algorithms 

should provide good discrimination between fire and no fire experiments. 

Moreover, the data fusion algorithms may provide a good prediction for 

different fire scenarios and along different months. 
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Figure 68 PCA scores of the large scale dataset 2 (validation set). On the left the 
scores are colored by type of experiment and on the right the experiments are 

colored by the actual labels of fire and non-fire. 
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7.2.2 Classification Models Performance 

 

Sensor signals were used to train the different classification models 

based on PLS-DA that outputs continuously fire or non-fire situations. In order 

to compare the performance of the different prediction models (Fire Room 

Model, Small Scale Model, and Data Fusion Model) the validation set 

corresponds in all the cases to the large-scale dataset 2 acquired at the 

standard fire room in February of 2017. There are several months between 

the acquisitions of the different data sets. Fire Room models were trained with 

data acquired in the fire room in February of 2017 and the small-scale model 

was trained using data from the small chamber in March of 2016. On the other 

hand, the data fusion model used data from the Fire room in February 2017 

and small-scale data acquired in 2016. In consequence, data fusion algorithms 

not only combined data from different scenarios also includes information on 

different dates. 

 

7.2.2.1 Pre-processing data.  

 

As it is mentioned in Chapter 6, the data from the different prototypes 

was processed. Some of the signals were filtered. Specifically, from prototype 

1; PID and MOX sensor signals and from prototype 2; 𝐻2 sensor and 𝐶𝐻4 

sensor.  Moreover, a baseline correction was implemented.  

 

7.2.2.2 Fire Room Model  

 

The Fire Room model was built using as training set the large-scale 

dataset 1 acquired at the standard fire room in November 2016. The 

methodology used to build the models is described in Chapter 6. Internal 

validation was used to optimize the number of Latent Variables of the model. 

The large-scale dataset 1 was acquired during one week of experiments. The 

dataset contains 19 experiments (11 fire experiments and 8 nuisances 

experiments) and was partitioned for internal validation as follows: i) Training: 

7 fire and 5 nuisances experiments. ii) Test: 4 fires and 3 nuisances 

experiments. The validation experiments were selected randomly (random 

subsampling methodology). Internal validation splits are performed 20 times 
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and each iteration has a different test set. The optimal number of LVs is 

selected according to the maximum classification rate criterion. In internal 

validation, models achieved 75% of experiments classified correctly. 97% of 

the fires were predicted correctly but model misclassified 60% of the nuisance 

experiments. The nuisance experiments correctly classified were vinegar and 

turpentine. The selected order of the model corresponds to 8 Latent Variables. 

After the internal validation, the resulting model is able to correctly 

predict 82% of the fires experiments of the large-scale data set 2. The mistakes 

correspond to one repetition of Electrical Fire and one repetition of PVC fire. 

However, the Fire Room model (trained with large scale dataset 1) 

misclassifies 69% of the nuisance experiments. The final model classified 

correctly only one repetition of Air Freshener and two repetitions of 

Turpentine, Window Cleaning respectively. Table 11 shows the Confusion 

Matrix, classification rate, sensitivity, specificity, AUC and p-value of the 

model. 

Figure 69 shows the PLS-DA scores and the biplot of the model. The 

scores are colored by the labels of Fire and Non-Fire predicted. The biplot 

shows that 𝐶𝑂, 𝐶𝑂2, PID, MLC 337° are the important variables in the 

distribution of the fire. In the opposite side, MOX sensors are the most 

sensitives to nuisance experiments. 

The permutation test confirms the low prediction power of the model. 

After 1000 iterations the p-value obtained is 0.7. The area under the ROC 

curve of this model is 0.6. 
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Table 11 Confusion matrix and figures of merit of the prediction model built with 
large scale dataset 1 (Fire Room Model) 

 
PREDICTED 

ACTUAL Fire Non Fire 

Fire 9 2 

Non Fire 11 5 

 

Classification Rate 52% [32 , 72] 

Sensitivity 82% [48 , 98] 

Specificity 32% [11 , 58] 

AUC 0.6 

p-value 0.7 
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Figure 69 Biplot on the PLS-DA scores of the Fire Room Model 

 

7.2.2.3 Small Scale Model 

 

Small Scale model used exclusively as training set data from the small-

scale setup acquired at the small fire cabinet in March 2016.  

As in the fire room model, internal validation was used to optimize the 

order of the model. During internal validation, the Small-scale dataset was 

split in training and test set. For training 15 experiments of fires and 15 

experiments of nuisances were used. The rest of the experiments were used 

to assess the model (6 nuisances and 5 Fires). Internal validation methodology 

was repeated 35 times until each experiment was part of the test set at least 

once. The order of the model was selected according to the maximal 

Classification Rate. The highest classification rate achieved during internal 

validation is 93% which corresponds to the 100% of fire and 86% of the 

nuisance experiments correctly predicted. Model misclassified 2 experiments 

of ethanol.  The order of the model is 5 Latent Variables. 

The Small Scale Model presented a low positive rate with only 63% of 

the fire scenarios correctly classified (one repetitions of PVC fire, one 
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repetition of TF3, one repetition of Cables Fire and one repetition of Electrical 

Fire).  The performance of the model to discriminate nuisances from fires is 

also low. In this case, 68 % of the nuisances are classified correctly. The model 

confused with fire: Two repetitions of Ethanol, one repetition of Air Freshener, 

one repetition of Gasoline and one repetition of Window Cleaning. The 

Confusion Matrix of the model is shown in Table 12. The area under the ROC 

curve for this model is 0.7 and after the permutation test the p-value is 0.04. 

The biplot of the model [Figure 70] shows that 𝐶𝑂, 𝐶𝑂2, and MLC 337° 

are variables with a high weight of variable importance in the PLS-DA and 

contribute with the direction of the fire experiments evolution. On the other 

hand, MLX MOX sensors are important contributors to the discriminant 

direction of the nuisance experiments. 

 

Table 12 Confusion matrix and figures of merit of the prediction model built with 
small scale dataset (Small Scale Model) 

 
PREDICTED 

ACTUAL Fire Non Fire 

Fire 7 4 

Non Fire 5 11 

 

Classification Rate 70% [49 , 86] 

Sensitivity 63% [32 , 83] 

Specificity 68% [54 , 93] 

AUC 0.7 

p-value 0.04 
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Figure 70 Biplot on the PLS-DA scores of the Fire Room Model 

 

7.2.2.4 Data Fusion Model 

 

Finally, the Data Fusion Model was trained with the combination of 

Small Scale dataset and Large Scale dataset 1. The ability of the model to 

predict fires is of high quality since only one repetition of PVC fire was 

classified as nuisance, resulting in a 90% sensitivity. In terms of true negative 

rates (Specificity) the model achieves 81% [ 

Table 13]. Data Fusion model confused two repetitions of Air Freshener 

and one of Ethanol as fire.  The Area Under the Curve is 0.89 and the 

permutation test shows the statistical significance of the results (p-value < 

0.01). 

The biplot of the model is presented in Figure 71. The PLS-DA scores are 

colored according to the resulting label predicted. Again, 𝐶𝑂 and 𝐶𝑂2sensors 

are the main responsible for the classification of Fires and MLX MOX sensors 

determine the direction of the nuisance scores. 
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Table 13 Confusion matrix and figures of merit of the prediction model built 

with the combination of the (Data Fusion Model) 

  
PREDICTED 

ACTUAL Fire Non Fire 

Fire 11 1 

Non Fire 3 12 

 

Classification Rate 88% [71 , 98] 

Sensitivity 90% [60 , 99] 

Specificity 81% [54 , 96] 

AUC 0.89 

p-value 0.01 
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Figure 71 Biplot on the PLS-DA scores of the Data Fusion Model 

 

7.2.2.5 Comparison 

Figure 72 illustrates the performance of the models and facilitates the 

comparison of the different models using the following figures of merit; 

Classification Rate; Total of experiments correctly classified, Sensitivity (True 

Positive Fires Rate), Specificity (True Positive Nuisances Rate) and Area under 

the ROC Curve. 

Several differences could be inferred from Figure 72. The Fire Room 

Model built only with the large-scale dataset showed a high number of false 

alarms, being an unreliable fire Alarm. However, most of the fires presented 

in the training set are classified correctly. The low robustness of the model to 

reject nuisances is consequence of the few numbers of fire and nuisance 

experiments contained in the large scale dataset 1. 

On the other hand, the model trained with small scale datasets 

improves the ability to reject nuisances from 32% to 88%. However, the 

performance to predict fire decreases from 82% to 60%. The reduced ability 

to predict fires can be attributed to the fact that some of the fires are not 

present in the training set (PVC and Electronics) and that the standard fires 

used in training are an scaled down inspiration of the experiments described 

in the norms.   
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The different figures of merit confirm that the Data Fusion Model that 

is trained with the combination of the small-scale and large-scale datasets 

improves the ability of the model to classify fires from nuisances. This model 

presented only 3 false alarms and only one fire is misclassified. The resulting 

model is also capable to predict fires and reject nuisances acquired almost one 

year after —in the case of small scale datasets— and four months later than 

the measurement campaign in large scale 1 was acquired.  The Data Fusion 

Model is then, a reliable and robust fire alarm.  

 

 

Figure 72 Figures of merit (classification rate, sensitivity, specificity and AUC) of the 
Fire Room, Small Scale and Data Fusion Model. 

 

 Conclusions 

 

The calibration of fire alarms in standard fire rooms is time consuming 

leading to small number of calibration conditions and resulting in prediction 

models with a poor discrimination power.  In this way, datasets acquired at 

small scale setups could help to increase the number of experiments for 

calibration. Datasets acquired at small setups are faster and with reduced 

experimentation costs compared with standard fire rooms. 
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One of the principal disadvantages to using data acquired from small 

scale setups is that the sensor signals from these setups are different from the 

sensor signals acquired at fire rooms. For this reason, the models built with 

small scale setups data are not easily transferable to predict data acquired 

from large scale setups. 

The methodology proposed to compensate experimental costs consists 

of building calibration models trained with the combination of datasets 

acquired at large scale and small scale setups. 

PLS-DA models were built to classify different fire scenarios and 

discriminate non-fire scenarios that may produce false alarms. Models that 

only used large-scale datasets in the calibration set, produced a huge amount 

of false alarms.  

Nevertheless, results confirm that the model trained with the 

combination of the small-scale and large-scale datasets is capable of rejecting 

most of the nuisances achieving  81% of specificity. Also, the model shows 

good ability to detect fires, since only one fire was classified as nuisance. 

Another important improvement of the Data Fusion Models is the capability 

to predict fires and reject nuisances acquired more than 4 months later. 
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 Reduction of Calibration Cost 
Using Batches of the Same Sensor Array 

 

Among the different gas sensing technologies, metal oxide (MOX) sensors 

are a popular choice due to the ease of use, fast response, high sensitivity, 

miniaturization options and low-cost[89], [90]. However, the calibration of 

MOX sensors faces two significant limitations due to the high correlation 

among features, sensor drift, scattering at different concentrations, and lack 

of reproducibility, among others [91], [92].  First, calibration models only keep 

their predictive performance in the same conditions in which they were built. 

Thus, the utility of the model is compromised by the change of environmental 

or sampling conditions and the aging of the sensor. In consequence, 

calibration models require many calibration conditions to incorporate cross-

sensitivities to the model. Second, inherent sensor variability requires specific 

calibration models for each system, even for replicas of gas sensor arrays with 

the same design and sensor types. Hence, the sensor variability and the 

constrained conditions of the calibration models hinder the generalization 

capability of the models. As a result, calibration is a costly and time-consuming 

process for MOX sensor arrays.   

Calibration costs might be reduced with methods that limit the number 

of calibration conditions [93]. Data pre-processing strategies are widely used 

to reject some effects caused by changes in concentration, sampling, or 

environmental conditions. After pre-processing step, the number of 

calibration conditions that may be presented to the calibration models to 

obtain accurate predictions can be reduced [94]. Besides, data pre-processing 

avoids the inclusion of non-relevant variance, resulting in simpler and more 

general models (parsimonious models).  Gutierrez-Osuna et al. explored 

different data pre-processing methodologies for odor discrimination. The 

figure of merit used was the classification rate of a k-NN in a Fisher linear 

discriminant subspace. Their results confirmed the benefit of data 

preprocessing in pattern recognition methodologies for gas sensors [95]. 

Other strategies to make calibration models more robust are based on 

orthogonal projection filters. Artursson et al. proposed Component Correction 

[96], Padilla et al. explored Orthogonal Signal Correction [92], and Zityadinov 

et al. proposed Common Principal Component Analysis [97]. For the above-

mentioned approaches, the resulting calibration models were more robust.  
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Over the years, different methodologies have also been proposed to 

reduce the number of calibration conditions. For example, Shmilovici et al. 

used Support Vector Regression to choose the best calibration points (support 

vectors) for the quantitative prediction of mixtures of three gases with a 12-

MOX sensor array [98]. The performance of active control sampling has also 

been explored, aiming at the optimization of the order to present calibration 

conditions (gas class and concentration) to ensure, on the fly, the most 

relevant condition during the whole calibration sample acquisition [99].  

Moreover, similarly to standardization techniques applied in 

spectroscopy [100]–[102], calibration transfer strategies have been explored 

to extend calibration models to replicas of a sensing instrument in order to 

reduce calibration costs. Briefly, calibration transfer strategies are based on 

building a calibration model with a complete set of calibration samples using 

a master (reference) instrument. Then, a smaller set of samples (transfer 

samples) is acquired with a slave instrument to determine a function that 

maps the responses of the slave and the master systems. This mapping of the 

response spaces is then used to transfer the calibration model between 

replicas.  

The mentioned calibration transfer strategies successfully reduce 

calibration (and recalibration) costs of system replicas. The ratio between the 

number of calibration samples and the number of transfer samples 

determines the savings in the calibration process. This analysis is sometimes 

overlooked in the literature, and different strategies make use of very 

different ratios, ranging from 5% to 60%. Nevertheless, calibration costs of 

MOX sensor arrays are still identified as a major burden towards large-scale 

deployment of such systems [103], [104]. 

Specifically, we propose a calibration methodology for arrays of MOX gas 

sensors that takes advantage of the inherent sensor variability and, therefore, 

the obtained calibration model can be extended directly to other replicas of 

the array without the acquisition of new (transfer) samples. This has been 

achieved by building a general calibration model with different copies of a 

sensor array and searching a set of sensors that favors the simplicity of this 

general calibration model. We tested our methodology in the task of 

discrimination between six gases presented at three concentration levels over 

a background of synthetic air at three humidity levels. Different calibration 

strategies were compared to ascertain whether general models trained with 

several arrays provided similar predictive performances than models trained 

specifically for individual arrays.  
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 Dataset  

 

Five replicas (units) of a 24-sensor array were assembled to generate a 

thorough dataset to test different calibration strategies. Each sensor array 

included three different types of MOX gas sensors, and each array included 

eight units of the three types of sensors. The eight elements of the same type 

within an array operated at different temperatures for a total of 24 sensors 

per array.  

The sensors were provided by ams AG [143] and are the same used in 

prototype 1: MLC ,MLK , MLX and MLN.  

The sensors of the same type, within the same array, operated at eight 

different temperatures, namely, 245, 275, 303, 313, 330, 340, 356 and 381°C. 

The sensor heater was adjusted via a constant power board (Analog Devices; 

Part No.: Eval-AD5380SDZ) to ensure a constant temperature. We will refer to 

each combination of sensor type and operating temperature as a feature. 

Therefore, every sensor array provides patterns of 24 features (i.e., input 

space of 24 dimensions). 

The sensor arrays were placed in a measurement chamber (volume = 

286.9 cm3) and exposed to different gas conditions, while sensor responses 

were acquired at a sampling frequency of 1Hz. A set of mass flow controllers 

(MFC) was used to control the composition of the sample gas, the humidity 

level, and the total flow through the chamber. Specifically, we used three 

MFCs (EL-FLOW Series provided by Bronkhorst) to control the mixture of 

synthetic dry air (range 0-200 sccm), humidified air (0-200 sccm), and the gas 

under test (0-100 sccm). The flows of three MFCs were adjusted to generate 

the desired concentration levels under the defined humidity level, while 

keeping the total flow constant. During the measurements, laboratory 

temperature was also regulated. Moreover, in order to verify the 

experimental conditions (set-points), temperature and humidity were 

continuously measured using an SHT11 sensor (accuracy of ±0.4ºC and 

±3%RH) provided by Sensirion (Switzerland).  

The experimental protocol consisted in exposing the sensor arrays to 

synthetic air at a defined humidity level for 90 minutes. This first (cleaning) 

stage was used to purge the measurement chamber from the previous 
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measurement and recover sensor baselines. Next, a gas sample was 

introduced to the measurement chamber for 30 minutes (measurement 

cycle). The air flow was kept constant at 196 ml/min for all the duration of the 

experiment (cleaning and measurement stages). The humidity level only was 

changed after the experiment was completed.  

For each measurement and sensor, we extracted the sensor 

conductance 28 minutes after the gas was presented (gas response), and 2 

minutes before the sample was introduced (baseline levels). Figure 73 (top) 

shows the signals of MLK sensors operating at four different temperatures 

when exposed to CO. Figure 73 (bottom) presents the corresponding set-

points for 𝐶𝑂 and humidity levels. Black and green points overlapping the set 

points represent the time at which the sensor signals were acquired for the 

construction of our dataset.  

 

 

Figure 73 Sensor responses to CO presentation under different humidity levels. 
Acquired signals for four MLK sensors (top panel), and CO and humidity set-points 
(bottom panel). Sensor conductivity changes according to the presented conditions. 
Blue (baseline) and green (measurement cycle) dots represent sampling points for the 
construction of the dataset. 

Six different gases were presented to the sensor arrays: acetaldehyde, 

methane, ethanol, propane, nitrogen dioxide, and carbon monoxide. Each gas 

was presented at three concentrations and three humidity levels. Table 1 
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details the set-points for the gas concentration and humidity levels for each 

of the presented gases.  

Hence, in total, we considered 48 different gas conditions (six gases at 

eight humidity and gas concentration combinations). In order to consider a 

balanced dataset among all the gas conditions and the blank samples 

(background air), we randomly selected 8 of the background measurements 

(baseline measurements). From now on, for simplicity, we call air to the class 

background air, although it contains three humidity levels. All in all, our 

dataset, includes 56 (gas and air) conditions, which were evaluated once for 

each of the five copies of the sensor array.  

 

 Evaluation of calibration methods 

 

In order to evaluate the performance of different calibration methods, 

and based on the dataset described previously, we built predictive models for 

the discrimination of the six gases regardless of concentration and humidity 

levels.   

 The performance of an individually calibrated sensor array was taken 

as reference. The performance of this individual calibration model was 

evaluated when applied to different replicas of the sensor array, in order to 

estimate the impact of sensor tolerances on the accuracy of the predictive 

model. As an alternative, we proposed to build a general calibration model 

that incorporates a number of replicas of the sensor array. We validated the 

model with test samples from different copies of the sensor array. Due to the 

characteristics of the used dataset, general calibration models were calibrated 

with up to four replicas and validated with the rest, but this can be changed in 

the general case.  

Hence, we explored the prediction ability of calibration models in three 

different scenarios.  

- Scenario 1. An individual calibration model is obtained with data from 

one sensor array, and it is tested with data from the same sensor 

array. This constitutes the reference condition for our analysis.  

- Scenario 2. An individual calibration model is obtained with data from 

one sensor array, and it is tested with data from different sensor 
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arrays. This case aims at evaluating whether a direct transfer of the 

calibration models is feasible or not.  

- Scenario 3. A general calibration model is obtained with multiple 

copies of the sensor array, and it is applied to a different sensor array. 

This model makes use of all the data captured with the units included 

in calibration. This scenario explores whether the model is able to 

extract the common behavior among a group of sensor arrays and, 

thereby it rejects sensor tolerances. Moreover, two other 

methodologies were explored to compare the performance of the 

general model with other training data. We also built a calibration 

model with the averaged response of different calibration units. 

Finally, we built calibration models with data from different sensing 

units, but keeping constant the total number of calibration 

measurements.  

 

All the calibration models were built and evaluated for all the possible 

combinations of training/test data partitioning. 

Classification models were based on a multiclass (all classes vs. all 

classes) Partial Least Squares - Discriminant Analysis (PLS-DA) [35], followed 

by k-Nearest Neighbours (k-NN) in the latent variable (LV) subspace. The 

optimization of the number of latent variables (LV) and neighbors (k) was 

performed considering the ranges LV = [1, 24] and k = [1, 19]. The combination 

of hyperparameters that provided maximum classification rate in internal 

cross-validation was used to build the final model with all the calibration 

samples. Then, the performance of the models was estimated with the 

corresponding test dataset 

The size of training and test sets for each of the considered scenarios is as 

follows:  

- Scenario 1. One measurement of each volatile and one air 

measurement were randomly selected as the test set, whereas the 

rest of the measurements constituted the training set. The model 

parameters were selected after internal cross-validation using Leave 

One Out (LOO). The process was repeated eight times until all the 

measurements were used for model testing (external validation). This 

methodology allowed to evaluate the performance of the calibration 

models when the models were built and tested with data from the 

same replica. The same process was applied to the five sensor array 
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replicas. Therefore, classification accuracy was evaluated with a total 

of 280 measurements (40 measurements per class).  

- Scenario 2. All measurements from one sensor array (56) were 

included in the training set, and the measurements from the rest of 

sensor arrays constituted the test set. This procedure was repeated 

such that all sensor arrays were used once for model training or 

calibration.  

- Scenarios 3. All the measurements from four sensor array replicas 

(224) were used to train the models, and the measurements acquired 

with the remaining sensor array (56) composed the test set. The 

process was repeated such that all the sensor arrays were used once 

for testing the calibration models.  

 

All the four scenarios were evaluated in terms of classification rate using a 

generalization of the area under the ROC curve (AUC) for multiclass 

classification problems proposed by Hand and Till [148]. To test whether the 

results were obtained by chance, all the models were trained with permuted 

labels 1000 times (permutation test). The null hypothesis is that the 

relationship between the data and the labels cannot be learned by the 

classifier during training.  To reject the null hypothesis we accepted a risk of 

0.05.  

 

 Results and discussion 

 

This work aims at developing calibration models that reject sensor variability 

and can be extended to new replicas with no need of transfer samples. To 

meet this goal, general calibration models were built with samples from five 

sensor array replicas and were scrutinized in their ability to predict samples 

acquired with a sensor array not present in the training set. The performance 

of these general calibration models was compared with that of individual 

models (calibrated with only one sensor array). In addition, a small subset of 

features was selected to construct general models that are parsimonious and 

more robust. 

A Principal Component Analysis (PCA) provided an exploratory analysis of the 

captured dataset (see Figure 74). Projected data appears in regions for 

different gas classes, with some overlap among them. Different sensor 
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responses, due to the different presented gas conditions, dominate the 

inherent sensor variability in this PCA projection. Although Figure 74 provides 

a simple and yet informative visualization of the dataset in a 2-dimension 

space, in general, calibration models will make use of a higher number of 

dimensions.  

 

 

Figure 74 PCA scores of the different sensor array samples. Numbers correspond to 
the sensor array and color codes the gas (class). 

 

8.3.1 Individual calibration models 

 

Models consisting of PLS-DA followed by k-NN were built using data 

acquired with one sensor array. Then, the discrimination ability of the models 

was evaluated with data acquired with the same sensor array using data not 

presented in calibration (scenario 1) and using data captured with other 

copies of the sensor array (scenario 2).  

Figure 75a and Figure 75b show the confusion matrices for scenario 1 

and scenario 2, respectively. The built calibration models were able to 

perfectly predict the class of new samples if they were acquired with the same 

sensor array (100% classification rate). However, individual models 

substantially decreased their predictive ability for new samples measured 

with other replicas of the sensor array. In scenario 2, even though all the 

obtained models predicted propane, nitrogen dioxide and methane without 
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error, only 62.5% of the 𝐶𝑂 samples were correctly classified. The rest of 𝐶𝑂 

samples were misclassified as background air (40 samples), ethanol (16 

samples) or acetaldehyde (4 samples). Air samples acquired during the 

baseline cycle were wrongly predicted as 𝐶𝑂 the 25% of the times. In addition, 

one of the models misclassified one acetaldehyde sample as 𝐶𝑂 giving a total 

of 41 false positives and 60 false negatives for the task of 𝐶𝑂 detection. The 

overall classification rate (CR) was 91%. We run a Fisher’s exact test (two-

tailed) [37] to assess the significance of the observed differences between the 

CR obtained for the model tested with the same sensor array, and the CR 

obtained for the model tested with different sensor arrays. The null 

hypothesis that establishes that both distributions are the same was rejected 

(p-value<0.0001). 

Thus, our results confirmed that individual models were local to the 

sensor array employed for calibration. To a certain extent, individual models 

were able to predict gas samples from other replicas, but generally failed in 

one of the most relevant discrimination tasks: 𝐶𝑂 detection [150]. For this 

gas, individual models were not able to extrapolate to data acquired with 

other arrays. The local behavior of models trained with one single array is well-

known due to the already mentioned variability among sensors. 
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Figure 75  Confusion matrix obtained when the model is tested with data acquired 
with the same sensor array present in calibration (top, scenario 1) and when it is 
tested with data acquired with different copies of the array (bottom, scenario 2). 
The classification accuracy decreases if the calibration model did not include data 

from the sensor array used for training. 

8.3.2 General calibration models 

 

General calibration models were built using data captured with four 

replicas of the sensor arrays, and they were then evaluated with the remaining 

replica. Error! Reference source not found. shows the confusion matrix after 

all the iterations and sensor combinations were performed. Interestingly, 

results show that the models can be extended with high accuracy to new 

replicas, even though no measurements from the new sensor array were 

included in calibration. General models achieved a classification ratio of 99% 

of the test samples. From the 280 test samples, the model only confused two 

air samples with CO. We also performed Fisher’s exact tests to evaluate the 

significance of the different CRs. The null hypothesis that the distribution of 

the general calibration model and the distribution of the individual calibration 
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models (tested with data from the same array) are the same cannot be 

rejected (p-value=0.5). The hypothesis that the general model is the same 

than the individual model tested with data from new arrays was rejected (p-

value<0.0001). Hence, although the slightly lower CR, statistically, the 

distribution of the CR obtained with the general model (scenario 3) cannot be 

considered different to the distribution of the predictions when a calibration 

model is built and tested with the same unit (scenario 1).  

 

 

Figure 76 Average of confusion matrices of the general calibration models. Models 
were trained with samples of four different arrays and evaluated with samples of a 
different array. The performance of the general model is similar to the performance 
of individual calibration models when were trained and tested with samples of the 

same array.  
 

Figure 77 shows the PLS-DA score plot for a general calibration model. 
This representation highlights the presence of different clusters that 
correspond to the distinct gases. In general, test samples of every gas fall close 
to those of the calibration set in the PLS-DA subspace, thereby suggesting a 
good generalization of the model. 

The inclusion of the sensor array variability to the general calibration 

model improved the ability of the model to predict the class of samples 

acquired with new sensor arrays. The model is able to extract the redundant 

information of the sensor arrays, reducing thereby the individual sources of 

noise. In order to ascertain to what extent sensor variability needs to be 

included in the calibration process, we evaluated the performance of a new 

model that uses averaged sensor signals.  
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Specifically, we compared the performance of our calibration method 

that incorporates, directly, all the variability of the sensor signals, with a 

methodology that averages the response of four calibration units. The 

calibration models obtained with the averaged responses were tested with 

data acquired with the sensor array not included in calibration (a unit was set 

aside for model evaluation, and we repeated the process until all the units 

were used for test). Classification rate (97.5%) was higher than the one 

observed for individual models applied to other sensor arrays replicas  (91%), 

but did not reach high classification rate obtained with the general models 

that carry all inherent sensor variability (99%). Similarly than for the global 

model, air samples were misclassified as CO. However, for the model built 

upon averaged signals, air samples were also misclassified as methane, and 

𝐶𝑂 samples were wrongly classified as air and propane.  

Actually, the average of the signals still carries information that is 

beneficial to reduce individual sources of noise [148]. Therefore, one expects 

the averaged model to perform better than the direct transfer of an individual 

calibration model. Hence, that for efficient rejection of the sensor variability, 

the calibration model needs to rely on a training dataset that includes 

measurements that are representative of the sensor variability, which is not 

the case in the case of averaged sensor responses across units. Additionally, 

averaging the sensor signals still requires the use of four sensor units, so we 

do not have any savings in terms of test effort. Results confirm that the 

averaged-signal model does not reach the classification rates obtained by the 

global calibration model, confirming thereby the benefits of including all 

sensor diversity to the calibration dataset. In this sense, the variance 

corresponding to the intrinsic sensor variability was better rejected with the 

calibration model trained with the original signals.  
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Figure 77 PLS-DA score plots for the general calibration model. Color indicates the 
gas type and marker type indicates calibration/test point. (left) LV 1 vs LV 2, (right) 

LV 1 vs LV 3. Calibration and test points appear in the same regions, confirming 
thereby a generalization of the models. 

The superior performance of the general calibration models with 

respect to the individual models, when applied to new sensing units, may 

come from i) the higher data variability in the calibration dataset due to the 

inclusion of different replicates, and ii) the larger size of the calibration 

dataset. In order to investigate further these two effects, we built calibration 

models with data from different sensing units, but keeping constant the total 

number of calibration measurements. Figure 78 shows the model 

performance, in terms of classification rate, as calibration data from 

increasing number of units is used. Two strategies are shown in the mentioned 

figure: i) considering all available samples of the used arrays (each new unit 

adds 56 calibration measurements to the model), and ii) keeping constant the 

total number (56) of calibration samples. Results show that diversity from 

different sensor arrays is favorable for building general calibration models, 

although when all the available data is used, the performance of the 

calibration model increases more rapidly. Nevertheless, in practical calibration 

scenarios, one may expose the sensor arrays to the calibration conditions 

simultaneously. In this case, it is recommendable to use all data at hand. From 

Figure 78 one can observe that adding a second array to the calibration model 

increases significantly the prediction ability of the model, and the 

performance reaches a plateau when three sensor arrays are used. Hence, one 

can conclude that, for the considered classification task, three copies of the 

sensor array would suffice to build general calibration models that can be 

extended successfully to new arrays. However, more complex tasks or systems 

with different sensing elements may require a different number of units in 

calibration to provide reliable general models.     
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Figure 78  Performance of the models when evaluated with test samples from units 
not used in calibration, for different number of sensor arrays used in calibration. 

Keeping the number (56) of calibration samples constant (red), and using all the data 
available (56 per sensor array) for the units used in calibration (blue). 

 

8.3.2.1 Area Under the ROC Curve (AUC) 

 

In order to compare further the performance of each model, we computed a 

generalization of the AUC for multiclass classification to estimate the 

robustness of the different models. Figure 79 shows the distribution of AUC 

values for scenarios 2, 3, and 4. The averages of the AUC obtained for general 

calibration models with and without feature selection are 99%. On the other 

hand, the performance of individual calibration models evaluated with new 

samples drops to 97%, compared to 100% for the scenario in which the model 

was tested with samples from the same sensor array. In addition, results of 

permutation tests point out the statistical significance of the results. With a 

95% of confidence, all the models rejected the null hypothesis that the 

obtained AUC values could come from a model trained with random labels (i.e., 

random distribution). 

The obtained AUC values confirm that general calibration models show 

higher prediction ability to classify samples acquired with new sensor arrays 

than models built with one sensor array. Moreover, general calibration models 

with only four features are also able to successfully predict samples from new 
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arrays. This indicates that the selected features are informative and resulted in 

a parsimonious model to improve the robustness of the calibration. 

 

 

Figure 79 Relative frequency of the area under the curve (AUC) computed for each 
model. General models are more accurate than individual models for the prediction 
of new samples from arrays not presented in training. The histograms present the 
relative frequency for all the possible combinations of arrays. 

 

8.3.2.2 3.6 Model complexity  

 

The complexity of the models was studied in terms of the number of latent 

variables, LV, and the number of neighbors, k, that were selected during 

model training. Figure 12 shows the frequency of selection of optimum LV and 

k values for individual and general models. For both types of models, optimum 

k ranges from 1 to 3, whereas the optimum number of LV tends to be larger 

in individual models (LV = [5,7]) than in general models  (LV = [3,5]). Higher 

number of LV means that individual models are more complex. This possibly 
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indicates that the models are capturing better the particular behavior of the 

calibrated sensor array, but this information is specific for this sensor array 

and it becomes a misrepresentation of the general sensor behavior. Figure 80 

also shows that general models with feature selection perform better when 

trained with fewer LV. This is a direct consequence of the previous 

dimensionality reduction. Hence, GA helps in reducing the complexity of the 

model.  

 

 

Figure 80  Relative frequency of the number of latent variables and nearest 
neighbors used to build general and individual models. General models use fewer 
latent variables than individual models, providing an easier interpretation and a 

better generalization of the model. 

 

 Conclusions 

 

As expected, the best results are obtained when sensor arrays are 

calibrated individually, this approach is not feasible in mass-production 

applications due to high costs. Previous approaches to obtain robust models 

and reduce costs are mainly based on calibration transfer. However, these 

strategies still require the acquisition of calibration samples for every new 

system and, ultimately, they rely on calibration models built upon individual 
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sensor systems. Herein, we showed that general -or global- calibration models 

can be obtained if several replicas of the sensor array are included in the 

calibration process. The obtained calibration models were able to reject the 

intrinsic system variability: for the proposed classification task, the prediction 

ability of the models only decreased marginally with respect to specific 

calibration models. Hence, the variability present in the training set allowed 

building robust models that could be extended to new replicas without any 

further calibration, resulting in calibration models that are replica 

independent. Those general calibration models also reduce the calibration 

costs. 

 

We also showed that general calibration models tend to be simpler (fewer 

number of LV) than individual calibration models, especially after selecting a 

subset of informative features or sensors. Individual models are trained for 

the particular array of sensors, and higher dimensions of the model account 

for the specific response of the set of sensors. This information captured at 

higher dimensions results in better system performance, but the same 

information misleads the calibration model when it is used for other arrays. 

Higher dimensions can be understood as a more detailed calibration model 

for one array, but at the same time, it could be considered as an overfitted 

model when used for other arrays.  
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 Conclusions 

 

During this Ph.D. thesis, fire detectors based on multi-gas sensor 

arrays and sensor fusion algorithms were developed. In this section the 

general conclusions about fire detection using gas sensors are detailed 

below:  

 

 Multi-gas sensor arrays in combination with pattern recognition 

techniques are capable of providing reliable fire alarms while rejecting 

most nuisance scenarios. The resulting fire detector is capable of 

providing a solid fire detection. 

 Fire detectors based on gas sensor arrays can detect gaseous fire 

emissions in an early stage of the fire (before visible smoke). In 

consequence, fire detectors based on chemical sensors are faster than 

conventional detectors based on light scattering or ionization.  

 Both early fires and nuisances release multiple gases and volatiles. Gas 

emission-based fire detection algorithms require the discrimination of 

multivariate emission fingerprints. Only with the combination of 

diverse gas sensor technologies optimal fingerprints can be 

generated. In the developed prototypes, MOX sensors are important 

for the early fire detection due to the fast response to different gas 

emissions and the rejection of nuisances. 𝐶𝐻4  sensor in prototype 2 

and 𝐶𝑂 sensor in both prototypes contribute to the sensitivity to fire 

emissions and the absence of 𝐶𝑂2 is key to reject nuisance emissions. 

 Using post-processing windows, fire detectors are capable to avoid 

false alarms in all the considered nuisance scenarios. However, this 

post-processing step increases the response time of the gas sensor-

based detectors. 

 The Multi-gas sensors arrays developed using commercial sensors and 

PLS-DA algorithms in this thesis are capable to provide fire alarms in 

those fires that do not produce smoke (as standard fire TF6) or when 

the produced smoke is white. Usually, conventional fire detectors 

cannot produce a fire alarm under those circumstances (absence of 

smoke production or white smoke). Therefore, fire detectors based 

on gas sensors and PLS-DA algorithms are more sensitive than 

conventional smoke detectors in those cases. 
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 In the used datasets, SVM-based fire detection algorithms are faster 

than PLS-DA algorithms but produced more false alarms.   

 Classification models based on Partial Least Squares Discriminant 

Analysis (PLS-DA) and Support Vector Machines (SVM) are capable of 

providing fire alarms in most of the fire scenarios. In fires featuring 

rapid combustion, specifically TF3 and TF6, the time windows 

required in SVM algorithms decrease the sensitivity to those fires. 

 In both prototypes, PLS-DA algorithms present the same performance 

in terms of true positive (100%) and true negative rates (97%). Both 

sensor arrays misclassify one repetition of the window cleaning 

experiment. 

 SVM algorithms trained with measurements from prototype 2 present 

a high number of false-positive rates. 𝐻2 and 𝐶𝐻4 sensors from 

prototype 2 have high cross-sensitivities to nuisance volatiles.  

 From the different behavior of both prototypes, we infer that the 

presence of a larger diversity of MOX sensors is a positive factor to 

reduce false positives.  

 The behavior of the  𝐶𝐻4  sensor in prototype 2 indicates a very early 

emission of hydrocarbons in fires. When detected, these emissions 

allow a faster detection of fires.  

 Results show that the combination of the tests in a standard fire room 

and in small-scale setups enriches the calibration datasets and leads 

to better detector performance. 

 Small-scale setups allow shorter tests increasing the number of 

calibration conditions. However, sensor responses differ from those 

obtained in standard fire room conditions. 

 PLS-DA models that only used large-scale datasets in the calibration 

set showed poor specificity. Nevertheless, results indicated that the 

model trained with the combination of the small-scale and large - 

scale datasets is capable of rejecting all the nuisances and detecting 

most of the fire experiments. 

 The presented methodology for the generation of global models 

avoids the development of a specific calibration model for each sensor 

array and the implementation of the calibration transfer technique. 

As a result, calibration costs can be reduced in a scenario of mass 

production, facilitating thereby mass deployment of gas sensor 

arrays. 
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 Results showed that global calibration or prediction models can be 

obtained if several replicas of the same sensor array are included in 

the calibration set. 

 Resulting global models (trained with several replicates of the same 

sensor array) achieved similar performance than models trained and 

tested with measurements from one sensor array. 

 

Further work is needed to keep sensitivity to fires at higher levels when 

false alarm immunity is increased. A higher number of nuisance 

experiments is needed to improve the robustness of the system. 

Additionally, a study of the multi-gas sensor array aging is needed to 

ensure the optimal performance of the fire detector through time. Also, 

the study and comparison of models trained with dynamic features are 

recommended to counteract sensor drift effects. 
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Appendix A: Confusion Matrices PLS-DA and 
SVM Algorithms for Fire Detection 

 

 

Table 14 Percentage of the experiments correctly classified in function of the time 
window using a prediction model based on PLS-DA 

 Classification Rate 

Experiment 1s 15s 30s 60s 

Prototype 
1 

Prototype 
2 

Prototype 
1 

Prototype 
2 

Prototype 
1 

Prototype 
2 

Prototype 
1 

Prototype 
2 

TF2 100 % 100 % 100 % 100 % 100 % 100 % 100 % 100 % 

TF3 100 % 100% 100 % 66% 100 % 66% 100 % 33% 

Cable Fire 100 % 100 % 100 % 100 % 100 % 100 % 100 % 100 % 

TF6 100 % 100 % 100 % 0% 0% 0% 0% 0% 

Electrical 
Fire 

100% 100% 100% 100% 66% 100% 66% 100% 

PVC 100% 100% 100% 100% 100% 100% 100% 100% 

Window 
Cleaning 

100% 100% 100% 100% 100% 100% 100% 100% 

Gasoline 66% 100% 66% 100% 100% 100% 100% 100% 

Air 
Freshener 

100% 100% 100% 100% 100% 100% 100% 100% 

Ethanol 33% 66% 66% 66% 100% 66% 100% 100% 

Turpentine 100% 100% 100% 100% 100% 100% 100% 100% 

Boiling 
Water 

100% 0% 100% 100% 100% 100% 100% 100% 
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Table 15 Percentage of the experiments correctly classified in function of the time 
window using a prediction model based on SVM 

 Classification Rate 

Experiment 1s 15s 30s 60s 

Prototype 
1 

Prototype 
2 

Prototype 
1 

Prototype 
2 

Prototype 
1 

Prototype 
2 

Prototype 
1 

Prototype 
2 

TF2 66 % 100 % 66% 100 % 33 % 100 % 33 % 100 % 

TF3 100 % 66% 66 % 66% 66 % 66% 66 % 66% 

Cable Fire 100 % 100 % 100 % 100 % 100 % 100 % 100 % 100 % 

TF6 100 % 0 % 100 % 0% 100% 0% 100% 0% 

Electrical 
Fire 

66% 100% 66% 100% 66% 100% 66% 100% 

PVC 100% 100% 100% 100% 100% 100% 100% 100% 

Window 
Cleaning 

100% 100% 100% 100% 100% 100% 100% 100% 

Gasoline 100% 100% 100% 100% 100% 100% 100% 100% 

Air 
Freshener 

100% 33% 100% 33% 100% 100% 100% 100% 

Ethanol 66% 33% 66% 33% 100% 33% 100% 100% 

Turpentine 66% 100% 66% 100% 66% 100% 66% 100% 

Boiling 
Water 

100% 0% 100% 100% 100% 100% 100% 100% 
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Appendix B: Resumen en Castellano  

Actualmente el principio de funcionamiento de los detectores de 

incendios comerciales está basado en la detección de humo o de partículas 

[1]. Sin embargo, para algunos tipos de combustión o fuego, los detectores de 

incendios convencionales tienden a producir alarmas de incendio en estados 

muy avanzados o bien, no producen alarma de incendio[2]. Estas tardías 

alarmas pueden poner en peligro la vida de las personas dentro de los edificios 

ya que una gran cantidad de gases tóxicos son liberados durante el 

incendio[2].  

Es por ello que la búsqueda por tecnologías de detección de incendios 

más rápidas y confiables sigue siendo un tema de estudio.  Los sensores de 

gas son un buen candidato para producir alarmas de incendio más rápidas que 

los detectores convencionales [3.4]. Sin embargo, el uso de un solo sensor de 

gas para la detección temprana de incendios produce un alto ratio de falsas 

alarmas [8]. Es por ello que se están explorando detectores de incendio que 

incorporan diversas tecnologías (tipos de sensores). Una de las soluciones más 

ampliamente usadas es aquella que incorporan detectores de humo 

convencionales y sensores electroquímicos de monóxido de carbono [9].  

Se han realizado diferentes estudios relacionado con la viabilidad del 

uso de sensores químicos para la detección de incendios. Sin embargo, no 

existen en la actualidad detectores de incendios basados exclusivamente en 

sensores de gas. Esto se debe a los problemas habituales de los sensores 

químicos. La principal desventaja del uso de sensores químicos en la detección 

de incendios son las sensibilidades cruzadas ya que pueden producir falsas 

alarmas [6]. Para desarrollar detectores de incendio confiables basados –

exclusivamente- en sensores químicos se precisa usar técnicas de 

reconocimiento de patrones y procesado de señal para poder discriminar de 

manera correcta todas aquellas señales producidas por gases o volátiles no 

provenientes de un incendio [7].  

Trabajos de investigación previos demuestran que es posible detectar 

incendios usando la combinación de sensores químicos y reconocimiento de 

patrones [8]. Pero el desarrollo de un instrumento basado exclusivamente en 

sensores de gas sigue siendo un problema abierto. 
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  OBJETIVOS 

Esta tesis doctoral tiene dos objetivos principales. El primer objetivo es 

desarrollar una alarma inteligente y robusta para una detección temprana y 

confiable de incendios. Esta disertación presenta nuevos enfoques que 

resuelven problemas importantes de los sensores químicos en la detección de 

incendios. 

El desarrollo exitoso de un detector de incendios basado en sensores de 

gas (objetivo 1) depende de la realización de una serie de objetivos en tres 

campos diferentes; Diseño de del instrumento, generación de datos y 

desarrollo y validación de algoritmos de detección de incendios. 

El segundo objetivo se centra en la reducción de costos para la 

calibración del instrumento. De esta manera se presentan dos metodologías. 

 La primera metodología permite la reducción de los costos de 

calibración. Dicha metodología se basa en el uso de la fusión de datos de 

mediciones adquiridas en una habitación de incendios estándar y en una 

cámara a pequeña escala. La segunda metodología permite construir 

modelos de predicción reduciendo los costos de calibración individual (y, en 

consecuencia, los costos de producción en masa) utilizando copias de una 

misma matriz de sensores. 

 

PROTOCOLO EXPERIMENTAL 

Habitación Estándar de Fuegos 

Las habitaciones estándar permiten el control de las condiciones 

ambientales y aseguran la correcta ejecución de los experimentos de fuegos e 

interferencias. La sala de incendios estándar usada para desarrollar nuestros 

los experimentos está dentro de las facilidades de la empresa Minimax (Bad 

Oldesloe, Alemania). La habitación cuenta con un área experimental y un área 

de control. El área experimental tiene una dimensión de 10m x 6m x 4m 

(LxWxH). Todos los experimentos de incendio se realizaron en el centro del 

área experimental. Los sistemas de medida se colocan en el techo de la zona 

de experimentos. El techo cuenta con 3 soportes circulares de 6 metros de 

diámetro que permiten la instalación de los sistemas y aseguran la exposición 

de humo y partículas liberadas durante los experimentos. El centro de las 

circunferencias coincide con el centro del techo. La Figure 81 muestra la 

distribución general de la cámara de fuegos.  
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Figure 81. Distribucion de la sala de fuegos en donde fueron ejecutados los 
experimentos de fuegos e interferencias. La facilidad localizada en Minimax cuenta 

con un area experimental y un area de control. 

  

Por otro lado, la producción de humo durante los experimentos se 

ha medido tanto con una cámara de ionización (MIC) como con un 

medidor de extinción de infrarrojos (MIREX), ambos localizados en el 

techo de la habitación de fuegos. Instalado también en el techo de la 

habitación de fuegos se encuentra un tubo que permite la absorción de 

humo y gases para los sistemas aspirados.  

Cámara de Fuegos a Pequeña Escala. 

La campaña de medidas en la cámara de fuegos se realizó en una 

pequeña cámara situada en el laboratorio del grupo ISP situado en la 

Universidad de Barcelona. La cámara de fuegos tiene por dimensiones 

55x55x90 cm (LxWxH) con un volumen total de 272 litros. La cámara se 

colocó dentro de una campana extractora para facilitar la evacuación 

de humo. La matriz de sensores se instaló en el techo de la cámara. 

Todos los experimentos escalados fueron realizados en la parte baja de 

la cámara mientras los sensores adquirían señales de manera 

constante. La Figure 82 muestra el esquema y distribución de la cámara 

de fuegos. 
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Figure 82. Dimensiones de la cámara de fuegos en donde los experimentos a pequeña 
escala fueron ejecutados. 

 

 Protocolo Experimental en la Habitación de Fuegos. 

Se realizaron 2 tipos de experimentos: Experimentos e fuegos y 

Experimentos de interferencias. Los experimentos de fuego realizados 

son dos experimentos estándar: TF2 (4 piezas de madera de haya) y TF3 

(tiras de algodón de 10cm) y 2 experimentos de fuego no estándar: 

Cables (10 piezas de cable de 1 cm de diámetro) Electrónicos (Placa PCB 

montada). Los experimentos de fuego son inducidos a partir del 

incremento de temperatura de un plato calefactor (hotplate). El 

calefactor puede alcanzar una temperatura de 600°C. El experimento 

estándar TF3, se inicializa de manera diferente. El estándar establece 

que se debe encender los bordes de los listones y luego extinguir la 

flama soplando. El inicio del experimento comienza cuando las mechas 

de algodón están incandescentes. En el caso de estos experimentos, se 

utilizó una antorcha de alcohol metilado. 

Los escenarios de interferencia que están en forma líquida 

(gasolina, aguarrás, vinagre y etanol) se colocaron dentro de un 

contenedor de 200 x 200 x 50. Y el contenedor se situó en el centro del 

suelo del área experimental (en la misma posición que los experimentos 

de fuego). El material se deja evaporando por 15 minutos antes de 

retirarlo. El experimento de aromatizante fue implementado mediante 
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un atomizador. El atomizador ha sido presionando 10 veces dentro de 

la habitación estándar. Por último, el experimento de limpieza de 

ventanas se realizó limpiando con el producto de limpieza las dos 

ventanas que dividen el área experimental del área de control. 

 Protocolo Experimental en la Cámara de Fuegos. 

Los experimentos en la cámara de fuegos fueron ejecutados en 

4 fases. En la primera fase los sensores adquieren medidas de la cámara 

vacía (sin material dentro), esta fase corresponde a la línea de base de 

las señales.  

En la segunda fase el material se introduce en la cámara de 

fuegos. Esta segunda etapa corresponde al inicio de los escenarios de 

interferencia (etanol, aromatizante, limpiador de suelos y vinagre) ya 

que los volátiles de estas comienzan a liberarse. Para los experimentos 

en donde es necesario un incremento de temperatura (todos los 

fuegos, blanco y agua hirviendo), el material es introducido en esta 

segunda etapa sin calentarlo. 

En la tercera etapa el calentamiento o ignición del material 

comienza. Los materiales son calentados hasta 280 ºC en una placa 

calefactora. El experimento continúa hasta que la alarma de uno de 2 

detectores comerciales colocados dentro de la cámara ha saltado. Si 

después de 15 minutos la alarma comercial no ha saltado, el 

experimento finalizará y el material se retira de la cámara.   

 Bases de Datos. 

En total se han adquirido 3 bases de datos diferentes, dos en la 

sala estándar y una en la pequeña cámara de fuegos.  Cada base de 

datos fue adquirida en una campaña de medidas distinta. Las 

identificaremos como Fire Room 1 y Fire Room 2 a las dos campañas 

realizadas en la sala de fuegos estándar y Chamber a la base de datos 

adquirida en la pequeña cámara de fuegos. 

Fire Room 1 contiene 18 experimentos; 6 tipos de fuegos lentos y 6 tipos 

de interferencias.  
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Fire Room 2 contiene 40 experimentos; 5 tipos de fuegos lentos, 6 tipos 

de interferencia y adicionalmente se ejecutaron 2 fuegos de tipo flama 

pero que no producen humo o partículas, TF4 (Etanol), TF6 

(Poliuretano) y 1 fuego no estándar; Bengalas. 

Small-Scale contiene 34 experimentos; 4 tipos de fuegos lentos y 6 tipos 

de interferencias. 

Cada campaña tiene una duración de 4 días y los experimentos, tanto 

en la habitación estándar como en la cámara de fuegos, se ejecutaron 

en orden aleatorio. La Figure 16 detalla todos los experimentos de 

fuegos e interferencias que han sido incluidos en cada base de datos 

con su respectivo número de repeticiones. Los nombres usados son los 

que aparecen en los archivos. 

Table 16 Experimentos y sus repeticiones realizados en cada campaña de medidas 

Nombre del 

Experimento 

Material FIRE ROOM 1 

(Repeticiones) 

FIRE ROOM 2 

(Repeticiones) 

Small-scale 

(Repeticiones) 

Blank Plato Calefactor 0 0 2 

Air freshener Aromatizante 2 3 4 

Ethanol Etanol 2 3 4 

Boiling water Agua Hirviendo 0 0 4 

Cleaning 

Product 

Limpiador de pisos 0 0 3 

Vinegar Vinagre 1 1 3 

Turpentine Aguarras 1 3 0 

Gasoline Gasolina 1 3 0 

Window 

Cleaner 

Limpiador de 

ventanas 

1 3 0 

TF2 Madera de pino 2 2 3 

TF2 bis Madera de haya 0 0 4 

TF3 Mechas de Algodon 1 3 3 

Electrical fire Tablillas Electronicas 2 2 0 

Cable fire Cables 2 2 4 

PVC PVC 2 2 0 

PET PET 2 0 0 

TF4 Etanol 0 2 0 

TF6 Poliuretano 0 2 0 

Sparkles Bengala 0 1 0 
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 PROTOTIPOS PARA LA DETECCION DE INCENDIOS 

 Matriz de Sensores Usando Sensores Comerciales. 

La matriz de sensores químicos empleada para adquirir las bases de 

datos se ha diseñado combinando diversos tipos de sensores 

comerciales e incluyendo toda la circuitería necesaria para el 

acondicionamiento y adquisición de la señal. La selección de los 

sensores se ha hecho conforme a aquellos que son especialmente 

sensibles a gases liberados en situaciones de fuego. El instrumento 

contiene específicamente:  

 1 sensor electroquímico de monóxido de carbono (EC-𝐶𝑂)  

CO-BF4 de Alphasense 

 1 detector fotoionizante (PID) para detección de compuestos 

orgánicos volátiles PID-A1 de Alphasense 

 8 sensores de oxido metálico (MOX); 4 tipos diferentes, cada uno 

operado a dos temperaturas  MLK a 337°, MLK a 436°, MLC a 

337°, MLC a 436°, MLX a 337°, MLX a 436°, MLN a 337°, MLN a 

436°. Todos los sensores son de AMS. 

 1 sensor infrarrojo no dispersivo (NDIR-𝐶𝑂2) de dióxido de 

carbono   NDIR-A1 de Alphsense. 

 

El sistema emplea un Arduino DUE para la adquisición de las señales 

con una frecuencia de muestreo de 10 muestras por segundo. El 

Arduino manda los valores adquiridos a una computadora de escritorio 

que almacena y permite la visualización de los valores en tiempo real.  

 Prototipo Safesens. 

Otra matriz de sensores de múltiples tecnologías se desarrolló en el 

marco del proyecto europeo SAFESENS. El instrumento integra sensores de 

gas de diversas compañías. El prototipo consiste en dos PCB separados. En la 

PCB inferior hay un microcontrolador que adquiere y envía las señales 

registradas por los sensores. El PCB superior es para alojar los sensores. 

El prototipo 2 incluye cuatro sensores  MOX de ams, un sensor de 

humedad/temperatura de ams, una celda electroquímica de metano 

proporcionada por IMEC y también un sensor Bosch de H2-FET (Figura 10). 
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Adicionalmente al prototipo 2 y como parte del mismo sistema, se 

conectaron 2 sistemas estándar y se adquirieron mediciones durante todas las 

campañas de medición en la habitación de fuegos estándar. Los sistemas 

corresponden a un sensor NDIR de CO2 de BOSCH y un detector de CO basado 

en espectroscopía láser de NEO. Todas las lecturas de los sensores se 

convierten en formato JSON y se envían al servidor SAFESENS. 

 ALGORITMOS PARA LA DETECCION DE INCENDIOS 

 Metodología. 

Procesamiento de señales y extracción de características 

Previo a la construcción de los modelos de detección de incendios, se 

consideró necesario preprocesar las señales. La visualización de la señal de las 

señales del prototipo 1 confirmó la necesidad de filtrar las señales del sensor 

de CO (sensor electroquímico de Alphasense) y el sensor PID (de Alphasense) 

debido a un nivel significativo de ruido. Para ello, se empleó un filtro de 

mediana de 0.7 y 0.5 segundos. 

Además, el sensor óptico NDIR-CO2 (de Alphasense) proporciona una 

señal de referencia que compensa las variaciones en la señal activa debido a 

cambios en las condiciones ambientales. Las señales se corrigieron de la 

siguiente manera: 

Equation (5) 

NDIR (t) =
((Activo (t)  − Activo (t0))

(Referencia (t))
 

 

En el caso del prototipo 2, las señales del sensor CH4 (de IMEC), H2 (de 

Bosch) se filtraron utilizando un filtro de ventana de 3 y 7 segundos 

respectivamente. La extracción de características se realizó después de 

transformar los valores de voltaje capturados de los sensores MOX de ambos 

(prototipo 1 y prototipo 2) en conductancia. Además, para el prototipo 1 para 

cada sensor, la extracción de características se realizó cortando las señales en 

segmentos de 1 segundo. La característica seleccionada fue el promedio 

obtenido de las 10 medidas en cada segmento. 
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Etiquetado 

Las etiquetas a los experimentos se han colocado muestra a 

muestra. La etiqueta es cero “0” cuando el evento es no fuego, este es 

el caso de los experimentos de interferencia y de la primera etapa de 

los experimentos de fuego. En los experimentos de fuego la etiqueta 

cambia a uno “1” cuando los sensores comienzan a reaccionar a la 

liberación de volátiles debido al calentamiento o ignición de material. 

Es decir, las etiquetas de un experimento será 0 para todas las 

situaciones de no fuego y será 1 para las situaciones de fuego. La 

muestra en la izquierda las señales adquiridas durante un experimento 

de fuego tipo TF3 (mechas de algodón) y la etiqueta colocada para el 

mismo. Nótese que la etiqueta comienza en 0 para la situación de no 

fuego y cambia a 1 en el momento en el que alguno de los sensores 

comienza a reaccionar. En el lado derecho de la Figure 83 se muestran 

las señales adquiridas durante el experimento de interferencia de 

limpieza de ventanas, en este experimento la etiqueta continua en 0 

durante todo el evento ya que no existe estado de fuego. 

 

 

 

Figure 83 Señales y etiquetas del experimento TF3 y limpieza de ventanas. 

Modelo de Predicción 

Con el fin de construir algoritmos de predicción de incendios robustos, 

los modelos fueron entrenados con experimentos tanto de fuego como de 

interferencias. Específicamente, los modelos se basaron en el análisis 

discriminante de mínimos cuadrados parciales (PLS-DA) y las máquinas de 

vectores de soporte (SVM). 
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Los modelos se entrenaron usando los datos tomados en la campaña de 

medidas en la habitación de incendios de febrero de 2017. El conjunto de 

datos incluye 26 experimentos (13 incendios y 13 molestias). El orden de los 

modelos de predicción (número de variables latentes y costo y gamma) se 

seleccionó mediante validación cruzada interna. Para realizar la validación 

interna el conjunto de entrenamiento se dividió en 2 conjuntos; 

Entrenamiento interno (10 incendios y 10 experimentos de interferencias) y 

Validación interna (6 incendios y 6 interferencias). El orden de los modelos se 

seleccionó en función de la máxima precisión de las ratios de clasificación. El 

procedimiento se repitió hasta que todos los experimentos estuvieron al 

menos una vez en el conjunto de validación. 

La validación externa se utilizó para evaluar el rendimiento del modelo 

de predicción. El conjunto de datos que se utilizó como conjunto de validación 

fue el adquirido durante la campaña de medidas de junio de 2017 (en la 

habitación de fuegos). La Figure 84 muestra la metodología completa para 

construir los modelos. 

 

 

 

Figure 84 Metodologia para la construccion de los modelos de prediccion de incendios. 

Post-procesado de datos 

Para evitar un alto número de falsas alarmas, implementamos tres 

ventanas de tiempo de post-procesamiento diferentes; 1, 15, 30, 60 segundos. 

El modelo de clasificación debe emitir "alarma de incendio" durante al menos 

t segundos, donde t es el mayor de la ventana de post-procesamiento. 
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 Resultados. 

Se han construido modelos de predicción basados en algoritmos SVM y 

PLS-DA.  Se han construido un modelo SVM y un modelo PLS-DA para cada uno 

de los prototipos (prototipo 1 y prototipo 2) presentados en esa tesis. Los 

algoritmos de predicción se construyeron son el fin de predecir diferentes 

escenarios de incendio y discriminar posibles interferencias que pueden 

producir falsas alarmas. Para aumentar la confiabilidad de la predicción, se 

implementaron ventanas de tiempo. 

Después de la validación interna para el modelo PLS-DA 1, la ventana 

de tiempo optimizada es de 60 segundos y para el modelo PLS-DA 2 

seleccionamos una ventana de tiempo de 30 segundos. En el caso del modelo 

SVM 1 y modelo SVM 2, las ventanas de tiempo seleccionadas son 30 

segundos para ambos. 

La Figure 85 muestra el rendimiento de los 4 modelos diferentes y el 

detector comercial en un espacio ROC. Según la figura, los detectores de 

incendios basados en PLS-DA son la mejor opción, para la detección de este 

tipo de incendios y el rechazo de esas molestias particulares. Además, el 

algoritmo proporciona una interpretación más simple de los resultados. 

 

 

Figure 85 Comparacion de los distintos modelos en funcion de los falsos positivos y 
falsos negativos presentados por cada uno. 
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Los resultados obtenidos de los algoritmos de los detectores de 

incendios pueden considerarse satisfactorios, mostrando un mejor 

rendimiento que el estado del arte y con un amplio margen de mejora. 

La detección de incendios en la primera etapa temprana de un incendio 

es posible incluso sin la presencia de humo visible. Para este propósito, se 

desarrolló y probó un conjunto heterogéneo de sensores de gas en una sala 

de incendios que cumplía con los estándares en el campo de la prevención de 

incendios.  

Debido al limitado conjunto de datos disponibles para entrenar a los 

modelos, se produjeron varias falsas alarmas. Sin embargo, la implementación 

de ventanas de tiempo de post-procesamiento se ocupó de ese problema y 

proporcionó una predicción de incendios más confiable. 

De los dos algoritmos diferentes: los modelos basados en PLS-DA son 

más robustos, sin falsos negativos en el prototipo 1 y un pequeño número de 

falsas alarmas. El modelo PLS-DA logra el 88% y el 100% de los rechazos 

molestos en el prototipo 1 y el prototipo 2, respectivamente. Por otro lado, 

los modelos SVM muestran una detección de fuego muy rápida en los 

experimentos realizados, pero con una interpretación más compleja de los 

resultados y los costos computacionales durante el desarrollo. Además, SVM 

clasifica erróneamente algunos incendios en ambos prototipos. Esto podría 

provocar una alarma de incendio poco confiable. Sin embargo, el rendimiento 

de ambos algoritmos aún debe explorarse en un conjunto de datos más 

grande para reducir la tasa de falsas alarmas y reducir los tiempos de alarma 

de incendio. 

 

REDUCCIÓN DE COSTOS DE CALIBRACIÓN USANDO 

ESCENARIOS EXPERIMENTALES A PEQUEÑA ESCALA 

Los detectores de incendios utilizados para detectar incendios en 

edificios o industrias deben probarse de acuerdo con las normas de incendios 

EN54. Todos los experimentos para evaluar el rendimiento de los detectores 

de incendios deben realizarse en salas dedicadas (salas de incendios). Sin 

embargo, la disponibilidad de salas de bomberos es limitada y costosa. 

Además, un experimento estándar en la sala de incendios puede tomar 

alrededor de 1 hora. 
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Los modelos de calibración robustos incluyen una gran cantidad de 

experimentos de fuego y molestias. Los sistemas de sensores de gas 

entrenados con una cantidad limitada de muestras dan como resultado 

algoritmos menos generales y robustos. Para construir algoritmos útiles de 

detección de incendios es necesario realizar campañas de medición con una 

duración de varios meses y horas. Esto resulta en costosas campañas de 

experimentos. 

De esta manera, nuestra hipótesis es que los algoritmos de predicción 

podrían mejorarse utilizando conjuntos de datos adquiridos en una cámara de 

experimentos a pequeña escala.  

 Para probar esta hipótesis, construimos tres modelos diferentes. El 

modelo 1, fue entrenado utilizando datos experimentos realizados en la 

habitación de fuego estándar, el modelo 2, utiliza datos de experimentos 

realizados en una pequeña cámara y finalmente el modelo 3, usó la 

combinación del conjunto de datos de los experimentos realizado en la 

habitación estándar de incendios y el conjunto de datos de experimentos 

realizados en la pequeña cámara. Todos los datos se adquirieron utilizando el 

prototipo 1.  

Los modelos de calibración están basados en PLSDA. Para poder 

comparar el rendimiento de los diferentes modelos de predicción, el conjunto 

de validación corresponde en todos los casos datos adquiridos en adquirido 

en la sala de bomberos estándar en febrero de 2017 Hay varios meses entre 

las adquisiciones de los diferentes conjuntos de datos. El modelo 1 fue 

entrenado con datos adquiridos en febrero de 2017 y el modelo 2 fue 

entrenado usando datos de la cámara pequeña en marzo de 2016. El modelo 

3 se entrenó con datos de febrero de 2017 y datos adquiridos en la pequeña 

sala en marzo 2016. En consecuencia, los algoritmos de fusión de datos no 

solo combinan datos de diferentes escenarios, sino que también incluyen 

información sobre diferentes fechas. 

Los resultados confirman que el modelo 3 es capaz de rechazar la 

mayoría de las molestias logrando el 81% de especificidad. Además, el modelo 

muestra una buena capacidad para detectar incendios, ya que solo un 

incendio se clasificó como molesto. Otra mejora importante de los modelos 

de fusión de datos es la capacidad de predecir incendios y rechazar molestias 

adquiridas más de 4 meses después. La Figure 86 resume el desempeño de los 

3 modelos. 
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Figure 86 Area bajo la curva, especificidad, sensibilidad y ratio de clasificacion de los 
diferentes modelos. Modelo 1 esta construido con datos de la habitacion de 

incendios, modelo 2 esta construido con datos de la peque;a camara y modelo 3 esta 
construido usando la fusion entre ambos escenarios. 

 

REDUCCIÓN DE COSTOS DE CALIBRACIÓN USANDO RÉPLICAS 

DE UNA MATRIZ DE SENSORES. 

Los costos de calibración para las réplicas de una matriz de sensores son 

considerables y ya que se requiere una calibración individual debido a la 

variabilidad del sensor, lo que limita la producción en masa. 

 Para reducir costos de calibración, presentamos una metodología que 

rechaza la variabilidad del sensor y proporciona modelos de calibración 

general (universal) para réplicas de una matriz de sensores que evitan la 

calibración individual. Nuestro método ha sido validado utilizando datos de 

cinco réplicas de una matriz de sensores que contiene sensores tipo MOX. Las 

matrices de sensores se colocaron (secuencialmente) en una cámara de 

medición de 287 ml mientras las condiciones de gas se cambiaron y se 

adquirieron las conductancias del sensor.  

Las matrices de sensores MOX estaban compuestos por AS-MLK, AS-

MLC, AS-MLX, todo proporcionado por ams. Los sensores dentro de cada tipo 

fueron operados a ocho diferentes temperaturas (de 245ºC a 381ºC). Las 
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matrices fueron expuestas a monóxido de carbono, acetaldehído, metano, 

etanol, dióxido de nitrógeno y propano. 

Los modelos están basados en Parial Least Squares Discriminant Análisis 

(PLS-DA). Las matrices de sensores contienen 24  características diferentes. 

Entiéndase por característica la combinación de tipo de sensor y temperatura. 

Para cada tipo de sensor (3) seleccionamos un elemento a cada temperatura 

(8).  

El modelo fue entrenado considerando cuatro matrices de sensores y 

fue probado con la matriz de sensores restante. Para optimizar el orden de los 

modelos se realizó validación interna usando la metodología “one leave out” 

dejando siempre una matriz de sensores fuera. El modelo general obtuvo una 

tasa de clasificación del 86%, con una sensibilidad del 94% y una especificidad 

del 85%. Además, el área bajo el ROC fue de 0.90. Después de una prueba de 

permutación de las etiquetas, un Se obtuvo el valor p = 0,007. La Figure 87 

muestra matriz de confusión del modelo de calibración general. 

 

 

Figure 87 Matriz de confusion del modelo general construido usando diferentes lotes 
de una misma matriz de confusion. 

Mostramos que los modelos entrenados con varias matrices de 

sensores también proporcionan un alto ratio de clasificación cuando se 

aplican a nuevas réplicas de la matriz de sensores. El modelo de calibración 

debe entrenarse con varias réplicas de una misma matriz de sensores, de esta 

manera el modelo puede rechazar la variabilidad del sensor. Además, la 

metodología puede reducir los costos de entrenamiento y calibración de las 

matrices de sensores facilitando la producción masiva de las matrices de 

sensores. 
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CONCLUSIONES 

Las matrices de sensores de gas en combinación con técnicas de 

reconocimiento de patrones son capaces de proporcionar alarmas de incendio 

confiables mientras rechazan la mayoría de los escenarios molestos 

 

- Al utilizar ventanas de tiempo para filtrar la salida del 
algoritmo de predicción, los detectores de incendios pueden 
rechazar todos los escenarios molestos. Sin embargo, el 
tiempo de respuesta incrementa. 

- En ambos prototipos, los algoritmos PLS-DA presentan el 
mismo rendimiento en términos de tasas verdaderamente 
positivas (100%) y verdaderas negativas (97%). 

- Los resultados muestran que la combinación de las pruebas 
en una sala de incendios estándar y en la cámara de 
experimentos a pequeña escala enriquece los conjuntos de 
datos de calibración y conduce a un mejor rendimiento del 
detector. 

- Los modelos de calibración entrenados con réplicas de una 
misma matriz de sensores mostraron que se pueden obtener 
modelos globales de calibración. Los modelos globales 
resultantes son capaces de clasificar más del 90% de las 
muestras pertenecientes a nuevas matrices de sensores. 
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