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Abstract

Quantum mechanical (QM) calculations of electronic couplings provide great in-

sights for the study of resonance energy transfer (RET). However, most of these calcu-

lations rely on approximate QM methods due to the computational limitations imposed

by the size of typical donor-acceptor systems. In this work, we present a novel imple-

mentation that allows computing electronic couplings at the coupled cluster singles and

doubles (CCSD) level of theory. Solvent effects are also taken into account through the

polarizable continuum model (PCM). As a test case, we use a dimer of indole, a com-

mon model system for tryptophan, which is routinely used as an intrinsic fluorophore

in Förster resonance energy transfer studies. We consider two bright ⇡ ! ⇡⇤
states,

one of which has charge transfer character. The results are finally compared with those

obtained by applying TD-DFT in combination with one of the most popular density

functionals, B3LYP.
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1 Introduction

The resonance energy transfer (RET) is of fundamental importance in many natural pro-

cesses, of which the most notable is photosynthesis.1 RET occurs when an excited donor

(D) system transfers energy non-radiatively to an acceptor (A) system, which does not need

to be bonded, or even in close proximity to the donor. In fact, efficient energy transfer can

occur even if the donor-acceptor pair is separated by tens of Å. RET has also become an

important process for a variety of applications. It can be used to probe distances between

large biomolecules (i.e., as a spectroscopic ruler), even at the single-molecule level, or as a

mean to transfer energy between man-made compounds, thus entering the realm of materials

and energy science2–6.

A large part of our ability to predict and interpret the RET processes is due to the theory

developed by Förster in the late 1940s7,8. Two are the key aspects in Förster theory. The first

is the assumption of a weak-coupling transfer regime, thus adopting a golden rule expression

for the rate. The second is the approximation of the electronic coupling as a dipole-dipole

interaction between the transition electric dipole moments characterizing donor and acceptor

excitations. As a result, the RET rate, which depends quadratically on the energy coupling,

will present a negative-sixth power dependence on the D-A distance. This formula assumes

that the interaction between chromophores is weak so that the coupling can be computed

through perturbation theory. Thus, the transition dipoles for the chromophores can be

computed independently, and subsequently used to evaluate their mutual interaction. In

experimental practice, the power of Förster theory arises from the fact that such dipoles,

and therefore the RET rate, can be estimated from purely spectroscopic observables.

An improvement over the simple dipole-dipole interaction can be achieved with modern

quantum chemistry methods, where the coupling is expressed as the Coulomb interaction

between the three-dimensional transition densities9–19. These densities can also be used to

introduce other quantum mechanical effects, like exchange and correlation, and to account

for electron density overlap. This improvement over Förster theory is still based on per-
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turbation theory, i.e. the transition densities of the two systems are computed separately,

and the interaction is turned on in a later step without considering any relaxation processes.

This approximation, however, has been shown to accurately reproduce the “exact” coupling

obtained from supermolecule calculations at distances as close as 5 Å.11

Another important issue to consider in the modeling of RET is the effect of the environ-

ment, particularly a solvent. This effect can be divided in an implicit and an explicit term.20

The implicit contribution is related to the polarization of the electronic densities of the in-

volved chromophores while the explicit term is due to the effect that the polarization of the

environment has on their interaction.9,11,12,21 Both terms can still be treated perturbatively,

so that the solvated species can be treated independently.

From this brief introduction it should appear evident that an accurate modeling of the

RET rate, even remaining in the limit of weak-coupling, is a difficult task. Quantum me-

chanical methods coupled to solvation models surely represent a valid strategy, although, a

delicate issue arises from the fact that most chromophores of interest in RET studies, either

in the field of biology and biochemistry, or in the field of materials and energy science, are

large molecular or even supramolecular systems. The intrinsic complexity of the electronic

structure of these compounds, when coupled with the environment effects and with the ne-

cessity to consider averages over all possible conformations of the chromophores in order to

simulate experimental results, poses a limit to the computational methods that can be rea-

sonably afforded. The largest majority of RET calculations is thus based on approximated

density functional theory (DFT) methods, and semiempirical methods as Zerner’s inter-

mediate neglect of differential overlap (ZINDO)22 may become unavoidable for even larger

systems. The limitations of such methods are well known, e.g. impossibility to systematically

improve a given approximate method, and system-dependent quality of the results.

The scope of this work is to go beyond these approximate methods, and compute the

electronic coupling with a high level wave function method: coupled cluster with single and

double excitations (CCSD)23. We present the first calculations of electronic coupling in gas

4



phase and in solution at this level of theory. Transition properties are evaluated with linear

response theory24–26, and the solvent effect is introduced with the polarizable continuum

model (PCM)27–34. The results obtained with this methodology may be used for calibration

of less accurate but more computationally efficient methods. In this work, we compare CCSD

results with those obtained with the most popular DFT method: B3LYP35–37.

As a test case, we consider the dimer of indole, a model molecule that represents the

main chromophoric moiety of tryptophan, the amino acid mainly responsible for the intrinsic

fluorescent properties of proteins. Tryptophan is a popular fluorescence probe in fluorescence

resonance energy transfer (FRET) studies because its use does not involve any altering

of the protein structure as instead it is the case when an external organic fluorophore is

considered38,39. Moreover, the intrinsic fluorescence of proteins, a property exploited in a

plethora of techniques in biochemistry, often involves energy transfers among tryptophans

prior to emission.40 Understanding RET among indole moieties, thus, is of importance in

order to develop microscopic models able to predict the often complex outcome of such

experiments. In particular, we consider various separation distances and various relative

orientations between the monomers to obtain a reasonable spatial averaging.

The paper is organized as follows. Section 2 discusses the theory for the energy coupling

calculations, while Section 3 presents the details of how we performed these calculations.

The numerical results are presented in Section 4. A general discussion of our findings and

concluding remarks are reported in Section 5.

2 Methods

The rate of electronic energy transfer in the weak coupling regime can be computed by the

Fermi golden rule expression7,8:

k =
2⇡

~ |V |2 J (1)
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where V is the electronic coupling between the donor and acceptor chromophores and J is

the normalized spectral overlap between donor emission and acceptor absorption spectra. As

commented in the Introduction, Förster approximated the electronic coupling as only due

to the Coulomb interaction between the transition dipole moments of the states involved in

the energy transfer:

V Cou =
µDµA

n2r3
(2)

where the subscripts D and A refer to the donor and to the acceptor chromophores, respec-

tively, separated by the distance r.  is the orientation factor, a geometrical parameter that

takes into account the relative orientation of the dipole moments µD and µA. The formula

in Eq. 2 also takes into account the screening effect of the solvent through the 1/n2 factor,

where n is the refractive index of the solvent.

The formula in Eq. 2 considerably simplifies the calculation of the coupling since the

donor and the acceptor species can be considered as separated entities, and the coupling

is computed from the unperturbed transition dipoles estimated from optical spectra of the

respective solvated dyes41. However, Eq. 2 neglects important contributions: a proper

three-dimensional account of the electron density, other quantum-mechanical interactions

like electronic exchange and correlation, and a realistic description of the solvent effect.

The first two issues can be taken into account by using quantum chemistry methods, and

the latter issue can be recovered by employing a proper solvation model. In the present

study a continuum description has been adopted by using the PCM approach. Within this

formalism, the response of the solvent is described in terms of an apparent surface charge

on the cavity that embeds the interacting species. By combining a full quantum mechanical

(QM) description of the D and A species with the PCM description of the solvent, the
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coupling can be rewritten as:11,12

V =V Cou + V PCM

=

Z
drdr0⇢†

D
(r0)

1

|r� r0|⇢A (r)

+
X

k

✓Z
dr⇢†

D
(r)

1

|r� sk|

◆
q (sk; "!, ⇢A)

(3)

where ⇢D (⇢A) is the transition density for the donor (acceptor). The first term on the right

hand side of Eq. 3 represents the generalization of the “dipole-dipole” interaction, and it

accounts for the full Coulomb interaction between the D and A transition densities. The

second term is the explicit solvent term, where the interaction is given by the electrostatic

potential generated by the donor transition density on the cavity surface (in parenthesis),

and the PCM apparent surface charges located on the discretized surface (sk positions). The

PCM charges depend on the acceptor transition density, and on the frequency dependent

dielectric constant of the medium, which in practical calculations is approximated by the

optical dielectric constant "1, i.e. the square of the index of refraction of the solvent.

Depending on which QM method is used, further terms can be added to account for exchange

and correlation effects as well as for the overlap between the two transition densities. For

allowed transitions as the ones studied here, these additional terms are negligible and the

coupling is fully determined by Coulomb plus solvent effects only. The solvent effect is

introduced through PCM within the linear response nonequilibrium regime, where the slow

component of the solvent polarization (i.e., the nuclear and collective molecular motion of

the solvent molecules) is frozen in equilibrium with the ground state. This approximation

assumes that the RET occurs at a rate faster than geometrical relaxations both for the solute

and the solvent, and it is consistent with the screening factor introduced by Förster, see Eq.

2. We refer the reader to Refs. 11,12 for more details on the evaluation of Eq. 3.

Any QM method can in principle be used to compute the transition densities in Eq. 3.

In practice, however, the size of the systems that are relevant to experimentalists poses a
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limit to the quality of the methods that can be used in the simulations. Most calculations

resort to time dependent density functional theory (TD-DFT), or to semiempirical methods

such as Zerner’s intermediate neglect of differential overlap (ZINDO)22. Highly accurate

methods like those belonging to coupled cluster theory (CC)23 are often outside the appli-

cability range. Fückel and co-workers presented previous calculations at the second-order

approximate coupled-cluster (CC2) level of theory, although limited to gas phase.42 In this

study, we present the first application of a CC method with single and double excitations

(CCSD) to study electronic coupling in gas phase and in solution. In order to use a CC

method, a slight modification to Eq. 3 must be introduced due to the non-Hermitian nature

of the CC similarity transformed Hamiltonian:

H̄ = e�T̂ ĤeT̂ (4)

where T̂ is the CC excitation operator. The non-Hermiticity of H̄ in Eq. 4 implies that

different left-hand and right-hand transition matrices are computed for each chromophore.

Therefore, each integral in Eq. 3 is computed as:

V CC

O
=

1

2

Z
drdr0

h
⇢L†
D

(r0) Ô⇢R
A
(r) +

⇣
⇢L†
A

(r0) Ô†⇢R
D
(r)

⌘⇤i
(5)

where the superscripts L and R refer to the left-hand and right-hand transition densities43,

respectively, and Ô is any of the operators in Eq. 3. For the definition of the transition

density, we use the equation of motion approach of Stanton and Bartlett26 rather than the

size intensive linear response definition44, since the former has been shown to be numerically

equivalent to the latter for systems of size comparable to those treated here, both in gas

phase and in solution34,45, and it is computationally cheaper.

A quantity that is of great interest for understanding the importance of solvation effects

on the electronic coupling, and thus on the rate of the energy transfer, is the solvent screening.
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This can be defined as21:

s =
V Cou + V PCM

V Cou
(6)

where V Cou and V PCM are the Coulomb and the explicit solvent contribution to the coupling

(first and last terms in Eq. 3); V Cou is also computed in solution. Hence, s in Eq. 6 allows

to distinguish the direct electrostatic contribution of the solvent to the electronic coupling

from its indirect contribution deriving from the polarization of the electronic density of the

chromophores.

3 Computational Details

Figure 1: Structures of the stacked and T-shaped configurations of the indole dimer.

(a) Stacked (b) T-shaped

All calculations are performed on a dimer of indole, shown in two representative orien-

tations in Figure 1. Multiple geometries of the dimer are considered, which we will call

“configurations” in the following. The dimer configurations are built starting from two iden-

tical monomers completely overlapped, and with their center of mass (COM) in the origin

of the reference system. From this initial position, one of the monomers is maintained fixed

while the other is moved. Let us call the fixed monomer 1 and the moving monomer 2. First,

monomer 2 is rigidly rotated around each axis. We chose four angles for the rotation: 0,

⇡/2, ⇡, and 3⇡/2. Obviously, angle 0 will correspond to a pure translation. After rotation,

monomer 2 is translated along one of the cartesian axis in the positive direction. We chose
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four distances for the translation of the COM of 2: 6, 8, 10, and 12 Å. The rotation plus

translation is performed for each cartesian axis. Therefore, we consider 3 ⇤ 3 ⇤ 3 + 3 = 30

different orientations for each translation distance. However, for the shortest distance, 6 Å,

several configurations put the two molecules too close to each other and must be discarded.

Thus, only 27 configurations are left at 6 Å. The geometries of the dimer at 8 Å distance are

reported in the Supporting Information. We did not perform calculation at CCSD level for

the 12 Å distance to reduce the computational burden. In fact, at this distance the coupling

for such small molecules is going to be very small, and the comparison between methods not

very informative.

The calculations are performed with the B3LYP hybrid functional, and the CCSD method

with the aug-cc-pVDZ basis set46,47. We use the symmetric version48 of the integral equation

formalism (IEF) version of PCM for the calculations in water solution. The cavity is built

by using the radii defined for the solvation model with density (SMD)49, and spheres are

added to fill out regions around the molecules not accessible to the solvent50. In the dimer

calculations, the entire dimer cavity is used during the monomer sub-calculations. We also

employ the continuous surface charge model for PCM51 in the non-equilibrium regime (" =

78.36 and "1 = n2 = 1.78). The geometry of the indole monomer is obtained at B3LYP/aug-

cc-pVDZ level, in gas and in solution. This geometry is then used in each dimer calculation

where translations and rotations are performed rigidly, as mentioned above. All calculations

are performed with a development version of the Gaussian suite of programs52.

4 Results

In this section we report the results obtained for the indole dimer in the different configu-

rations described in Section 3. For each configuration, two ⇡ ! ⇡⇤ states are considered:

La and Lb, which are involved in the intrinsic fluorescence of proteins, as well as in FRET

studies involving tryptophan38–40. The calculated and available experimental data for the
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two states of the monomer in gas phase and in solution is reported in Table 1. Table 2

reports energy and property differences between the La and Lb states in gas phase, and sol-

vatochromic shifts for the La state. The tables include the excitation energy “!”, the dipole

strength “D”, which is the length of the electric transition dipole moment squared, and the

oscillator strength “f”, which is proportional to the probability of absorption towards that

state, and is related to the excitation energy and dipole strength through the formula:

f =
2

3
!D (7)

The excitations are reported in the order they appear in the experimental spectrum:53–57 the

Lb state at lower energy and with a smaller oscillator strength, and the La state at higher

energy with a larger oscillator strength. La has a partial charge transfer character from the

six-member ring towards the N center. Lb does not have the same charge transfer character,

but the transition dipole is still oriented from the six-member to the five-member ring.

This state does have, however, a charge-transfer character (and larger oscillator strength) in

tryptophan due to the polar amino-acid chain connected to the indole ring. The transition

dipoles from B3LYP in gas phase are depicted in Figure 2, and they are qualitatively similar

for both methods in both environments.

Table 1: Experimental53–56 and theoretical excitation energies (! in eV), dipole strengths (D
in a.u.), and oscillator strengths (f) for La and Lb transitions of the indole monomer in gas
phase and in solution.

Gas Water
Exp. B3LYP CCSD Exp. B3LYP CCSD

Lb

! 4.37 4.86 4.87 – 4.85 4.87
D 0.19 0.29 0.24 – 0.39 0.32
f 0.02 0.04 0.03 – 0.05 0.04

La

! 4.88 4.70 5.27 4.59 4.62 5.15
D 1.09 0.63 0.79 – 0.89 1.07
f 0.13 0.07 0.10 – 0.10 0.14

The data in Table 1 shows that B3LYP and CCSD are in good agreement with each other

for the Lb state in gas phase, although they overestimate the experimental result by 0.5 eV.
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Table 2: Experimental and theoretical shifts of the monomer transition properties. �Gas

a�b
:

gas phase difference between La and Lb states; �Gas�Water

a
: solvatochromic shift for the La

state.

�Gas

a�b
�Gas�Water

a

Exp. B3LYP CCSD Exp. B3LYP CCSD

Lb

! 0.51 -0.16 0.40 0.29 0.08 0.12
D 0.90 0.34 0.55 – 0.26 0.28
f 0.11 0.03 0.07 – 0.03 0.04

Figure 2: Transition dipoles for the La (red) and Lb (blue) states.

This discrepancy may be due to limitations in the basis set, level of electron correlation, lack

of vibronic corrections, and possible experimental errors. Recent results using the algebraic

diagrammatic construction (ADC) scheme of the polarization propagator method56 on indole

showed that passing from second to third order the excitation energy for the Lb state decreases

by about 0.2 eV, thus towards the experimental data. The effect of the solvent is minimal

on this transition. For the La state, on the other hand, B3LYP largely underestimates the

excitation energy, predicting this state to be below the Lb state. CCSD predicts the correct

order of the states. The fact that B3LYP provides a value of excitation energy closer to

experiment than CCSD (see Table 1) is fortuitous since the data in Table 2 shows the wrong

trend for B3LYP. As for the oscillator strength, the agreement of CCSD with experiment is

considerably better than B3LYP both in terms of absolute values and trends. Experimental

data in water is only available for the La transition energy. The data in Table 1 shows
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a better agreement of B3LYP with experiment than CCSD. However, the solvatochromic

shift in Table 2 shows that CCSD recovers more of the polarization due to the solvent

than B3LYP. In both cases, the shift is considerably smaller than the experimental one, but

the trend is correct. This is likely due to the difficulties of continuum solvation models in

describing explicit solute-solvent interactions accurately. Nonetheless, PCM provides the

correct trend at a moderate computational cost. Additionally, PCM provided screening

effects in calculations of energy transfer coupling compared similar to explicit polarizable

solvation models58 and subsystem TD-DFT methods59.

4.1 Electronic Coupling

As shown in Eq. 1 the RET rate is fully determined by the J parameter, which depends on

the spectral properties of the two interacting species, and the square of the coupling, which

instead is a measure of their interaction. Here we present an analysis of the latter term, and

its dependence on the geometry of the dimer as well on the solvent effect as provided by

B3LYP and CCSD.

Figure 3 reports the change of V 2 as a function of distance between the indole molecules

averaged over all the configurations considered. We computed the four possible couplings

between the La and Lb transitions with B3LYP and CCSD in gas phase and in solution. The

trend across transitions is similar between levels of theory: the La-La coupling is the strongest

as one would expect from the value of the dipole strength for this transition (see Table 1).

The Lb-Lb coupling is weaker, also in agreement with the dipole strength data in Table 1.

The cross couplings La-Lb and Lb-La are not the same because we chose translations of the

centers of mass of the dimer only in the first octant of the Cartesian space. Their values

are in between the La-La and Lb-Lb for CCSD, but not for B3LYP. For the latter, the La-Lb

coupling is smaller than the Lb-Lb coupling, indicating that the orientation of the transition

densities is less favorable for the interaction at this level of theory. The solvent effect is

small for a balancing between the solvent screening, which tends to decrease the coupling,
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Figure 3: V 2 in (cm�1)2 for the indole dimer at various COM distances (Å) averaged over
the various orientations.

and the larger values of the dipole strengths in solution, which tends to increase the coupling.

The results in Figure 3 clearly show that B3LYP underestimates V 2
a�a

by a factor of about

2, and overestimates V 2
b�b

by a similar factor compared to CCSD. This is qualitatively in

agreement with the trends of dipole strengths in Table 1. However, the Lb-Lb overestimation

is larger than one would expect by only considering the difference in dipole strength between

B3LYP and CCSD shown in Table 1. In the Lb-La coupling, the La state dominates so that

CCSD provides larger values of the coupling compared to B3LYP, although the difference

is considerably smaller than in the La-La case. For the La-Lb coupling, on the other hand,

the La and Lb effects compensate and the two methods provide very similar results, with the
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B3LYP values slightly larger than those from CCSD.

Figure 4: V 2 in (cm�1)2 for the La and Lb states of the indole dimer at various COM distances
(Å) for the stacked configuration.

In order to avoid the complications of partial conformational sampling, we also report

plots of V 2 for two specific configurations: stacked, and T-shaped. Pictures of this config-

urations are shown in Figure 1. There are multiple ways to define stacked and T-shaped

configurations (rotating around the z axis for the stacked, and around the x axis for the

T-shaped in Figure 1), but we simply choose two as representative examples. The coupling

for the stacked configuration is shown in Figure 4. The overall magnitude of the coupling

for this configuration is smaller than for the average case. However, the trends between

methods for V 2
a�a

and V 2
b�b

are similar: B3LYP underestimates CCSD for the former, and
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overestimates it for the latter. The cross coupling is exactly the same for the La-Lb and Lb-La

cases because of the symmetry of this configuration. Figure 4 shows that the cross coupling

is basically negligible for CCSD, indicating that the orientation of the transition density is

not favorable for energy transfer in this configuration. B3LYP shows a significant value for

the cross coupling compared to CCSD, but still an order of magnitude smaller than the av-

erage case. The effect of solvation is considerably larger than for the average case, which can

be explained considering that in the stacked configuration there is “more solvent” between

the two indoles as they face each other from the flat side. The solvent effect is larger for

CCSD than for B3LYP for the La-La coupling, while it is the opposite for the Lb-Lb coupling,

which is consistent with the values of the dipole strengths for the two transitions and the

two methods shown in Table 1: a larger value of the transition dipole corresponds to a larger

solvation effect in a polar solvent like water.

The results for the T-shaped configuration are reported in Figure 5. The values of the

coupling are much smaller than the average values, with V 2 < 1000 (cm�1)2 even for the

La-La combination. This result can be explained in terms of the Förster model. In fact, the

transition dipoles are almost orthogonal between the monomers for both states since they

reside on the molecular plane, see Figure 2. The La-Lb and Lb-La couplings are not the same

for this configuration because the orientation of the transition dipoles is not equivalent. In

the Lb-La case, the coupling goes to zero very rapidly already at 8 Å. For the La-Lb case, the

coupling with B3LYP is rather small at every distance. Contrary to previous cases, B3LYP

underestimates the coupling for all states. The solvent effect is opposite compared to the

previous cases, and this is more evident at the shortest distance (6 Å). This is likely due to

the shape of the PCM cavity in the region of shortest distance between the monomers. At

longer distances, the solvent effect is small.
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Figure 5: V 2 in (cm�1)2 for the La and Lb states of the indole dimer at various COM distances
(Å) for the T-shaped configuration.

4.2 Distance Decay Rate

An interesting analysis is obtained by fitting the data of the rate as a function of distance.

According to Förster theory, the decay of the transfer rate should be proportional to r�6,

where r is the distance between the donor and the acceptor. To check the validity of this

approximation, we fit the data of the QM V 2 to a power function: Ax�B, where A and B

are the parameters of the fitting. The optimal data obtained from the average V 2 for the

exponent B is reported in Table 3.

The decay for the gas phase is slower than in Förster theory for the La-La and La-Lb case,

around the 5th and 4th power, respectively, for both levels of theory. The decay follows the
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Table 3: Exponent B for the power decay fitting of the average V 2.

Gas Water
B3LYP CCSD B3LYP CCSD

La-La 5.3 5.0 5.6 5.7
La-Lb 4.2 4.4 5.0 5.1
Lb-La 5.4 6.3 6.3 7.2
Lb-Lb 5.5 6.1 6.7 7.0

6th power law for the other two couplings at CCSD level, but it is somewhat still slower

with B3LYP (around 5.5). In solution, the decay rate is faster across the board. It is close

to the 6th power for the La-La coupling with both methods, and it is around the 5th power

for the La-Lb coupling. The decay is faster than the 6th power for the other two couplings,

and it is close to the 7th power for the Lb-Lb coupling for B3LYP, and at or above the 7th

power for CCSD and the Lb-La and Lb-Lb couplings.

Table 4: Exponent B for the power decay fitting of V 2 for the stacked and T-shaped config-
urations. The empty spots are for coupling values that are too small for the fitting.

Gas Water
B3LYP CCSD B3LYP CCSD

Stacked
La-La 5.8 5.8 5.8 5.8
La-Lb 5.2 3.8 4.9 3.5
Lb-La 5.2 3.8 4.9 3.5
Lb-Lb 5.7 6.0 5.8 6.1

T-shaped
La-La 3.8 4.6 4.6 5.1
La-Lb 3.6 3.9 1.9 4.0
Lb-La - - - -
Lb-Lb - - - -

The fitting data for the stacked and T-shaped configurations is reported in Table 4.

Starting from the stacked configuration, the results in the table show an almost perfect 6th

order decay for the La-La and Lb-Lb couplings with B3LYP and CCSD (slightly faster for

the latter method). The solvent seems not to influence the decay rate. The situation is

different for the cross coupling: the decay rate is closer to the 5th power for B3LYP, both

in gas phase and in solution (slightly slower in the latter medium). The results for CCSD
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show a much slower decay, of the order of 3.8 in gas and 3.5 in solution. However, here the

fitting may be less reliable due to the overall small magnitude of the coupling as shown in

Figure 4. For the T-shaped configuration, we first notice that no fitting was possible for the

Lb-La and Lb-Lb couplings due to their small magnitude. The decay for the La-La coupling

is around the 4th power for B3LYP in gas phase, and 4.6 in solution. The decay is overall

faster with CCSD, closer to the 5th power in gas and in solution. For the La-Lb coupling,

the decay is of the order of the 4th power for all methods and media, except for B3LYP in

water where the value of the fitting is clearly unreliable. The overall slower decay rates for

this configuration are due to the fact that the effective distance of the transition densities

is smaller than for the stacked configuration, and the approximations of the Förster regime

are less applicable.

4.3 Solvent Screening

The results for the solvent screening computed as in Eq. 6 are compared to those obtained

with the simple screening factor suggested by Förster in Eq. 2 sF = 1/n2 = 0.56 and with

the screening factor derived from Onsager’s model of solvation sO = 3/(2n2 + 1) = 0.66

(the numerical values refer to water as solvent). It is important to note that, in both these

simplified models, the solvent screening is constant independently from the distance and

orientation between the donor and the acceptor as well as from the electronic transitions

involved.

Figure 6 reports the solvent screening averaged over all the configurations considered. The

top plot reports the B3LYP results, and the bottom the CCSD results. A visual comparison

between the two plots shows that the B3LYP trends are rather irregular, and they do not

yet converge to a single value even at the longest distance. The CCSD results, on the other

hand, start rather differently with the La-La and La-Lb screening clustered together as well

as the Lb-Lb and Lb-La screening. However, the CCSD results soon converge to a similar

value that reaches a plateau around 0.66-0.67, in good agreement with the Onsager result.
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Figure 6: Solvent screening (s) averaged over all configurations as a function of the distance
between the monomers. Top panel: B3LYP; bottom panel: CCSD.

Such agreement is reasonable since indole is a small chromophore, and the PCM solvation

resembles that obtained with the Onsager model at larger distances.

The screening computed for the stacked configuration is shown in Figure 7 where the top

plot is still for B3LYP and the bottom for CCSD. In both cases, the screening for the Lb-La

case is not reliable since the values of the coupling for the transfer are rather small. The

same is for the La-Lb coupling with CCSD. For the La-La and Lb-Lb couplings the trends are

similar to the average case: a slightly larger screening is found at smaller distances, which

reaches a plateau at longer distances. For B3LYP, the screening does not converge to the

same value. The screening computed with CCSD, on the other hand, converges to a value

of 0.68 very quickly.
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Figure 7: Solvent screening (s) for the stacked configuration as a function of the distance
between the monomers. Top panel: B3LYP; bottom panel: CCSD.

The screening for the T-shaped configuration is reported in Figure 8. In this case, the

curve for the Lb-La coupling is not reported since it is completely unreliable due to very small

values of the coupling that make the formula for the solvent screening numerically unstable.

For all the other cases, the trends are very similar to what found previously. The B3LYP

data (top panel in the figure) are more scattered even at larger distances (s varies from 0.68

to 0.71). Conversely, the screening computed with CCSD converges rapidly to a value of

0.69-0.70 for all the energy transfers.
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Figure 8: Solvent screening (s) for the T-shaped configuration as a function of the distance
between the monomers. Top panel: B3LYP; bottom panel: CCSD.

5 Discussion and Conclusions

In this work, we present the implementation and the first calculations of electronic couplings

at CCSD level of theory in gas phase and in solution. We apply this method to an important

model system: the dimer of indole. Indole represents the main chromophoric moiety of tryp-

tophan, an amino acid widely used as fluorescence probe in RET studies and responsible for

the intrinsic fluorescence of proteins, which often involves transfers among tryptophans prior

to emission. We compare this high level of theory with an approximate density functional,

B3LYP, which still is one of the most popular methods in quantum chemical calculations.

We include rather short distances between the chromophores in our test set to maximize the

coupling and explore the differences between levels of theory. We report results obtained
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from averaging of multiple relative orientations between the chromophores at various dis-

tances. We also isolate two specific configurations shown in Figure 1, stacked and T-shaped,

to examine trends without the bias of an incomplete sampling in the averaged data set.

We consider the two excited states, La and Lb, mainly responsible for the fluorescent

properties of tryptophan, for a total of four possible couplings. Our calculations show that

B3LYP underestimates the coupling between the La state of the indole molecules, which is

the charge transfer state, compared to CCSD. The underestimation is consistent with the

smaller magnitude of the electric transition dipole, shown as dipole strength in Table 1.

In turn, the smaller value of dipole and oscillator strength compared to CCSD is consistent

with the over-delocalization of the electronic density typical of global GGA functionals, which

reduces the charge transfer character of this state. On the other hand, B3LYP overestimates

the Lb-Lb coupling compared to CCSD, again consistently with the relative magnitude of

the dipole strength. However, the overestimation is larger than one would have expected

by considerations of the dipole strength magnitude alone. Interestingly, the ratio between

B3LYP and CCSD results for the average values of V 2 in the La-La and Lb-Lb cases is 2

and 0.5, respectively. The difference between the two levels of theory for the cross couplings

varies between the average case, and the two selected configurations, with B3LYP either

under or overestimating the CCSD results.

The decay rate is usually close to the 6th power law of Förster theory, although it is

slower in cases like La-La and La-Lb after average over the various configurations, where it is

between the 4th and 5th power. The other different case is for the T-shaped configuration

where the distances considered put the two systems close enough to show a considerable

deviation from the Förster model, with values for the fitting of the order of 3.6-5.1. The

difference between the methods is not large except for some cases like Lb-La, where there

is an order of magnitude difference. In general, CCSD predicts slightly faster decays than

B3LYP.

The role of solvation is consistent across levels of theory. The solvent tends to reduce
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the value of the coupling for the configuration average and for the stacked configuration,

while it shows the opposite behavior for the T-shaped configuration. The solvent effect is

considerably smaller for the averaged results than for the individual configurations, indicating

that the shift is in opposite directions for the various configurations so that it compensates

during the averaging. The analysis of the solvent screening allows to separate the direct

effect of the solvent from the effect of polarization of the wave function. The results, shown

in Figures 6-8, indicate a smooth convergence of the CCSD results with the distance towards

a value which is very close to that predicted by the Onsager model. This limit value for

the solvent screening is reasonable since the PCM cavity of such small molecules can be

approximated as a sphere at large distances, exactly as done in the Onsager model. The

B3LYP results, on the other hand, show a much less smooth convergence.

Although approximate QM methods are often the only choice when large molecular or

supramolecular systems are considered, it is important to know how reliable they are for a

meaningful comparison with experiments. The method presented in this work provides a

useful tool for benchmarking approximate levels of theory in the evaluation of the electronic

coupling between a donor and an acceptor chromophore. This is important, for instance,

for states with partial charge-transfer character where the effect of the environment is large,

and TD-DFT methods have difficulties. Indeed, a correct assignment of the relative position

of La and Lb states is important in order to identify the emitting state in tryptophan.60

Future development will involve extending the present methodology to the mixed polarizable

QM/MM methodology we have recently presented to study energy transfer phenomena in

heterogeneous biological environments.19
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