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Abstract 

Venous Thrombosis (VT) is a frequent complex disease that involves a disruption of the 

balance of the hemostatic system. It is a highly heritable disorder in which de known 

genetic causes only account 15% of genetic susceptibility. microRNAs (miRNAs) are 

small non-coding RNAs that regulate gene expression. The relevance of miRNAs in 

human diseases is due both to their pathogenic function through the regulation of gene 

expression, and to their possible use as clinical tools. In this regard, promising findings 

in other complex diseases encourage their use as clinical biomarkers. However, up to 

now, the implication of miRNAs in VT has not been studied in-depth. 

The main objective of this Thesis was to study the regulatory mechanisms of the gene 

expression through miRNAs in VT. Therefore, the first specific objective was to identify 

a plasma miRNA profile associated with VT and to analyze its suitability as biomarker. 

The second aim was, given the function of miRNAs as regulators of the gene expression, 

to dissect the interactions between biological layers in the biological context of VT. 

Finally, in order to help the translation of miRNAs into the clinic landscape, the third 

objective was to identify factors affecting either expression or quantification of miRNAs 

in plasma. 

In the first article, the differential expression of miRNAs in plasma was analyzed in the 

‘Genetic Analysis of Idiopathic Thrombophilia’ 2 (GAIT-2) Project, which involves 935 

individuals belonging to 35 extended Spanish families with idiopathic thrombophilia. 

First, we conducted a discovery phase, in which 752 miRNAs were measured in plasma 

by quantitative Polymerase Chain Reaction in 104 individuals of GAIT-2 (52 VT cases 

and 52 controls). Sixteen miRNAs were selected: nine associated with VT and seven with 

clinical VT phenotypes of interest. Therefore, the validation phase included 16 miRNAs, 
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which were measured in the entire GAIT-2 (n=935). Four of the miRNAs were 

significantly associated with VT (false discovery rate <0.1): hsa-miR-885-5p, hsa-miR-

126-3p, hsa-miR-192-5p and hsa-miR-194-5p. All the four miRNAs returned significant 

odds ratio for VT, in the range 1.3-2.12. The discriminatory ability of the profile including 

the four miRNAs, age and sex retuned an area under the curve (AUC) of 0.7. In addition, 

significant correlations were found between the miRNAs and clinical VT phenotypes, 

such as thrombin generation. Finally, we found that the four miRNAs had predicted or 

validated target genes in the clotting cascade pathway.  

In the second article, the four miRNAs identified above were integrated with the gene 

expression levels of 260 genes of the blood coagulation pathway and 14 clinical VT 

phenotypes. 51 VT cases and 51 controls of the GAIT-2 Project were included. Feature 

selection was conducted by the building of linear models for VT discrimination, which 

were then optimized using penalized regression. We obtained three models with AUC 

>0.7. The first model (VT ~ GATA2 + von Willebrand Factor) showed that the expression 

of GATA2 in blood was inversely correlated with the blood levels of von Willebrand 

Factor, and that the disruption of this relationship represents a prothrombotic phenotype. 

The second model (VT ~ Factor IX, ANXA2 + ENTPD1 + ILK + PDPK1 + PRKAR1A + 

STXBP3 +hsa-miR-885-5p + hsa-miR-192-5p) represented an interaction between the 

fibrinolytic system and platelet activation through the αIIbβ3 signaling pathway, as a 

mechanism underlying VT. The third model (VT ~CSRP1+ LYN + hsa-miR-192-5p+ hsa-

miR-885-5p) revealed the interaction between two group of genes involved in platelet 

activation, correlated with Protein S,  and two miRNAs, in the biological context of VT. 

In the third article, we used the miRNA expression data of the discovery phase (103 

miRNAs in 104 subjects) to analyze the effect of biological and technical factors in their 

expression and/or quantification. First, we found that, while all the sample were in the 
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safe range of hemolysis, the hemolysis marker represented ~10% of the shared variability 

of miRNA expression. Therefore, using this value as a continuous covariate, beyond as a 

categorical control, could help to increase consistency across miRNA studies. Second, we 

found that the expression of miRNAs in plasma was not biased by any blood cell count 

and that the expression levels of miRNAs synthetized in a specific blood cell are not a 

mere mirror of its corresponding cell count. Then, we identified 1,323 genetic variants 

associated with the expression of 16 miRNA genes, that represent 158 independent loci. 

Finally, we found that these loci were enriched in promoter regions from several tissues, 

though not in blood tissue. This finding is in agreement with the results regarding blood 

cell counts, and encourages the role of circulating miRNAs as biomarkers of tissue 

specific conditions. 

In conclusion, the results on this Thesis have allow to identify a miRNA profile which 

expression in plasma is associated with VT, and to prove its suitability as biomarker for 

VT risk assessment. In addition, we have identified interactions between gene expression 

levels, clinical VT phenotypes and miRNAs underlying the disease and thus, we have 

shed light on the biological signature of VT. Finally, we have identified technical factors 

affecting the quantification of miRNAs in plasma and genetic variants associated with 

their expression. 
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Resumen 

La trombosis venosa (VT) es una enfermedad de alta prevalencia que implica un 

desequilibrio en el sistema hemostático. Se trata de una enfermedad compleja con alta 

heredabilidad, en la que las variantes genéticas de riesgo conocidas apenas explican el 

15% de la susceptibilidad genética. Los microRNAs (miRNAs) son moléculas de RNA 

no codificante que regulan la expresión génica. La relevancia de los miRNAs en las 

enfermedades humanas reside tanto en su papel patogénico mediante la regulación de la 

expresión génica, como en su potencial uso clínico. En este sentido, hallazgos 

prometedores en otras patologías alientan el uso de los miRNAs como biomarcadores. 

Sin embargo, la implicación de los miRNAs en la VT no se ha estudiado en profundidad 

todavía.  

El objetivo de esta Tesis fue estudiar los mecanismos de regulación de la expresión génica 

mediante miRNAs en la VT. Para ello, el primer objetivo fue identificar un perfil de 

expresión plasmática de miRNAs asociado a la VT y explorar su utilidad como 

biomarcador. El segundo, basándonos en la función de los miRNAs como reguladores de 

la expresión génica, estudiar las interacciones entre distintas capas biológicas en el 

contexto de la VT. Por último, para favorecer la inclusión de los miRNAs en el ámbito 

clínico, identificar factores que afecten a la expresión y/o cuantificación de miRNAs en 

plasma. 

En el primer artículo, se explora la expresión diferencial de miRNAs en VT utilizando la 

población del proyecto ‘Genetic Analysis of Idiopathic Thrombophilia’ 2 (GAIT-2), 

compuesta por 935 individuos de 35 familias extensas españolas con trombosis idiopática. 

El diseño experimental implicó una fase de descubrimiento en la que 752 miRNAs se 

cuantificaron, por reacción en cadena de la polimerasa cuantitativa, en plasma de 104 
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individuos del GAIT2 (52 casos y 52 controles). Se seleccionaron 16 miRNAs (nueve 

asociados con la enfermedad y siete asociados con fenotipos clínicos de interés) para la 

fase de validación, en la que se cuantificaron en toda la población GAIT-2 (n=935). 

Cuatro de los miRNAs se asociaron significativamente con la enfermedad (false 

discovery rate <0.1): hsa-miR-885-5p, hsa-miR-126-3p, hsa-miR-192-5p y hsa-miR-194-

5p. Las odds ratio respecto a VT fueron significativas para los cuatro miRNAs, en el 

rango 1.3-2.12. La capacidad discriminatoria del perfil de los cuatro miRNAs, edad y 

sexo, alcanzó un área bajo la curva (AUC) de 0.77. Además, se identificaron correlaciones 

significativas con fenotipos clínicos de VT, como la generación de trombina. Por último, 

encontramos que los cuatro miRNAs tienen como posibles dianas genes de la cascada de 

la coagulación. 

El segundo artículo supone la integración de los cuatro miRNAs identificados con los 

niveles de expresión en sangre de 260 genes de la vía de la coagulación y con 14 fenotipos 

clínicos de VT. Se incluyeron 51 casos de VT y 51 controles del GAIT-2 y se llevó a cabo 

la selección de variables mediante la construcción de modelos lineales para la 

discriminación de VT, y su optimización mediante regresión penalizada. Obtuvimos tres 

modelos con AUC >07. De la interpretación del primer modelo (VT ~ GATA2 + Factor 

von Willebrand), se desprende que los niveles de expresión de GATA2 están inversamente 

correlacionados con los niveles de Factor von Willebrand y que la disrupción de dicha 

relación representa un fenotipo protrombótico. El segundo modelo (VT ~ Factor IX, 

ANXA2 + ENTPD1 + ILK + PDPK1 + PRKAR1A + STXBP3 +hsa-miR-885-5p + hsa-

miR-192-5p) pone de manifiesto la interacción entre el sistema fibrinolítico y la 

activación plaquetaria mediante la vía de señalización αIIbβ3, como mecanismo 

subyacente a la VT. El último modelo (VT ~CSRP1+ LYN + hsa-miR-192-5p+ hsa-miR-

885-5p) identifica dos grupos de genes implicados en la activación plaquetaria, 
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correlacionados con la Proteína S, que junto a dos miRNAs representan un perfil 

biológico característico de VT.  

En el tercer artículo, utilizando los datos de la fase de descubrimiento (103 miRNAs en 

104 sujetos), se analiza el efecto de variables biológicas y técnicas en la expresión de 

miRNAs en plasma. Primero, identificamos que aun cuando todas las muestras estaban 

dentro del rango seguro de hemólisis, el marcador de hemólisis representó un 10% de la 

variabilidad común de la expresión de miRNAs. Por lo tanto, usar dicho marcador como 

covariable continua además de como control categórico, podría ayudar a mejorar la 

concordancia entre estudios. Segundo, de nuestros datos se desprende que los conteos 

celulares no sesgan sistemáticamente la expresión de miRNAs en plasma y que los niveles 

de expresión de miRNAs sintetizados en un determinado tipo celular no son un mero 

reflejo del conteo celular correspondiente. A continuación, identificamos 1,323 variantes 

genéticas asociadas con la expresión de 16 genes de miRNAs, que suponen 158 loci 

independientes. Por último, identificamos que dichos loci están significativamente 

enriquecidos en regiones promotoras de diversos tejidos, pero no de sangre. Este hallazgo, 

en línea con los resultados de conteos celulares, alientan el uso de los miRNAs circulantes 

como biomarcadores de condiciones específicas de tejido.  

Como conclusión, el trabajo realizado en esta Tesis ha permitido identificar un perfil de 

miRNAs cuya expresión en plasma está asociada con la VT y hemos demostrado que 

dicho perfil puede ser utilizado como biomarcador para el riesgo de VT. A su vez, hemos 

identificado interacciones entre niveles de expresión génica, fenotipos clínicos y miRNAs 

subyacentes a la VT, arrojando así luz sobre la firma biológica de la VT. Por último, 

hemos identificado factores técnicos que causan variabilidad en la cuantificación de 

miRNAs en plasma y variantes genéticas que regulan su expresión.
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1. Venous Thromboembolic Disease 

1.1. Definition and epidemiology 

Venous thromboembolism or venous thrombosis (VT) is a complex disease that involves 

two different clinical manifestations: deep vein thrombosis (DVT) and pulmonary 

embolism (PE). DVT occurs when a blood clot (i.e., a thrombi) is formed in a deep vein, 

usually in large veins of legs or pelvis. PE happens when the blood clot breaks, moves 

into the lung vessels through the bloodstream and leads to a blockage of the lung artery 

[1].  

In general population, VT incidence rate for the first-event is estimated in ~1.4 per 1,000 

person-years, with DVT as the most frequent presentation [2]. The recurrence rate is about 

30% at 10 years [3]. The main factor that affects the incidence is the age, with a higher 

risk in the older age [2]. Moreover, the risk, and therefore the incidence, increases 

dramatically in some patient cohorts; for example, cancer patients have 7-fold risk of VT 

[4] and hospitalized patients have >100-fold risk [5]. 

The mortality rate of VT is estimated around 10-30% within one month, mostly due to 

PE [2,6]. It should be noted that VT is the leading cause of preventable in-hospital 

mortality [7]. Regarding morbidity, beyond the risk of recurrence, suffering a thrombotic 

event implies, in 20-50% of the cases, the development of post-thrombotic syndrome [8], 

which includes a range of symptoms such as swelling, edema, or ulceration. Finally, VT 

supposes a significant economic burden for health systems. It is difficult to estimate a 

cost due to the recurrence, the misdiagnosis and because it is frequently related to other 

diseases. As a representative example, it is estimated that the cost of direct treatment of a 

primary VT event ranges between $10,000-16,000 per patient [9], while the 5-years cost 

increases in 1.5 fold in major surgery patients compared to those that did not develop VT 
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($55,956 vs. $32,718) [10]. Overall, in the United States, the total economic impact in the 

health system of VT is estimated in a range of $7-10 billion per year [11]. 

1.2. Etiology and biology: Hemostasis and coagulation 

The term ‘hemostasis’ refers to the biological processes through which the body 

maintains a normal blood flow. In this way, the hemostatic system attempts to reach a 

proper balance between bleeding due to a hypocoagulable state, and thrombosis due to a 

hypercoagulable state [12]. The hemostatic system involves three different processes that 

could be explained as three sequential phases: primary hemostasis, secondary hemostasis 

and fibrinolysis. Primary hemostasis is the immediate response to a vessel injury to form 

a platelet plug at the site of injury. Secondary hemostasis implies the activation of the 

coagulation cascade to produce a cross-linked fibrin clot to stabilize the platelet plug. 

Finally, the fibrinolytic system breaks the fibrin clot and promotes tissue repair [13,14].  

An injury in the vessel exposes the subendothelial matrix, which contains ligands for 

platelets, such as collagen or von Willebrand Factor (vWF). The formation of the platelet 

plug begins because platelets bind those exposed ligands (platelet adhesion). This binding 

promotes the activation of platelets, which release compounds that trigger their 

aggregation and the activation of the coagulation cascade [15]. The coagulation cascade 

(Figure 1) implies the sequential activation of the proteins involved, the coagulation 

factors. The coagulation factors are mainly serine proteases that circulate in an inactive 

form (zymogens). The activated form is usually represented by the name of the protein 

followed by ‘a’ (e.g., protein coagulation factor VII [FVII] activated is FVIIa) [16]. As 

shown in Figure 1, the initiation of the coagulation cascade is divided in two main 

pathways: intrinsic and extrinsic. The intrinsic pathway is activated by blood components 

with negative charge released due to the vessel injury, such as collagen or platelet 



 Venous Thromboembolic Disease 

5 

components. Then, FXII, FXI and FIX are sequentially activated. FIXa forms a complex 

with FVIIIa (FVIII circulates associated with vWF and is usually activated by thrombin.) 

[16,17]. In the extrinsic pathway, the tissue factor (TF) exposed by subendothelial cells 

activates FVII [18]. Both intrinsic and extrinsic pathways are followed by the ‘common’ 

pathway. It starts with FX, which can be activated by FIXa + FVIIIa complex from the 

intrinsic path or by FVIIa + TF from the extrinsic path. FXa joins other cellular 

components, including FVa, to conform the prothrombinase complex. This complex 

converts FII (prothrombin) to FIIa (thrombin). Thrombin cleaves the fibrinogen into 

fibrin and activates FXIII, which crosslinks fibrin polymers in the platelet plug to conform 

a stable fibrin clot [13]. Finally, in the third step, the fibrinolytic system breaks this stable 

clot. First, tissue plasminogen activator (t-PA) or urokinase plasminogen activator (u-

PA), activate plasminogen into plasmin. Then, plasmin digests the crosslinked fibrin 

chains and releases degradation products and D-Dimer [13,19]. 

This schematic and simplified explanation of the hemostatic system reflects the 

complexity of this pathway, in which not only a large number of molecules are involved, 

but also the three phases are (and need to be) strongly coordinated. When we define VT 

as a disorder, we are talking about a disruption of the balance of the hemostatic system 

that leads to a prothrombic (hypercoagulable) state and consequently, to an increased risk 

of suffering a thrombotic episode. 
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Figure 1: The clotting cascade. Schematic representation of the main steps of the clotting 

cascade. The extrinsic pathway is triggered by FXII activation, primarily due to negatively 

charged blood components released from either platelets or vessels after a vessel injury. The 

extrinsic pathway begins with the activation of FVII by TF, usually exposed by subendothelial 

cells, although platelets and other cells can also express TF. Both paths converge on the common 

pathway, which starts with the activation of FX and leads to form a stable fibrin clot. 
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1.3. Risk factors  

VT is a complex (i.e., multifactorial) disease and therefore, the risk factors that predispose 

one to its development are both, genetic and environmental, as well as their interaction.  

Table 1 summarizes the most stablished environmental risk factors [20–22], grouped into 

risk categories. Briefly, some of the environmental risk factors correspond to transient 

condition (e.g., pregnancy or immobilization), while other could be considered 

continuous (e.g., smoking or obesity). Also, they could be classified into modifiable or 

non-modifiable. As shown in Table 1, some of them are hospitalized-related situations, 

such as immobilization, bed rest or surgery. These risk factors justify the relevance of VT 

not only as an own disease, but also as a common complication for a range of health 

problems. 

Regarding the genetic component, the heritability of VT is estimated between 50-60% 

[23–26]. The heritability is defined as the variability on the risk to suffer VT that become 

determined by the genetic component. Consequently, a range of genetic variants have 

been associated with VT and related to a considerable increase in the risk of VT. Table 2 

summarizes the main genetic factors identified and their odds ratio (OR) for VT [27,28]. 

The most relevant examples are FV-Leiden, the prothrombin mutation G20210A, and the 

ABO blood group.  

Table 1: Main environmental risk factors for VT. Classification attending to the odds ratio 

(OR) into risk: high (OR >10), medium (OR 2-9) and low (OR <2). Selection of the risk factors 

considered in Ref. [20–22]. 

 

High Medium Low 

Immobilization Oral contraception Age 

Surgery Cancer Smoking 

 Pregnancy Obesity 

 Previous VT Bed rest 
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FV-Leiden [29] is the common name for the rs6025, located in the F5 gene. This single 

nucleotide polymorphism (SNP) encodes a change from arginine to glutamine in the 

sequence of FV. Activated Protein C, an anticoagulant factor, cannot inactivate FV 

without this amino acid. This lack of response to the action of Protein C is named 

Activated Protein C Resistance (APCR), which is an independent risk factor for VT. 

Thus, the FV-Leiden mutation is associated with an increased risk of VT through an 

increase in APCR. As shown in Table 2, whereas it is not a frequent mutation, the risk 

for the carriers of the risk allele is high, especially in homozygotes. On the other hand, 

the mutation G20210A in the prothrombin gene (F2 gene, rs1799963), implies also a high 

VT risk [30]. This mutation leads to an overactive F2 gene, which produces more 

prothrombin and consequently, more thrombin. Therefore, it causes a hypercoagulable 

state because of the elevated prothrombin levels. Finally, the ABO group locus [31]: A 

and B alleles (and mainly, the A1 allele) are associated with increased levels of vWF. 

Given that vWF is a protective factor for circulant FVIII, the concentration of both of 

them (vWF and FVIII) are increased in non-O blood group individuals, whom therefore 

have a greater risk of VT. 

Table 2: Main genetic variants associated with the risk of VT. Selection of the genetic variants 

and their associated frequencies and odds ratio (OR) from Ref. [27,28].  

Locus SNP Frequency a OR 

AB0 rs9411377 0.24 1.68 

 rs2519093 0.31 1.36 

F5 rs6025 (FV-Leiden) 0.05 3 

F11 rs2036914 0.52 1.35 

F2 rs1799963 0.02 2.50 

TSPAN15 rs78707713 0.87 1.34 

FGG rs2066865 0.25 1.47 

PROCR rs867186 0.07 1.22 

SLC44A2 rs2288904 0.78 1.12 

 SNP= single nucleotide polymorphism, OR= odds ratio, a Frequency of 

the effect allele.  
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Moreover, the interaction between environmental and genetic risk factors should be 

considered. For example, a study in a cohort of women [32] discovered that, while the 

risk of VT increased 4-fold in oral contraceptive users and 8-fold in FV-Leiden carriers, 

the risk of VT in users of oral contraceptives who were carriers of the FV-Leiden mutation 

increased 30-fold. 

However, it is estimated that around 20% of the VT events are not related to any known 

risk factor and thus, are considered idiopathic [3]. Moreover, the known genetic variants 

only explain around 15% [33] of the genetic susceptibility to VT. This gap of knowledge 

is commonly referred to as ‘missing heritability’ and, as explained later, unraveling this 

missing heritability is one of the primary goals of current VT research. 

1.4. Clinical management: current situation and needs 

The recommended procedures for the clinical management of VT, regarding diagnosis, 

treatment and prophylaxis, are discussed and summarized into published guidelines for 

clinicians, such as the ones released by the American Society of Hematology [34], or the 

European Society of Cardiology [35].  

For diagnosis of a VT event [35,36], the first step is to evaluate the symptoms (which 

sometimes are unspecific) and evaluate the risk factors, usually with the Well’s score [37] 

or modified versions. These scores return a level of risk, considering mainly the additive 

effect of environmental factors such as cancer, immobilization or previous VT events. If 

there is a subsequent suspicion of VT, the D-Dimer is usually assayed [38]. The level of 

D-Dimer is a biomarker with high sensitivity but low specificity. Thus, a positive value 

could be a false positive, but a negative value discards a VT event. Finally, if D-Dimer is 

positive or if the first risk assessment revealed a high-risk situation, image is used to 
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confirm or discard the diagnosis: computed tomography angiographic for PE [39] and 

ultrasonography for DVT [36]. 

Treatment [34,35] usually includes initial heparin-based treatment for a few days, 

followed by oral anticoagulant therapy for 3-6 months, either direct oral anticoagulants 

or vitamin-K antagonists. It should be noted that anticoagulant therapies involve a risk of 

bleeding. In this way, anticoagulant doses, either for treatment or prophylaxis, must be 

adjusted to achieve a proper balance of the hemostatic system. 

Prophylaxis [34–36] consists of prescribing anticoagulant treatment, usually at low doses, 

to prevent VT when a risk factor is present. Therefore, patients are classified into a certain 

risk group and received a proportional prophylactic treatment. In general, the guidelines 

evaluate particular risk factors in different groups of patients, mainly: thrombophilia, 

hospitalized, cancer, pregnancy or surgery patients. When a prophylactic treatment is 

recommended, it may be based on comprehension stocking and/or parenteral or oral 

pharmacologic prophylaxis (e.g., low-molecular-weight heparins, unfractionated 

heparins, vitamin K antagonists, aspirin or direct oral anticoagulants). It should be notice 

that a previous VT event is a risk factor and thus, in this ‘prophylaxis’ statement we are 

including also the prevention of recurrence. In last years, the prophylactic strategies 

recommendations have been improved, regarding the treatment but also in terms of how 

and when to assess the risk. 

Despite these advances, the incidence of VT remains unchanged during last decades 

[40,41]. It should be considered that some risk factors, such as obesity, cancer or the older 

age, are more prevalent each day. Thus, the aforementioned advances in prophylactic 

strategies have been useful, otherwise the global incidence would have increased [41,42]. 

However, in order to reduce the global incidence of VT, more accurate methods for VT 
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risk assessment are needed, so that prophylactic strategies can be improved and 

personalized. 

1.5. Intermediate phenotypes in VT 

1.5.1. Clinical phenotypes 

Clinical phenotypes are those quantitative variables that are used in the clinic landscape 

of VT. Briefly, they are: 

 (1) Blood concentration of proteins involved in the coagulation system, such as: 

FII, FV, FVII, FVIII, FIX, FX, FXI, FXII, FXIII, vWF, fibrinogen, Protein S or Protein 

C. Most of them are usually considered only as the concentration of the functional form 

in blood. Some of them are useful to test the VT risk, for example, basal deficiencies of 

Protein S, Protein C or fibrinogen, as well as increased levels of FVIII are known risk 

factors for VT. 

 (2) Parameters of clinical assays to evaluate the activity of hemostatic processes. 

Prothrombin time (PT), thrombin time (TT) and activated partial thromboplastin time 

(aPTT) evaluate the time that a citrated plasma needs to form a clot after different stimulus 

are provided [43]. All of them and their combinations serve to identify and measure 

abnormalities in the coagulation pathway, mainly in the initiation step. The thrombin 

generation test (TGT) also provides information about the propagation and termination 

phases [44]. In addition, APCR is usually assayed by a dual determination of the aPTT 

with and without adding protein C activated [45]. 

These clinical phenotypes are a mainstay in the clinical management of VT, with respect 

to the assessment of the VT risk and to monitor the response to anticoagulant drugs. The 

combination of these phenotypes (e.g., the TT parameter must be evaluated considering 
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the fibrinogen concentration), as well as their combination with the genetic variants (e.g., 

APCR associated with FV-Leiden or not) help to characterize the pathogenesis in a given 

patient. This role as intermediate features between the disease and the biological cause is 

also very valuable in basic and translational research. In addition, it should be noted that 

clinical phenotypes are standardized measured included in almost all VT cohorts 

worldwide, which further increases their utility. 

1.5.2. Genetic variants 

As in all biomedical fields, the genetic research in VT has been driven by the 

technological advances. The candidate-gene approach in the decade of the 90s, focused 

on genes of the clotting cascade, has moved into the era of the Genome Wide Association 

Study (GWAS). From the first GWAS of VT, published in 2009 [46], several GWAS 

have been conducted regarding both VT and clinical VT phenotypes. The GWAS with 

the largest sample size so far was published by Klarin et al. in 2019 [28]. Their results 

could serve to illustrate the current knowledge on VT genetics. First, there are 11 loci that 

have been associated with VT in several independent studies, which include the main 

genetic causes aforementioned, such as FV-Leiden or prothrombin G20210A mutation. 

Second, it is gaining relevance the effect of genetic variants that involve less increase in 

the risk (fewer OR for VT) but represent a cross-talk with other related processes, such 

as inflammation, platelet activation or risk factors, such as body mass index (BMI). 

However, despite the number of studies performed, it is estimated that known genetic 

causes only account 15% of genetic risk of VT [33]. Therefore, more studies are still 

needed to unravel the genetic factors involved in the development of VT. 

Finally, in recent years, this knowledge of the genetic component of VT has been 

translated into genetic risk scores (GRS) for VT risk assessment. There are two main 

examples: (1) in 2012, de Haan et al. [47] published a 5-SNP GRS that returned an area 
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under the curve (AUC) of 0.69 for VT outcome, (2) in 2014, Soria et al. [33] developed 

the Thrombo inCode® kit that evaluates 7 genetic variants and returned an AUC of 0.7, 

with a better performance that the one of de Haan et al. in the studied population. While 

more studies are needed before they can be used extensively in the clinic, the path to 

‘personalized medicine’ in VT begins with these GRS, so that the risk of VT for a given 

patient can be estimated accurately, either the individual baseline risk or the total 

individual risk when a transient risk situation occurs. 

1.5.3. Other intermediate phenotypes 

Beyond these two main intermediate phenotypes, other promising biological layers have 

been explored in last years. The advances in both basic knowledge (e.g., discovery of 

microRNAs) and laboratory technologies (e.g., high-throughput sequencing platforms) 

have allowed to increase the number of molecular phenotypes studied. Regarding those 

explored in VT, we could point out: 

Transcriptomic. The study of RNA molecules in a given tissue or cell, either whole RNAs 

or only messenger RNAs (mRNAs). Up to now, two studies have studied this signature 

in whole blood as a quantitative trait in relation to VT: (1) Lewis et al. [48] studied blood 

gene expression in VT patients on warfarin, including 23 single and 17 recurrent VT 

patients and identified a set of 50 genes to distinguish between recurrent and single VT 

patient; and (2) the same authors [49], compared patients in four different groups of VT 

risk and identified over 3,000 genes differentially expressed between controls and high-

risk patient. Recently [50], a Transcriptome-Wide Association Study (TWAS) (consisting 

of associating genetic variants with transcriptomic expression in a given tissue [51]) has 

identified that some loci associated with VT are also associated with the expression of 

certain genes never related to VT before and thus, has shed light on novel mechanisms 

underlying the disease. 
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Proteomic. It is the large-scale study of the protein set produced by a given organism, 

tissue or biologic context. Different study designs have been developed in VT, for 

example, regarding the plasma proteome of carriers of the prothrombin G20210A 

mutation [52], the proteomic signature of plasma microparticles in VT patients [53], or 

the proteome in clots obtained ex vivo using plasma of DVT patients [54]. One of the 

most relevant example so far is the study of Jensen et al. [55], that compared the whole 

plasma proteome before and after a DVT event and in contrast to non-VT patients, and 

identified some potential blood biomarkers for stablish the risk of VT. 

Epigenomics. While genetics studies changes in the DNA sequence, epigenetics refers to 

the mechanisms to modify gene expression without altering the DNA sequence, that is, 

the processes through which the genotype is expressed in the phenotype [56]. The three 

main mechanisms are: DNA methylation, histone modification and non-coding RNAs. 

All of them are gaining relevance in VT given their inheritance (thus, they could explain 

a part of the missing heritability) and because their mechanisms could be easily reversible, 

so are potential therapeutic targets [57,58]. Promising findings regarding DNA 

methylation and histone modification have been done in relation to mechanisms 

underlying the VT disease [59], but also to some risk factors, such as smoking or obesity 

[60,61]. Finally, non-coding RNAs regulate the gene expression by interfering with RNA 

molecules. Main examples are microRNAs, long non-coding RNAs or piwi-interacting 

RNAs. Among them, the most studied up to now are microRNAs, whom relation with 

VT will be explained in Introduction-2.6. given the relevance for this Thesis.  

Microbiomic. It is the study of the microbial composition of the body, for example, 

regarding the bacterial strains present, the relative proportion of strains, their metabolic 

status, etc. The findings in VT are still few, but some promising candidate process have 

been suggested. For example, the synthesis of forms of vitamin K by intestinal bacteria , 
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given that Vitamin K is a needed cofactor for many coagulation factors [62], or the 

synthesis of the gut microbiota metabolite trimethylamine, which could affect platelet 

function in VT [63]. 

All these intermediate phenotypes (and others, such as exposomics or metabolomics) 

could help to better understand the biological mechanisms underlying VT. It seems 

logical to think that novel biomarkers and therapeutic targets could be identified. Also, it 

should be noted the growing interest in their integration into multi-omic studies and/or 

‘personalized medicine’ strategies.  

1.6. The Genetic Analysis of Idiopathic Thrombophilia Project 

The Genetic Analysis of Idiopathic Thrombophilia (GAIT) Project was designed with the 

aim to identify and dissect novel genes, genetic variants and intermediate phenotypes 

related to VT. The GAIT-1 study was recruited between 1995 and 1997 at the Unit of 

Thrombosis and Hemostasis of Hospital de la Santa Creu i Sant Pau (Barcelona, Spain). 

GAIT-1 included 398 individuals of 21 Spanish families. Among them, 12 families were 

recruited via a proband with idiopathic thrombophilia and the remaining 9 were selected 

only on the basis of family size, without considering any phenotype. Given the relevance 

of the results obtained with the GAIT-1 study [64–66], the GAIT-2 Project was conceived 

to increase the sample size and to consider a larger range of phenotypes. 

Therefore, the GAIT-2 study was recruited between 2006 and 2010 with the approval of 

the Review Board of Hospital de la Santa Creu i Sant Pau (Barcelona, Spain). All 

procedures followed the Declaration of Helsinki and all adults gave written informed 

consents for themselves and their minor children. 

All the families of GAIT-2 were recruited via a proband with idiopathic thrombophilia. 

The proband must met one of these three conditions: (1) VT age of onset under 45, (2) 
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recurrent VT events, which at least one was spontaneous, or (3) single spontaneous VT 

event with a first-degree relative affected. The VT events were considered idiopathic 

when all biological causes of thrombosis were excluded: deficiencies of Protein S, Protein 

C, plasminogen, antithrombin or heparin cofactor II; APCR, FV-Leiden, antiphospholipid 

antibodies, lupus anticoagulant and dysfibrinogenemia. Moreover, the presence of 

transient risk conditions should be excluded during the three months prior to the VT 

event: surgery, immobilization, bone fracture, hospitalization and pregnancy. In addition, 

the VT event should not be secondary to neoplastic conditions, Behcet disease, or 

inflammatory bowel disease. Also, each family must had at least 10 participants of three 

generations to be included.  

Finally, the GAIT-2 study recruited 935 individuals of 35 extended Spanish families. 

Basic characteristics of the population are given in Table 3. Briefly, the GAIT-2 involves 

a similar number of males and females (465 and 470, respectively), with an age range of 

2.6-101 years, from whom 85 have suffered a VT event. The average number of 

individuals per family is 26.7, in a range of 10 to 68, and they belong to between three 

and five generations.  

In addition, in order to successfully model the pedigrees, descriptive data of other 128 

non-participants subjects (e.g., death individuals) were obtained. A representative 

example of the final pedigrees is shown in Figure 2. 

To study the basal-risk state rather than the acute phase, the collection of biological 

samples was performed at least three months after the last VT event, and at least one 

month after any acute inflammatory process. Moreover, to avoid interferences with any 

of the measures performed, all subjects suspended the on-going therapies: heparins (at 

least 24 hours before), antiplatelet drugs (at least 15 days before), oral anticoagulants (at 

least 15 days before), and anti-inflammatory drugs (only if possible, 15 days before). 
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The GAIT-2 Project is understood as a dynamic research tool and therefore, in addition 

to a large range of phenotypes measured on fresh blood at the moment of the inclusion in 

the study, frozen samples of serum, plasma, DNA and RNA of each subject are available. 

Up to now, the main intermediate phenotypes covered on GAIT-2 have been genetic 

variants and clinical phenotypes. While both fields continue to be studied, in this Thesis 

the GAIT-2 Project begins to explore other biological layers, focusing on gene expression 

and the mechanisms involved in its regulation. 

Table 3: Characteristics of the GAIT-2 population. 

 GAIT-2 VT patients Controls 

N 935 85 850 

Sex-female (n, %) 470, 50.3% 55, 64.7% 415, 48.8% 

Age – years 

(range, average) 

2.6 - 101.1 

39.5 

20.3-71.9 

55.1 

2.6 – 101.1 

37.6 

Body Mass Index 

(range, average) 

13.1 - 49.8 

24.8 

16 – 49.8 

28.6 

13.2 – 47.9 

24.4 

Oral contracep.a, b (n, %) 39, 8.3% 0 39, 9.4% 

Smoking b, c (n, % - yes) 225, 24% 18, 21.2% 207, 24.4% 

Hypertension b (n, %) 136,14.5% 31, 36.5% 105, 12.4% 

Diabetes mellitus b (n, %) 42, 4.5% 9, 10.6% 33, 3.9% 

Arterial thrombosis b (n, %) 47, 4.7% 13, 15.3% 34, 4% 

n: numbers of individuals; VT: venous thrombosis; Oral contracept.: oral contraceptive active 

therapy. a Only in females, b codified as ‘yes’ or ‘no’, number and percentage refer to ‘yes’, c 

Active smokers 
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Figure 2: Example of a pedigree of the GAIT-2 Project. Real example of one of the families 

included in the GAIT-2 Project. Twenty-seven members of three generation of the family are 

participants of the study, of whom four have suffered a VT event. Also, the descriptive data of 

eight non-participants members were collected to model the pedigree. Highlighted the proband, 

the subject with idiopathic thrombophilia from which the family was recruited.  
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2. microRNAs 

2.1. Definition and history 

MicroRNAs (miRNAs) are small endogenous non coding RNAs that regulate gene 

expression [67]. They bind complementary sequences on the 3’ untranslated region 

(UTR) of mRNAs and inhibit their expression by translational repression or mRNA 

degradation [68].  

miRNAs were discovered in 1993 by Lee et al. [69] in C. elegans. While studying the 

role of the gene lin-4 in postembryonic development, they found that the gene did not 

code for a protein, but for two small molecules of RNA that regulated the expression of 

the gene lin-14. Moreover, they described that the mRNA of lin-4 bound a complementary 

sequence in the 3’-UTR of the mRNA of lin-14 and defined the process as an ‘antisense 

RNA-RNA interaction’. It took seven years until the second miRNA was discovered: let-

7 was the second miRNA gene described in C.elegans, [70]. Finally, the state of art of 

miRNAs changed dramatically in 2001, when two promising studies were published. 

First, Lee et al. [71] reported for first time a catalogue of 15 miRNA genes in C.elegans 

and demonstrated that the gene let-7 was conserved across species. At the same time, 

Lagos-Quintana et al. [67] suggested the name of ‘microRNAs’ for these small non-

coding RNAs and demonstrated that miRNAs existed in several vertebrates and 

invertebrate species. From this point, miRNAs were understood as a general mechanism 

for the regulation of gene expression and the number of studies conducted to elucidate 

the biological mechanisms surrounding the expression and function of miRNAs began to 

increase dramatically. 
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Nowadays, two decades after their discovery, at least 48,860 miRNAs have been 

described in 271 organisms, including Homo sapiens, with a total of 2,654 miRNAs 

identified [72].  

2.2. Biogenesis of miRNAs 

The biogenesis of miRNAs from their genes into their functional mature forms involves 

three sequential steps. Figure 3 shows a graphic representation of the process.  

First, the miRNA genes are transcribed in the nucleus by RNA polymerase II (RNApol-

II) [73] into the primary miRNAs (pri-miRNAs). The pri- miRNA is a long molecule 

(around 1Kb) that includes a stem of ~35 nucleotides (nt), a terminal loop and single-

RNA segments at 3’ and 5’ sides. This first step become determined by the structure of 

the miRNA gene and the regulation of the RNApol-II. The miRNA genes are classified 

attending to their location, into: intronic, embedded into a gene that consequently is called 

‘host-gene’, and intergenic [74]. Furthermore, often a group of miRNAs are encoded in 

proximal genetic locations and thus, the group is called a ‘genetic cluster’ of miRNAs 

[75]. In both cases, the miRNAs can be transcribed into a shared transcription unit with 

their host genes or clustered miRNAs, or in independent ones [76]. Moreover, even when 

transcribed in a single unit, they can be co-expressed or not, depending on post-

transcriptional regulatory mechanisms [77]. On the other hand, regulatory factors can 

modulate the transcription rate of RNApol-II through binding transcription factors in the 

core promoter, binding directly the RNApol-II complex or interacting with histone or 

nucleosome modifiers, among others [78].  

Second, the pri-miRNA is processed by Drosha, a nuclease that cuts the stem-loop to 

release the precursor miRNA (pre-miRNA), a small hairpin-shaped RNA of about ~65 nt 

of length [79]. The specificity of Drosha cut is ensured by DGCR8 [80]. This first post-
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transcriptional step is also highly regulated. First, the efficiency of the catalytic activity 

of Drosha is affected by the sequence and structure of the pri-miRNA. For example, the 

efficiency of Drosha seems to be lower in non-conserved miRNA genes [81] , in stems 

with mismatching in the central region [82] or when the pri-miRNA adopts a globular 

tertiary structure [83]. Second, several factor can be released into the nucleus and affect 

to the catalytic activity of Drosha in a fast and direct way, such as Smad proteins or p53 

mutants [84,85]. Furthermore, the abovementioned factors can affect differently to the 

Drosha activity only for certain miRNAs and therefore, regulate the expression of a 

specific subset of miRNAs. The same specific-miRNA regulation can be found when 

some factors bind directly the structure of the pri-miRNA and interact with Drosha 

complex [86]. 

Finally, in the third step, the pre-miRNA is exported to the cytoplasm by exportin 5 

(EXP5). Once there, it is cleaved by Dicer, which produces a small RNA duplex that 

contains the -5p and -3p strands of the same miRNA gene. While one of the strands will 

be degraded (and thus, called ‘passenger’ strand), the other strand (the ‘guide’ strand) 

will be loaded into Argonaute 2 (AGO2), to conform the miRNA-induced silencing 

complex (miRISC), the most common active form of mature miRNAs [87]. Regarding 

Dicer, mechanisms of regulation have been reported at transcriptional [88,89], post-

transcriptional [90] and proteomic levels [91]. On the other hand, many factors determine 

which strand will be the ‘guide’ and which one the ‘passenger’. Sometimes, it depends 

on the sequence of each strand, for example, the strand most stable in 5’ or the one with 

an uracil in 5’ seem to be more likely to be loaded. However, this selection may be 

affected by several cellular factors, such as the relative concentration of both miRNA and 

AGO2 in the cell, if AGO2 is joining Dicer as a complex, or if in this complex are present 

also other cofactors [92,93]. 
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Figure 3: Biogenesis of microRNAs (miRNAs). The genes are transcribed into primary-miRNA 

(pri-miRNA) by the RNA polymerase II (RNApol-II) in the nucleus. DROSHA cuts the stem loop 

to release the precursor-miRNA (pre-miRNA), which is then exported to the cytoplasm by 

exportin 5 (EXP5). Finally, the pre-miRNA is cleaved by DICER, which produces a small RNA 

duplex. One strand will be immediately degraded (‘passenger’ strand), while the other one 

(‘guide’ strand) will be the final mature miRNA, which is usually loaded into an AGO2 protein. 
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This pathway is the most common for the biogenesis of miRNAs, although there are some 

less frequent and therefore called ‘non-canonical’ pathways; detailed descriptions can be 

found in Ref. [94–96]. Throughout this description, we have pointed out only the most 

frequent ways of regulation and from the simplest possible point of view. Therefore, it is 

clear that the regulation of the expression of miRNAs is highly regulated by different 

processes and depends on the interaction of a wide range of stimuli. This complexity leads 

to a highly specific expression of miRNAs, which justifies their use as biomarkers or 

therapeutic targets on certain diseases or biological conditions. 

2.3. Mechanisms of action 

The mechanism of action of miRNAs implies the binding between the ‘seed sequence’ of 

the miRNA and a complementary sequence in a mRNA. The genes regulated by each 

miRNA are commonly called their ‘target’ genes. Most commonly, the binding occurs in 

the 3’-UTR of the target mRNA, inhibiting its expression, either by degradation of the 

mRNA or translational repression. 

Target degradation [97–99] is caused by the exonucleolytic decay of the mRNA after de-

adenylation and decapping steps. This path is usually triggered by the action of a GW182 

protein, associated with AGO2 protein in the miRISC complex. Thus, once the target 

mRNA is cleaved, GW182 is able to recruit de-adenylation and decapping factors. Also, 

depending on the cell stimuli, GW182 may act through other mechanisms, such as the 

dissociation of the poly(A) binding proteins increasing the efficiency of the de-

adenylation, or promoting the decapping without affecting the poly(A) tail.  

On the other hand, the mechanisms for translation repression [100–102] affect the 

translation of the target gene at either initiation, elongation or termination steps. 

Sometimes, it is due also to the action of GW182, which may interact with eukaryotic 
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translation initiation factors affecting the efficiency of the translation. Also, translation 

can be blocked by interaction with ribonucleoproteins, for example, avoiding the 

assembly of the 40S initiation complex or its join with the 60S subunit. Furthermore, 

proteases can be recruited, causing a co-translation degradation. 

However, miRNAs can sometimes act through other mechanisms, for example, 

promoting the expression of the target gene or interacting with complementary sequences 

in the 5’ UTR or coding regions of the target gene [103–105]. Furthermore, all of these 

mechanisms can occur simultaneously or sequentially, in an independent or coordinated 

manner, for the same or different miRNAs and/or target genes. 

2.3.1. Target genes 

Beyond the differences between the subsequent mechanisms to regulate the expression of 

a target gene, the very first requirement is that the miRNA binds to the corresponding 

mRNA. As aforementioned, the major determinant is the complementarity between a 

sequence in the 3’ UTR of the mRNA and the ‘seed’ sequence of the miRNAs, which 

involves the nucleotides at position 2-7/8 of the miRNAs [106]. Therefore, since the 

sequence of the entire genome is known, algorithms have been developed to predict which 

genes might be regulated by each miRNA (hereinafter, ‘predicted targets’). Besides the 

complementarity, each algorithm considers other factors that determine the binding 

[107,108]. For example, the binding is more likely if the interaction miRNA-mRNA is 

thermodynamically stable [109], if there is an additional pairing in the 3’ side of the 

miRNA [110] or if the target sequence is evolutionary conserved. Overall, around 60% 

of human genes are predicted targets for a miRNA, and each miRNA has hundreds of 

predicted targets [111]. However, the algorithms produce a considerable rate of false 

positives for in vivo condition [112]. In this regard, although these algorithms provide 

invaluable information, they are actually modeling only if a given binding is structurally 
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possible. In this way, beyond this ‘basal’ possibility, the binding is determined by several 

environmental conditions that cannot be modeled from this general point of view.  

Briefly, a large range of cell-environment conditions determine the target selection. For 

example, the concentration of the miRNA, given that the selection of the target is dose-

dependent [113]. Also, it is important the relative abundance of the miRNA and the target, 

as well as of other targets of the miRNA, and the proteins involved in the mechanism, 

such as AGO2 [114]. Moreover, there are both additive and synergistic mechanisms for 

targets with more than one binding site [115]. Also, sometimes different miRNAs are 

coordinated in a given pathway [116,117]. Finally, the interaction with targets also 

triggers different feed-back regulation for both miRNA and target gene expression and 

consequently, modifies all the aforementioned factors [118,119]. 

Therefore, the mechanism of action for a given miRNA can be elucidated by functional 

assays but must be interpreted for the cell or tissue studied and for the exact environmental 

conditions tested, while it should be always considered the variable and adaptable nature 

of both the expression and the action of miRNAs. 

2.3.2. Role of circulating miRNAs 

miRNAs are known to be expressed in almost all human biofluids, such as blood, serum, 

plasma, saliva, urine, synovial fluids, breast milk, etc. [120]. Early theories suggested that 

circulating miRNAs were simply bioproducts passively released as consequence of cell 

processes or cell death. However, it was found that, in contrast to cellular miRNAs, those 

expressed in bio-fluids were remarkably stable against fridge-thaw cycles, RNAases or 

pH changes [121]. Thus, it seems logical to think that if cells protect miRNAs in some 

way to be stable in bio-fluids, the release could be selective and have a function, instead 

of simply being a passive release of bioproducts. 
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Regarding how miRNAs are released in a stable form, circulating miRNAs can be loaded 

into proteins, such as AGO2 [122], associated with high-density lipoproteins [123] , or 

released in exosomes [124], microvesicles [125] or apoptotic bodies [126]. Up to now, 

there are contradictory results about whether there is a majority release mechanism. Then, 

released miRNAs can act as direct cell-cell communication mediators or as ‘hormone-

like’ signaling pathways. For example, Le at al. [127] found that breast metastatic cells 

release vesicles with miR-200 and that they are up taken by other proximal cells, which 

become then more potentially metastatic. Updated reviews regarding the biology 

surrounding circulating miRNAs can be found in Ref. [120,128–130] 

Elucidating the role of circulating miRNAs, as well as regulatory pathways for both donor 

and recipient cells, is one of the main goals in current studies regarding miRNAs. A 

deeper knowledge of the biological bases is needed to understand their function, but also 

their use as clinical tool and their possible limitations of use.  

2.4. miRNAs and disease: biomarkers. 

If in 2001 miRNAs started to be understood as a common way for gene regulation, only 

one year later the root of future (current) studies regarding the implication of miRNAs in 

certain diseases was published. In a promising and innovative research, Cali et al. [131] 

proposed that a frequent mutation in a loci ligated to leukemia could affect the genes of 

two miRNAs in this region, mir-15 and miR-16. Moreover, they conducted functional 

assays to demonstrate that the mutation was associated with aberrant levels of both 

miRNAs, and that the cells with higher expression of the miRNAs are those with lower 

expression of the putative complementary target. From this very first article published in 

2002 to date, more than 25,000 studies can be found by searching for ‘miRNA’ plus 
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‘disease’ in Pubmed, an average of more than 1,500 studies published each year 

worldwide in this regard.  

During these years, as in any emerging field, the trend has been to move from basic toward 

translational research. Two important advances that encouraged this transition could be 

highlighted. First, in 2008, miRNAs were found to be expressed in blood and in a stable 

manner [132]. Second, from 2005-2010, the state of art of the laboratory technologies, 

especially for genetic studies, changed dramatically, for example, with the development 

of the next generation sequencing (NGS) platforms. This change also affected the 

quantification of miRNAs: different techniques were developed for their quantification, 

which were then standardized into commercial kits. Therefore, analyzing the expression 

of miRNA became more accessible both financially and technically. Thus, as of 2010, 

miRNAs began to be understood not only as a general gene regulation mechanism, but 

also disease-specific, stable in many biofluids and measurable in an easy and non-

invasive manner; that is, became clear that miRNAs fulfilled the desirable properties of a 

biomarker [133]. 

During last years, distinct miRNA signatures have been associated to human diseases 

[134–136], both to acute conditions and complex chronic disorders, as useful biomarkers 

not only for the diagnosis of a disease, but also for the prognosis, the risk of suffer the 

disease, or the response to a pharmacological treatment.  

Up to now, miRNAs have reached the clinical environment in a low-rate [137]. Currently, 

some miRNA-profiling tools are commercialized, but only for research purposes. For 

example, osteomiR® is available to discriminate between low and high risk of 

osteoporosis, and ThyraMIR® to stratify the risk of thyroid nodules after an indeterminate 

cytology. Around 10 years is relatively little time to move a completely new field from 
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the bench to the clinic and thus, the transition is expected to be finally achieved in a few 

years. 

2.5. Basic concepts in miRNA studies 

2.5.1. Nomenclature of miRNAs 

Currently, there is a standardized nomenclature for miRNAs [72].  

- The first three letters identify the specie. ‘hsa’ corresponds to Homo sapiens. Great 

exception is let-7 family, which because of its historical value, is named let-7 for any 

specie.  

-  ‘miR’ to recognize that it is a miRNA 

- A number that is given sequentially.  

- A letter (optional). If present, indicates that there exist closely related mature 

sequences. For example, mature forms of hsa-miR-320a and hsa-miR-320b only 

differ in one nt. 

- Final ‘5p’ or ‘3p’ indicates the strand of the pre-miRNA from which become the 

mature miRNA. For some miRNAs, it is not stated, as only one of them exists (e.g., 

the other one is not stable and thus, never exists at RNA level).  

- A final number (optional). When a miRNA gene has two different position on the 

genome, the final number indicate to which position is referred. For example, hsa-

miR-194 is codified in two different positions of the genome, hsa-miR-194-1 encoded 

in chromosome 1 and hsa-miR-194-2 located in chromosome 11. 

2.5.2. Quantification of miRNAs 

Three main techniques can be used to quantify miRNAs [138,139]: quantitative 

polymerase chain reaction (qPCR), microarrays, and small RNA sequencing (RNA-seq).  
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For all the techniques, some characteristics of the miRNAs suppose a challenge to their 

measurement. Regarding the sensitivity, it should be considered that miRNAs are 

expressed in a very low concentration over the total mRNAs, specially the circulating 

ones. Second, the specificity could be limited given the small length (~22 nt) of miRNAs 

and that certain miRNAs only differ in one single base. Moreover, no ‘house-keeping’ 

gene is available for miRNA assays and thus, inter-individual normalization methods 

must be developed and tested for each research. Nowadays, qPCR is considered the gold 

standard technique [138], mainly used to validate results of other platforms because of its 

financial and time cost; notwithstanding, the aforementioned limitations must be 

considered also in qPCR assays. 

In the present study, miRNAs will be quantified using qPCR. Thus, other techniques will 

not be further introduced. There are different commercial kits for qPCR measurement of 

miRNAs, and we will use miRCURY (Exiqon) line of products for biofluids. Briefly, the 

quantification process involves three steps: 

Step1. Isolation of miRNAs. Purified small RNAs are isolated from plasma using a 

chromatography column with a special resin as separation matrix, in which only RNAs 

with less than 100 nt are retained. First, after removing possible contaminant, the cells 

are lysed and the proteins precipitated. The supernatant is loaded into the column, with 

subsequent wash cycles to remove any other component fixed in the column. Finally, 

the small-RNAs retained in the columns are eluted. They can be stored long-term at -

80ºC. 

Step2. Reverse transcription (RT) to complementary-DNA (cDNA). A first-strand 

cDNA synthesis is conducted using the reverse transcriptase. As miRNAs are not 

poly(A), the poly(A) polymerase is added to polyadenylate the miRNA, that will be 

then reverse transcribed using oligo-dT primers. The buffer provides the best 
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conditions for the enzyme activity, which is activate for 60 min at 42ºC ant then heat-

inactivated for 5 min at 95ºC.  

Step3. Amplification and measurement of miRNAs by qPCR. The qPCR is conducted 

under the usual conditions, that is, consecutive cycles of temperature and time that 

triggers denaturation, annealing and elongation processes. The amount of DNA after 

each cycle is measured using SYBR green as dye, which binds double stranded DNA 

molecules. Consequently, the intensity of the fluorescence is proportional to the 

amount of DNA molecules. Once finished, the cycle in which each assay reached the 

half of the amplification curve (Ct) is representative of the amount of the cDNA before 

que qPCR started. 

There are some quality controls to ensure the quality of the quantification: 

- Synthetic controls. Before to the isolation, three synthetic controls are added, which are 

in decreased concentrations: UniSp2, UniSp4 and UniSp5. Thus, obtaining similar Ct 

values for each of them ensure that the efficiency of the isolation process was similar 

across samples and for miRNAs present in both, high and low concentrations. UniSp6 is 

the synthetic control for the RT, added after the isolation and prior to the RT. Similar Ct 

values should be obtained across samples; otherwise, the efficiency of the RT cannot be 

warranted in the given sample. Finally, UniSp3 is the synthetic control to check the 

quality of the qPCR, and it is added directly in the qPCR. A highly different value of 

UniSp3 may indicate that the sample had any compound that interferes with the qPCR 

(e.g., heparins). 

- Hemolysis marker. Hemolysis in the starting sample could comprise the quantification 

of miRNAs [140]. To estimate the hemolysis degree, it is considered the increase between 

the endogenous miRNAs hsa-miR-451a and hsa-miR-23a-3p. This hemolysis marker is 
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based on that hsa-miR-451a is only synthetized in erythrocytes, while hsa-miR-23a-3p is 

widely stable in plasma. Thus, if hemolysis dCt is under 5, hemolysis can be discarded in 

that sample. In contrast, samples with dCt >7 must be discarded, while those in the range 

5-7 must be consider as in modest hemolysis risk.  

Finally, once the quality of the quantification is warranted, two main corrections must be 

performed on the expression data before can be analyzed: 

- Inter-plate calibration. To avoid variability among the qPCR plates due to technical 

covariates. It could be used UniSp3, considering the average value of UniSp3 in each 

plate in contrast to the average value across all plates. Also, it could be applied other 

frequent methods for qPCR assays, such as consider the median or average Ct values 

of the PCR plate. Given the differences expected if each plate included one or more 

samples, and if each sample is located in one or more plates, it should be optimized 

for each experimental design so that the variability due to qPCR plate is removed. 

- Inter-individual normalization. To remove differences in global expression across 

individual. It corresponds to the classical correction by ‘house-keeping’ genes (genes 

whom expression is known to be highly stable across individuals) in other mRNA 

assays, but in the case of circulating miRNAs there is not an endogenous stable 

reference. Thus, the normalization strategy must be critically considered and selected 

for each assay. Some tools are available to select the best normalizer in a given assay, 

such as Normfinder [141] or GeNorm [142]. For experiments involving a 

considerable number of miRNAs and samples, the most common approach supposes 

the use of the miRNAs expressed in all the samples (i.e., ‘global mean’). Otherwise, 

a miRNA or a set of miRNAs expected to be stable (for example, according to the 

literature considering the type of sample and the disease studied) should be selected 

in the design.  
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2.5.3. Guidelines for study circulating miRNAs as biomarkers 

The aforementioned transition to the clinic is challenged by a lack of concordance 

between studies and a high inter and intra-assays variability, which is not surprising in 

such a new field. In this way, a deeper understanding of the factors causing variability in 

either their expression or their quantification is still needed. During last years, the 

relevance of some factors (e.g., the centrifugation of the starting sample or the time of 

storing) has been highlighted and follow subsequent recommendations is critical to ensure 

the results. Review of common pitfalls and caveats can be found in Ref. [143–145]. 

Recently, de Ronde et al. [146] published a detailed review of both pitfalls and suggested 

solutions for studies analyzing miRNAs as biomarkers of diseases. 

Regarding the starting sample, it is now clear that different results must be expected in 

different biofluids. Currently, serum and plasma are preferred over whole blood because 

of the effect of the cellular fraction [147]. Using plasma, the poor-platelet form is more 

stable because it avoids miRNAs released from platelets [148] and seems to be more 

stable against thaw-fridge cycles and other processing confounders [149]. However, the 

centrifugation protocol to obtain the poor-platelet fraction and the anticoagulant in the 

tubes also affects the miRNA profile, as mild contamination by platelet miRNAs can be 

found, for example, if using EDTA as anticoagulant [150]. 

On the other hand, there are also some global recommendations for the design of the 

study. Due to the high variability caused by the aforementioned factors, the need of use a 

considerable sample size and conducted both discovery and validation phases is of special 

relevance on this field [146]. Also gain special relevance the patient’s characteristics, 

regarding on going medication and potential confounding factors [146,148]. The 

quantification technique must be selected considering the expected differences among 
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platforms [138] and it is always recommended to validated by qPCR at least the most 

relevant results.  

Finally, during the analysis of the results, the most critical step is the normalization 

strategy[151]. Several authors have pointed out the differences in the results and their 

reproducibility when using different normalization strategies [152,153]. Thus, it should 

be exhaustively selected and reported in detail. Also, the correction for remove the inter-

plate variability must be critically selected, as well as considered prior so that patients 

and controls, as well as, for example, subjects of different sex or age, overlapped in plates 

as far as possible [146]. Finally, it is preferred to report a miRNA profile rather than a 

single miRNA as biomarker to ensure the specificity. 

2.6. Current knowledge on miRNAs and VT 

Up to now, only three studies have sought to identify a miRNA profile associated with 

VT. First, Qin et al. [154] compared patients of Chinese Han ethnicity which underwent 

orthopedic surgery of knee or hip. After the surgery, they identified 18 patients who 

developed DVT and 20 who not (controls). They quantified 736 serum miRNAs using 

microarray in pooled samples and selected 19 miRNAs to be validated in 14 DVT patients 

and 14 controls by qPCR. They concluded that three miRNAs were differentially 

expressed in orthopedic-surgery patients who develop an DVT in contrast to those who 

not. One year later, in 2015, Starikova et al. [155] quantified 742 plasma miRNAs by 

qPCR in 20 healthy controls and 20 patients with unprovoked VT, and reported a set of 

nine dysregulated miRNAs. Finally, in 2016, Wang et al. [156] studied 248 subjects, 53 

of whom had developed DVT. They performed a discovery phase with pooled samples 

of 12 DVT patients and 12 controls, measuring 742 miRNAs in plasma by qPCR. They 
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selected 13 miRNAs to be validated in the whole cohort and concluded that two miRNAs 

were associated with DVT.  

While these previous studies encourage the potential role of miRNAs in VT, they are 

mainly exploratory and preliminary approaches, not in-depth enough to identified neither 

dissect the implication of miRNAs in VT. In this regard, some observations could be done 

about them: (1) the heterogenicity of the VT patients included (surgery, unprovoked VT, 

different ethnics, etc.), (2) the small sample size (the maximum sample size was 248, and 

all of them included more miRNAs than patients), (3) pooled samples in discovery step, 

or without validation step; and (4) lack of concordance among their results.  

Given the promising results of miRNAs in other complex diseases, as well as these 

preliminary approaches in VT, further studies are needed to identify and dissect, if any, 

the role of miRNAs in VT.  
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3. Statistical and computational background 

3.1. Regression Linear Models and their applications 

To answer the biological question ‘is there any relationship among these two variables?’ 

we usually describe the joint distribution of the two variables, that is, their covariance 

[157]. Also, with interpretability purpose, it is usual to report the standardized correlation 

coefficient, which simply rescale the covariance to the magnitude of x and y, given a r 

value dimensionless with 0+-1 limits. Thus, given two quantitative variables x and y 

measured in n individuals, the correlation coefficient between them can be expressed as 

(1): 

(1) 𝑟(𝑥, 𝑦) =
𝐶𝑜𝑣 (𝑥, 𝑦)

√𝑉𝑎𝑟(𝑥) − 𝑉𝑎𝑟(𝑦)
2

 

To further explore their conditional expectations, that is, how does y (i.e., the dependent 

variable) change for a change in x (i.e., the independent variable), a linear model can 

always serve as a first approximation [158]. For both univariate (i.e., only one predictor 

x) or multivariate (i.e., considering x1 to xn predictors), we assume that the conditional 

distribution of y in x can be modeled under a straight-line equation, and for n additive 

predictors (2):  

(2) 𝜂 = 𝛽0 + 𝛽1 𝑥1 +  𝛽2 𝑥2 … 𝛽𝑛 𝑛 

Consequently, the objective of linear regression is to estimate the β parameters that give 

the best fit for the joint distribution. 

Among the assumptions that we made by applying linear models, one raises particular 

relevance: both independent and dependent variables are normally distributed. While 

most of the quantitative biological variables are expected to meet this requirement, it 
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should be checked. If they do not follow a normal distribution, non-parametric test can 

be used, or the distribution of the variable can be transformed.  

However, while quantitative continuous variables can be transformed to meet a normal 

distribution if necessary, the disease condition is usually codified as a dichotomic variable 

(yes/no, 0/1). Thus, the disease variable cannot fit a normal distribution because is not 

continuous so that, it follows a discrete probability distribution. In this case, it can be 

applied a generalize linear model, which are generalized options of the regression linear 

models that allow to work with outcomes of certain distribution using a link function g, 

such as y = g(p) [158]. For categorical outcomes, the most usual is the logistic linear 

regression, in which the link function can be for example, probit, logit or inverse logit. 

Using a logit function, it takes the form (3): 

(3) 𝜂 = 𝑔(𝑝) = ln (
𝑝

1 − 𝑝
) =  𝛽0 + 𝛽1 𝑥1 +  𝛽2 𝑥2 … 𝛽𝑛 𝑛 

The logistic linear models are easily interpretable as odds ratio (OR), which represent the 

constant effect of a predictor (x) in the likelihood that the outcome (y) occurs. So that, the 

OR of x for y outcome can be easily interpret from equation (3), given that the OR for a 

predictor x is simply (4): 

(4) 𝑂𝑅 = exp (𝛽𝑥) 

When the predictor variable is a quantitative variable, it is easily interpretable as the 

increase or decrease in the probability of the outcome for the increase of one unit of the 

predictor x. If the x variable is a categorical one, it supposes the increase or decrease of 

the probability of the outcome when the variable x takes a given value.  

Other common approach in biological science is interpret the linear models for the disease 

status in term of discrimination ability. Receiver Operating Characteristic (ROC) curves 
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[159,160], have been widely used for measuring the diagnostic ability of a test, as they 

represent the probability of a diseased person to have higher values than a non-diseased 

one. The diagnosis value can be a simple laboratory value, but also the outcome of a linear 

model including different predictors (the estimated y outcome, here named p). The 

probability density function of the value of predictor (p) can be plotted for diseased and 

healthy. If the predictor variable is able to completely difference those group of subjects, 

the distribution curves will not share any value of p. Otherwise, the distribution curves 

will overlap. Different thresholds in p will led to more diseased considered as healthy or 

healthy considered diseased. The ROC curve is the graphical representation of the true 

positive fraction versus the false positive fraction for all the possible values of p. The 

most common parameter to estimate the accuracy using ROC curves is the AUC, which 

not depends on the threshold of p value, given that all possible p values are plotted and 

thus, represents the overall probability of classify correctly any random subject. Although 

different thresholds may be then assigned attending to the biological use of the 

discriminatory test, the AUC is a global accuracy measure that allows also to compare 

different models. Consequently, it is possible to test whether the difference between the 

accuracy of two ROC curves is significant, either when adding a new variable as predictor 

or when comparing independent diagnostic tools. 

3.2. Family-based studies 

To work in a family-based cohort allows to explore the genetic correlations among 

phenotypes, their segregation patterns or to obtain a better representation of rare 

mutations related to the disease. In addition, some data-related advantages can be found, 

such as to avoid stratification bias on the cohort, or to ensure the quality of the genotyping 

process by checking for Mendelian inheritance. In this Thesis, the analyses regarding the 

entire GAIT-2 population will be done using the variance component method. The 
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software SOLAR implements this method for genetics on extended pedigrees and the R 

package solarius is an R interface for this software. Detailed explanations of both the 

method and its implementations can be found in Ref. [161,162]. 

Briefly, the variance component method consists in that the total phenotypic variance 

(𝜎𝑝
2) of a given trait, is decomposed into two components: the genetics variance (𝜎𝑔

2 ), 

and the environmental variance (𝜎𝑒
2). Both them can be further divided, so that genetic 

component could be divided into additive, dominance and epistatic interactions effects. 

Also, the environmental variance can be decomposed into the shared environmental 

effects (modeled mainly by the house-hold term) and the residual not shared 

environmental effect. We will assume the simplest model attending to the additive genetic 

effect (𝜎𝑎
2) and the environmental variance.  

To decompose the phenotypic variance into the genetic and environmental components, 

the genetic relationship between all the individuals of the population must be known. This 

relationship is quantified as a kinship coefficient, which assigns a value in the range 0-1 

considering the strength of the genetic relationship (e.g., 0 for independent individuals 

and 1 for twins). The kinship coefficient of each pair of individuals in the population of 

n subjects are collected into a n x n kinship matrix (Φ). Thus, once known the structure 

of the pedigrees and the observed variance of a trait of interest (y), it can be modeled 

using a linear mixed model, which is an extension of the generalized linear models that 

includes as predictors both fixed and random effects. In this way, for an observed matrix 

of the fixed variable X and its fixed effect 𝛽, and a matrix of random variables Z and its 

random effect u, it takes the general form (1): 

(1)𝑦 =  𝑋𝛽 + 𝑍𝑢 
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Considering the previous definition, the general form (1) can be applied for the observed 

covariance among family members for a given trait (Ω), using as predictors the fixed 

effect of covariates, the random effect due to the additive genetic effect modeled with the 

additive genetic covariance multiplied by twice the kinship matrix (2Φ) and the residual 

or environmental effect, defined as the identity matrix (I) multiplied by the environmental 

covariance, so that (2): 

(2) Ω = 𝑋𝛽 + 2Φ𝜎𝑎
2 +  I 𝜎𝑒

2  

Once the phenotypic variance of a given trait is divided into genetic and environmental 

components, the heritability (h2) of the trait can be estimated as (3): 

(3) ℎ2 =  
𝜎𝑎

2

𝜎𝑝
2
 

Therefore, as shown in (3), the heritability can be defined as the proportion of the 

phenotypic variance of a trait that can be attributable to the additive genetic factors. 

To test for correlations among traits, it is assumed that each trait can be modeled through 

the univariate model in (2). So that, the correlations among two traits (that is, their shared 

covariance) can be modeled using a multivariate model of the same form. Thus, it allows 

to decompose the covariance between two traits also into the genetic and environmental 

components, that is, to obtain their genetic correlation coefficient (ρg) and environmental 

correlation coefficient (ρe). From both them and considering also the heritability of each 

trait (h2
1 and h2

2 for traits 1 and 2 respectively), the phenotypic correlation coefficient (ρp) 

can be calculated given the formula (4): 

(4) 𝜌𝑝 =  √ℎ1
2√ℎ2

2𝜌𝑔 +  √1 −  ℎ1
2√1 −  ℎ2

2𝜌𝑒  
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3.3. Feature selection: penalized regression 

Integrate different molecular phenotypes is a promising strategy to understand the 

interactions and dynamics among different biological layers. However, it implies an 

statistical challenge not only because of the high amount of data, but also considering, for 

example, the different distribution of missing values across biological layers, the expected 

collinearity among variables or the interpretability of the results in a biological context 

[163]. To address this integration, most common approaches are based on classify, 

cluster, or select biological variables given their suitability to represent a desired outcome 

(for example, health or illness or different type of tumors). In this Thesis, the integration 

of different intermediate phenotypes will be done using feature selection through 

penalized regression. Therefore, other analyses will not be further explained, although 

reviews can be found in Ref. [164,165]. 

Feature selection methods [166] attempt to identify and select the variables that gives 

more information for a given outcome (for example, the disease status). Using penalized 

regression, a multivariate linear regression model is applied, but considering a shrinkage 

factor. One of the main advantages of penalized regression over other feature selection 

techniques, is that it avoids the overfitting of the models. There are different methods for 

penalized regression, and the most common are ridge regression and Least Absolute 

Shrinkage and Selection Operator (LASSO) regression [167–169]. Both them are based 

on considering a shrinkage factor to make the coefficients as small as possible without 

compromising the fit of the model. The main difference between them is that ridge 

regression does not zeroed any coefficient, so it might be used when all variables are 

expected to be informative and in a similar weight. Otherwise, when no assumption about 

the informative capability of the variable is done, LASSO regression is most suitable.  
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Briefly, as usually done for linear models, the coefficients (β) are estimated using the 

ordinary least squares (OLS) approach, which consists in using a loss function to 

minimize the sum of the square of the error between the observed (y) and the estimated 

values (�̂�), which therefore (1): 

(1) 𝐿𝑂𝐿𝑆 (�̂�) = ∑(𝑦 − 𝑦�̂�)

𝑚

𝑖=1

= ∑(𝑦𝑖 −  �̂�𝑋)

𝑚

𝑖=1

 

In penalized regression, a second term is introduced into the general form (1), so that the 

loss function minimizes also the β coefficients. In LASSO, this penalty term is the value 

of the absolute sum of the regression coefficients multiplied by a parameter lambda (λ). 

Thus, it takes the form (2): 

(2) 𝐿𝐿𝐴𝑆𝑆𝑂 (�̂�) = ∑(𝑦𝑖 −  �̂�𝑋)

𝑛

𝑖=1

+  𝜆 ∑|�̂�𝑗|

𝑚

𝑗=1

 

Therefore, a critical step to ensure the robustness of the results is the estimation of the λ 

parameter. As shown in (2), λ=0 implies that the correlation coefficients are not modified 

and the bigger λ, the smaller the coefficients. There are different implementations of 

LASSO algorithm for feature selection, such as R packages mlr[170] or glmnet. These 

packages allow also to estimate the best value for λ. A common approach is to test and 

train the model under a cross-validation scheme, testing different values of λ in each 

iteration. Then, the λ value that minimizes the mean cross-validation error can be selected. 

Also, it can be selected the λ value that corresponded to the mean error plus one standard 

error, which therefore will make more coefficients to zero (because the λ is bigger), so 

that although the error is mild higher, the model is simpler. 

Some consideration must be done when using LASSO, from both statistical and 

biological points of view. First, it makes no sense to include hundreds or thousands of 
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variables as predictors. Thus, if needed, a pre-selection step must be done, which could 

be based on biological knowledge, in statistical process (for example, performing a 

clustering or a classification analysis before), or both them. Also, given that the shrinking 

attends to the sum of coefficients, the scale of the variables must be comparable so that 

their coefficients are also. Finally, it should be considered that if the information about 

the outcome provided by two closely related features is similar, LASSO will keep only 

one of them. 
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1. Objectives 

The principal objective of this Thesis was to identify and study mechanisms of regulation 

of the gene expression through miRNAs underlying the development of VT. 

In order to do that, the main hypothesis and their subsequent specific objectives were: 

Hypothesis (1) miRNAs could be involved in the pathogenic processes underlying VT 

and circulating miRNAs may be suitable as biomarkers for VT. 

Objective (1): To analyze the plasma miRNA signature in patients with VT, in 

contrast to non-VT controls. 

1.1. To identify, if any, a miRNA profile differentially expressed in VT patients.  

1.2. To determine their suitability as biomarker for VT risk. 

1.3. To dissect their relationship with other intermediate phenotypes. 

1.4. To stablish, as far as possible, their potential targets or mechanism of action. 

Hypothesis (2): miRNAs have an intermediate role between genetics, gene expression 

and clinical phenotypes. The integrated analysis of these layers could help to reach deeper 

knowledge about each single layer, as well as their interactions. 

Objective (2): To integrate miRNAs with other intermediate phenotypes in VT 

patients in contrast to non-VT controls, in order to reach novel knowledge regarding 

VT biological signature.  

2.1. To identify genes and clinical phenotypes which expression in blood may be 

of use in VT risk assessment. 

2.2. To identify interactions among genes, miRNAs and clinical phenotypes in the 

biological context of VT. 
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2.3. To characterize, as far as possible, the biological basis underlying the blood 

signature of VT. 

Hypothesis (3): There is still a lack of knowledge in the factors affecting miRNA 

expression and quantification. To dissect miRNA expression data in relation to biological 

factors could help to increase our understanding of the biology surrounding circulating 

miRNAs, as well as their clinical utility.  

Objective (3): To dissect biological and technical features affecting the expression of 

circulating miRNAs. 

3.1. To dissect the effect of technical covariates in the quantification of circulating 

miRNAs. 

3.2. To identify biological factors affecting the expression of miRNAs. 

3.3. To identify and characterize genetic factors that regulate the expression of 

miRNAs 
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1. Informe del Director de Tesis 

José Manuel Soria Fernández y Sonia López Moreno, como Directores de la Tesis 

Doctoral titulada ‘Study of the Regulatory Mechanisms of Gene Expression in Venous 

Thromboembolic Disease: microRNAs’ presentada por Alba Rodríguez Rius, declaramos 

que todos los resultados recogidos en esta Tesis son resultados originales que se han 

obtenido durante la realización de la presente Tesis. 

Esta Tesis se presenta como compendio de dos artículos publicados y un manuscrito en 

preparación. En todos ellos, la doctoranda es primera autora y ninguno se presenta en 

régimen de coautoría. A continuación, detallamos la clasificación de las revistas donde 

se han publicado, de acuerdo a Web of Science – Journal Citation Reports, así como la 

contribución de la doctoranda a cada publicación: 

1. ‘Identification of a Plasma microRNA Profile Associated with Venous 

Thrombosis’.  

Artículo publicado en Arteriosclerosis, Thrombosis and Vascular Biology. 

Factor de Impacto (2019): 6.6. Mejor clasificación: Q1 en Peripheral Vascular 

Disease. 

La doctoranda ha realizado el trabajo de laboratorio necesario para la cuantificación de 

microRNAs plasmáticos y ha llevado a cabo los análisis estadísticos. A su vez, ha 

interpretado y discutido los resultados y redactado el manuscrito. 

Los resultados recogidos en este artículo han dado lugar a la solicitud de una Patente 

Europea, con número de referencia 20382151.7-1118, titulada ‘MicroRNAs 

Markers of Thrombosis Conditions’, propiedad de Fundació Insititut de Recerca de 
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l’Hospital de la Santa Creu i Sant Pau. Inventores: José Manuel Soria Fernández, Alba 

Rodríguez Rius y Juan Carlos Souto Andrés. 

2. ‘Whole Blood Gene Expression in Venous Thrombosis: An Integrative 

Analysis with Clinical Phenotypes and MicroRNAs’. 

Manuscrito en preparación. 

Este artículo utiliza los datos de microRNAs obtenidos por la doctoranda en el artículo 

anterior, así como otras variables cuantificadas previamente. La doctoranda ha diseñado 

y llevado a cabo los análisis estadísticos, ha interpretado y discutido los resultados y ha 

escrito el manuscrito. 

3. ‘Expression of microRNAs in human platelet-poor plasma: analysis of the 

factors affecting their expression and association with proximal genetic 

variants’. 

Artículo publicado en Epigenetics. 

Factor de Impacto (2019): 4.25. Mejor clasificación: Q1 en Genetics and Heredity. 

Este artículo utiliza los datos de microRNAs obtenidos por la doctoranda en el primer 

artículo. La doctoranda ha diseñado y realizado todos los análisis estadísticos, ha 

interpretado y discutido los resultados y ha redactado el manuscrito.  
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2. Article 1 

Identification of a Plasma microRNA Profile Associated with Venous Thrombosis 
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#Article 1. Table 1: Set of 16 miRNAs Selected in the Discovery Phase (Screening 752 miRNAs in 

104 Subjects) 
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#Article 1. Table 2: Differentially Expressed miRNAs in VT 
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#Article 1. Table 3. OR for Each miRNA With Respect to VT 

#Article 1. Figure 1: Receiver operating characteristic curve for venous thrombosis 

outcome. 
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Article 1. Table 4: Significant Correlations (FDR<0.1) Between the miRNAs Differentially 

Expressed in Venous Thrombosis and Intermediate Phenotypes of Venous Thrombosis 

#Article 1. Table 5: Validated and Predicted Targets in the Blood Coagulation Pathway for 

the 4 miRNAs Differentially Expressed in VT: Results for the Genes Annotated in the Gene 

Ontology Blood Coagulation Pathway 
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#Article 1. Figure 2: Figure 2. Network representation for the 4 microRNAs (miRNAs) in 

relation to the blood coagulation pathway. 
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3. Article 2 

Whole Blood Gene Expression in Venous Thrombosis: An Integrative Analysis with 

Clinical Phenotypes and MicroRNAs 

Manuscript in preparation. 
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#Article 2. Table 1: Preliminary linear models for VT discrimination 
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#Article 2. Table 2: Accuracy measures of the five optimized linear models for VT 

discrimination. 
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#Article 2. Table 1: Preliminary linear models for VT discrimination 

#Article 2. Table 2: Accuracy measures of the five optimized linear models for VT 

discrimination. 
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#Article 2. Figure 1: Workflow of the study  

#Article 2. Figure 2: Receiver Operating Characteristic curves of the three models with 

AUC > 0.7 
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#Article 2. Figure 3: Representation of the interactions among clinical phenotypes and genes 

related to Model 2 

#Article 2. Figure 4: Principal Component Analysis for the genes that led to Model 3. 

  



 Article 3 

79 

4. Article 3 

Expression of microRNAs in human platelet-poor plasma: analysis of the factors 

affecting their expression and association with proximal genetic variants 
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#Article 3. Figure 1: PCA of the 103 plasma miRNAs in the 104 subjects.  
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#Article 3. Figure 2: Correlation between hemolysis marker and second PC.  
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#Article 3. Figure 3: Coordinates of each of the 103 miRNAs in the second dimension.  

#Article 3. Table 1: Enrichment analysis of cis-miR-eQTLs in regulatory regions. 
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#Article 3. Figure 4: Tissue enrichment for the cis-miR-eQTLs located in promoter regions.  
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5. Results 

First, in relation to the Objective 1, we analyzed the differential expression of plasma 

miRNAs in VT patients in contrast to healthy controls, and the results were reported in 

Article 1.  

We conducted a discovery phase that involved 52 VT patients and 52 controls (matched 

by age and sex, and not genetically related) from the GAIT-2 cohort, in whom 752 plasma 

miRNAs were measured by qPCR. The 103 miRNAs expressed in at least 90% of subjects 

were associated using Pearson’s correlations with VT and clinical VT phenotypes. Nine 

miRNAs were associated with VT disease at nominal level (p <0.05): hsa-miR-23b-3p, 

hsa-miR-27a-3p, hsa-miR-548c-5p, hsa-miR-221-3p, hsa-miR-197-3p, hsa-miR-320a, 

hsa-miR-194-5p, hsa-miR-192-5p and hsa-miR-885-5p. Also, we selected seven 

miRNAs that were significantly associated with clinical VT phenotypes of interest: hsa-

miR-320b, hsa-miR-342-3p, hsa-miR-146a-5p, hsa-miR-142-3p, hsa-miR-28-3p, hsa-

miR-148a-3p and hsa-miR-126-3p.  

Therefore, the internal validation phase included 16 miRNAs, which were quantified in 

the entire GAIT-2 cohort (n=935). Given that this phase included the extended pedigrees 

of the GAIT-2 Project, all the analyses were conducted using the variance component 

method to consider the family structure. The heritability of miRNAs varied from 0.1 to 

0.38. Only the heritability of two of them did not reach statistical significance (hsa-miR-

197-3p and hsa-miR-148a-3p). The differential expression in VT was tested attending to 

the phenotypic component of the correlations between the expression of each miRNA and 

VT. Four of them reached statistical significance at false discovery rate (FDR) <0.1: hsa-

miR-885-5p, hsa-miR-192-5p, hsa-miR-194-5p and hsa-miR-126-3p. Then, we explored 

the association of these four miRNAs with clinical VT phenotypes and found that all of 
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them were significantly associated with some clinical phenotype (e.g., TGT parameters 

or FVII).  

Later, to further explore the suitability of these four miRNAs as biomarkers of VT, we 

analyzed their discriminatory ability in relation to VT. All the four miRNAs returned 

significant OR for VT, in a range of 1.31-2.12. We added age, sex and BMI as covariates 

to remove their effect as confounding factors, and the OR remained significant: hsa-miR-

885-5p OR =1.29 (p =9x10-03), hsa-miR-194-5p OR =1.39 (p =3.6x10-03), hsa-miR-192-

5p OR =1.46 (p =2.5x10-04) and hsa-miR-126-3p OR =1.72 (p =0.01). The ROC analysis 

including only the four miRNAs as linear additive predictors for VT outcome, returned 

an AUC =0.66 (sensitivity 85.7%, specificity 41.1%). When we included also sex and 

age, the model reached an AUC =0.77 (sensitivity 85.7%, specificity 54.5%). In addition, 

we tested whether the model improved by also adding the genetic variants included in the 

Thrombo InCode® kit, and it returned an AUC =0.80 (sensitivity 74.5%, specificity 

72.0%). However, this improvement was not significant (De Long test p <0.05).  

Finally, the predicted and validated targets of the four miRNAs in the blood coagulation 

pathway were explored. We found that all of the four miRNAs had predicted or validated 

targets in this pathway. Their interactions, considering also the associated clinical 

phenotypes, were graphically represented to shed light on their biological implications. 

The four miRNAs identified as associated with VT were then integrated with clinical 

phenotypes and the expression of genes in blood to further dissect the blood signature of 

VT, in relation to Objective 2, and the results were reported in Article 2.  

This integrative analysis involved the 104 subjects included in the discovery phase in 

Article 1. Two of them failed in the measurement of gene expression using RNA-seq and 

thus, final sample size was 102 individuals (51 VT cases and 51 controls). First, 14 
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clinical phenotypes were associated with the expression of the 260 genes annotated in the 

blood coagulation pathway. At FDR<0.1, 49 correlations were obtained, which involved 

11 phenotypes and 41 genes. Thus, 11 preliminary models were built, which included 

each phenotype and its correlated genes as linear predictors for VT outcome. To complete 

the models, we explored whether any of the genes in the models were predicted or 

validated targets of the any of the four miRNAs and if so, the miRNA was added to the 

corresponding model. These 11 models were optimized using penalized regression with 

the LASSO algorithm. After removing the redundant models and those that only kept one 

feature, five models were obtained. Finally, the accuracy of these models was tested using 

ROC curves with 1,000 bootstrapping interactions and three of them reached an AUC 

>0.7.  

The first model (AUC =0.78) included vWF and the expression of the GATA2 gene. The 

accuracy of the model did not change by attending to sex, age or BMI. However, we 

found that the inverse correlation among vWF and GATA2 was significantly stronger in 

cases than in controls (βcontrols =-0,51; βcases =-0.20; p =3.1x10-3). Given the influence of 

ABO-blood group in vWF levels, we added it as covariate (codified as categorical O / 

non-O) and it had not significant effect. 

The second model (AUC =0.75) was composed by FIX phenotype, blood expression 

levels of the genes ANXA2, ENTPD1, ILK, PDPK1, PRKAR1A and STXBP3, and the 

miRNAs hsa-miR-885-5p and hsa-miR-192-5p. We found that the model was 

significantly more accurate in the group of high BMI (AUClowBMI =0,74, AUChighBMI 

=0.92, p =0.03). The principal component analysis (PCA) revealed that the genes in the 

model corresponded to two expression clusters, which were anticorrelated. Furthermore, 

the inverse correlation between ILK and PRKAR1A genes was stronger in controls than 

in cases (βcontrols =-0.75, βcases =-0.37, FDR =0.13). The biological network with all the 
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correlations between phenotypes, genes and miRNAs included in the model was 

represented graphically in order to allow biological interpretation. 

The last model (AUC =0.73) included the expression of the genes CSRP1 and LYN and 

the miRNAs hsa-miR-192-5p and hsa-miR-885-5p. The association between CSRP1 and 

hsa-miR-192-5p reached a nominally significant difference between male and females 

(βfemales =-0.23, βmales =0.19, p =0.03), while no other biological factor affected the 

accuracy of the model or correlations between the features. We found that 16 genes had 

been removed from this model in the penalization step. The PCA analysis showed that 

they fell into two expression clusters and one gene from each group was kept, so they 

must be interpreted as representatives of these groups. 

Finally, we used the miRNA expression data of the discovery phase (103 miRNAs in 104 

subjects) to dissect the factors affecting the expression of miRNAs in plasma, and the 

results were reported in the Article 3, in relation to Objective 3.  

We conducted a PCA and found that the first four principal components (PCs) explained 

44.2% of the overall variability. These first four PCs were correlated with technical and 

biological factors: synthetic controls (UniSp2, UniSp4, UniSp5, UniSp6, and UniSp3), 

hemolysis marker (dCt hsa-miR-23a-3p-hsa-miR-451a), sex, age, BMI, smoking habit 

and disease condition.  

Only one significant (FDR <0.1) association was identified: the second PC, which 

explained 10.1% of the variability, was strongly correlated with the hemolysis marker (β 

=0.84, p =2.07x10-29). Of note, all of the samples were into the ‘low-risk’ of hemolysis 

category (that is, dCt hemolysis <5). Then, we analyzed the contribution of each miRNA 

to the second PC. As expected, the hemolysis marker-miRNAs (i.e., hsa-miR-451a and 

hsa-miR-23a-3p) were among the greater contributors and on opposite coordinates. 
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However, also other 10 miRNAs were closely related to both them: the miRNAs that are 

most susceptible and most stable to hemolysis, respectively. In the group of miRNAs 

most stable against hemolysis, we found: hsa-miR-23a-3p, hsa-miR-30d-5p, hsa-miR-

151a-3p, hsa-miR-24-3p and hsa-miR-23b-3p. In contrast, the miRNAs most susceptible 

to hemolysis were: hsa-miR-451a, hsa-miR-144-3p, hsa-miR-15a-5p, hsa-miR-29c-3p, 

hsa-miR-363-3p, hsa-miR-22-3p and hsa-miR-29a-3p. 

Later, we explored the effect of blood cell counts on the expression of miRNAs. None of 

the blood cells were significantly associated with any PC. To explore the effect on the 

individual variability, we tested the single correlations between each of the miRNAs and 

each blood cell count. Only one significant correlation was obtained: hsa-miR-150-5p 

and lymphocyte count (β =0.39, p =4.8x10-05, FDR =0.07). Moreover, the same analysis 

was performed using the residual values of the miRNAs corrected by the first four PCs. 

Only the above correlation reached statistical significance (β =0.40, p =2.90x10-05, FDR 

=0.06).  

Then, the expression of each miRNA was associated with the genetic variants located 

1Mb around the corresponding miRNA gene. At FDR <0.2, 1,323 significant genetic 

variants were identified. Setting linkage disequilibrium limit at r2 =0.8, corresponded with 

158 unique cis-miRNA-expression quantitative trait loci (cis-miR-eQTLs) for 14 mature 

miRNAs and 16 miRNA genes. Thus, cis-miR-eQTLs were detected for 14.3 % of the 

miRNAs. None of the signals was shared between more than one miRNA. Most of the 

cis-miR-eQTLs were located in intronic regions (62.6%) and 50.63% were also mRNA-

eQTLs. 

Finally, the positions of the 158 cis-miR-eQTLs were analyzed in relation to promoter or 

enhancer regions determined by histone markers. The frequencies of both enhancer and 

promoter regions were compared with the expected by chance in genetic variants bearing 
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the same characteristics. We identified a significant enrichment in promoter regions 

(expected =15.48%, observed =21.51%; p =0.03). In addition, we analyzed the tissues in 

which the miR-eQTLs were identified as regulatory regions. Although there was not a 

global enrichment in enhancers, the lung and liver enhancers were specifically 

overrepresented. Moreover, while the great majority of tissue-specific promoters were 

enriched, only blood and gastrointestinal tissues were not significantly overrepresented. 
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1. Discussion 

First, regarding the Objective 1, we identified that four miRNAs (hsa-miR-885-5p, hsa-

miR-192-5p, hsa-miR-194-5p and hsa-miR-126-3p) were differentially expressed in VT 

cases in contrast to healthy control and demonstrated their suitability as biomarkers for 

VT risk assessment.  

The miRNA that accounted for the greatest increase in VT risk in our study was hsa-miR-

126-3p, and previous studies support its involvement in VT. First, Wang et al. [156] 

identified this miRNA to be differentially expressed in 12 DVT patients in contrast to 12 

healthy controls, although it was not replicated in their entire cohort. Also, Meng et al. 

[171] suggested the role of this miRNA in the recruitment and activation of endothelial 

cells in the mechanisms for thrombi resolution. These authors suggested this miRNA as 

a promising therapeutic target in VT, via modulation of the PI3K/Akt signaling pathway. 

Of note, despite these prior supports, hsa-miR-126-3p is also the miRNA with fewer 

predicted targets in the blood coagulation pathway. However, its action may be mediated 

by other related pathways. 

Regarding hsa-miR-194-5p, the screening phase reported in the work of Wang et al. 

[156], which included 12 DVT patients and 12 healthy controls, identified this miRNA 

as differentially expressed between them. Furthermore, its expression has also been found 

to reduce fibrinogen production in hepatoma cells [172].  

For hsa-miR-192-5p, in our knowledge no previous study has suggested its implication 

in VT. Of note, it is encoded close (~ 200 nt away) to one of the genes of hsa-miR-194-

5p and thus, some shared genetic regulation may be expected. Noteworthy, we found that 

16 genes of the blood coagulation pathway are validated targets for hsa-miR-192-5p 

[173], which reinforces its potential role in VT pathogenesis. 
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The miRNA profile is completed by hsa-miR-885-5p and in our knowledge, no previous 

study has related its expression either to VT or to other circulatory affections. However, 

a previous study found that hsa-miR-885-5p inhibits the expression of vWF in colorectal 

cancer cells [174]. In this regard, this miRNA was associated with vWF levels in blood 

in our discovery phase. Also, we found that F2 and F2RL genes are predicted targets of 

this miRNA and, in the internal validation phase, its expression was significantly 

associated with thrombin generation and Protein S. Therefore, our results suggest that 

thrombin generation could be one of the biological mechanisms affected by hsa-miR-885-

5p in the context of VT. 

The promising discriminatory ability of the four miRNAs evidenced their suitability as 

biomarkers of VT. It should be noted that, up to now, genetic scores have provided AUC 

around 0.7. However, these scores improve when considering also clinical risk factors, 

such as BMI or family history of VT. For example, the score developed by de Haan et al. 

[47] improved from AUC=0.69 to AUC=0.82 by adding the clinical risk factors. In this 

regard, we found that the improvement was not significant when adding also the genetic 

variants included in the Thrombo InCode® kit [33]. However, it should be noted that the 

GAIT-2 Project excluded all the known genetic causes of VT and consequently, the 

performance of genetic scores is biased in this population. Therefore, we expect the 

discriminatory ability to improve further when taking into account known genetic variants 

and clinical risk factors as well. 

Then, it should be highlighted that among the 12 miRNAs selected in the discovery phase 

but not validated, six of them had been previously associated with VT or related 

conditions: hsa-miR-320a, hsa-miR-320b, hsa-miR-197-3p, hsa-miR-28-3p, hsa-miR-

146a and hsa-miR-23b-3p [154,155,175–177]. Although we only found suggestive 

associations in the discovery phase, prior support for those miRNAs make them 
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promising candidates. Therefore, our results encourage further studies to clearly confirm 

or discard their implication in VT, as well as to explore their role in other specific patients, 

such as cancer patients who developed VT or patients with recurrent VT. 

Overall, the results in Article 1 have led to the identification of a miRNA profile 

associated with VT and to demonstrate its suitability to assess the risk of VT. We would 

like to highlight that this study represents a major improvement in current knowledge of 

miRNAs on VT. In this way, both the sample size and the design (discovery and 

validation phases, both using qPCR) make of our study the most exhaustive carried out 

to date in this field. Nevertheless, we acknowledge all the results must be validated in an 

independent population, as well as the lack of functional studies. However, we have also 

provided as much information as possible (such as correlations with clinical phenotypes 

or description of potential targets) in order to assist the design of future functional studies. 

Also, we consider that these results encourage further research not only on miRNAs, but 

also on other epigenetic mechanisms. In this sense, our results point out that, beyond 

being ‘complementary’ mechanisms, miRNAs have a central role in the development of 

VT and are promising candidates for improving clinical management of VT risk.  

Then, regarding the Objective 2, we have shed light on the blood signature of VT by 

identifying groups of clinical phenotypes, miRNAs and gene expression levels, which 

interactions represented pathogenic mechanisms in the context of VT 

First, we identified that vWF levels and the expression of GATA2 in blood were anti-

correlated and that the disruption of this correlation represents a prothrombotic signature. 

The gene GATA2 encodes an endothelial transcription factor implicated in a variety of 

hematological disorders [178]. Prior studies have identified that GATA2 is a transcription 

factor for vWF in endothelial cells [179], as well as an increased incidence of VT (25%) 

in patients with GATA2-deficiency [178]. Moreover, genes of blood coagulation pathway 
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were found dysregulated in murine models of GATA2-deficiency [180]. On the other 

hand, the role of vWF as blood biomarker of VT is far known. Noteworthy, a recent study 

[181] demonstrated that vWF and FVIII are the coagulation factors associated with the 

highest VT risk. Also, they found that both of them account for most of the risk explained 

by the rest of coagulation factors usually assayed.  

In accordance with these previous studies, our results support the relevance of vWF levels 

in blood to assess the risk of VT. Furthermore, our results suggest for first time that the 

expression of GATA2 gene in blood may be associated with VT through its correlation 

with vWF levels. 

Then, the second model revealed the interactions between two groups of genes, FIX 

phenotype and two miRNAs. The first group of genes included ANXA2 and ILK, which 

expression levels were closely related to FIX phenotype. In this regard, ANXA2 codifies 

a receptor of the fibrinolytic system named annexin A2, which is a co-receptor for 

plasminogen and tissue plasminogen activator. Thus, the expression of ANXA2 is related 

to plasmin generation [182,183]. In accordance with our results, a previous study reported 

that the levels of expression of ANXA2 are dysregulated between patients at low and high 

risk for VT [49]. Also, a recent study has suggested for first time aberrant levels of 

annexin A2 in blood as an independent risk factor for VT, through affection to the plasmin 

generation capacity [184]. These previous studies support our findings, not only regarding 

the expression of ANXA2 gene, but also because we found that it was inversely correlated 

to FIX phenotype, while plasmin is known to reduce both levels and activity of FIX [185]. 

Plasmin is also known to affect platelet activity [185], while ILK gene is as a major 

determinant for platelet activation needed for thrombus stability in vivo, mainly via the 

αIIbβ3 outside-in signaling pathway [186]. In this sense, all of the genes in the second 

group (PDK1, ENTPD, PRKAR1A and STXBP3) are involved in the αIIbβ3 outside-in 
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signaling pathway [187–190]. Also, the expression of STXBP3 in blood has been reported 

as dysregulated between patients at low and high risk for VT [49]. Finally, the two 

miRNAs in the model seem to interact with the second gene group: PRKAR1A is a 

validated target of hsa-miR-192-5p and ENTPD a predicted target of hsa-miR-885-5p.  

Overall, we hypothesize that the second model uncovered a cross-talk between the 

fibrinolytic system and the platelet activation through the αIIbβ3 outside-in signaling 

pathway, linked by FIX levels in blood and its relationship with plasmin generation. Also, 

it should be noted that the model was significantly more accurate in patients with high 

BMI, while both pathways have been related to obesity [191,192]. 

The last model included the expression levels of LYN and CSRP1 genes and the miRNAs 

hsa-miR-192-5p and hsa-miR-885-5p. First, LYN gene encodes a kinase protein involved 

in platelet activation, mainly affecting platelets receptors, such as receptors for collagen 

[193] or vWF[194]. On the other hand, whereas we have not found strong evidences about 

which platelet mechanisms regulates CSRP1, most of the genes in the preliminary model 

have been related also to platelet activity. For example, CECAM1 has been reported to 

affect the interaction between collagen and platelets [195]. Furthermore, it should be 

noted that this model was built from their correlation with functional levels of protein S, 

which is a cofactor for tissue factor pathway inhibitor released from endothelium and 

platelets[196]. Therefore, we hypothesize this model is mirroring the activation of 

platelets via a biological mechanism in which Protein S plays a central role. In regard to 

the miRNAs that complete the model, it should be pointed out that hsa-miR-192-5p has 

as predicted targets three of the genes in the preliminary model (ANO6, H3F3A and 

PABPC4). Given the capability of miRNAs to affect coordinately genes in the same 

pathway, we hypothesize that this interaction could be one of the pathogenic mechanisms 

through which hsa-miR-192-5p is implicated in the development of VT. 
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We acknowledge that our results are limited due to the modest sample size, and that all 

the results must be validated in an independent population. However, we consider that 

these results point out three main fields. First, our results evidence the utility of 

integrating different biological layers (‘multi-omic’ studies) to unravel pathogenic 

mechanisms. In this way, considering other intermediate phenotypes and applying other 

statistical models (clustering, classifications, etc.) would provide other complementary 

results that could help increase our knowledge about VT. Second, despite the number of 

features included and after a restrictive penalization strategy, two of the three models 

included miRNAs, evidencing their central role in the biology underlying VT. Finally, it 

should be noted that all of the models are someway related to platelet activity, in 

accordance with recent studies that have highlighted the relevance of platelets in VT 

[197,198]. Furthermore, it is also in line with current trend in VT research, in which other 

mechanisms beyond the coagulation cascade (e.g., platelets, immunology, inflammation) 

are gaining relevance not only for understanding VT, but also its relationship with other 

related traits, such as arterial thrombosis. 

Later, in relation to Objective 3, we have shed light on the factors that affect the 

expression of miRNAs in plasma and on their genetic regulation. 

Our results showed that the hemolysis marker accounted ~10% of the variability in the 

expression of miRNAs in plasma. While some technical and analytical parameters 

regarding miRNA quantification are not standardized yet [144,199,200], hemolysis 

marker is globally established as the most sensitive method to detect hemolysis in miRNA 

expression analysis [201]. In this regard, some studies have identified great differences 

in the expression of circulating miRNAs among samples with different grades of 

hemolysis [202]. Also, procedures have been developed to analyze the effect of hemolysis 

in a given miRNA when proposed as a disease biomarker [203]. However, all of these 
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previous studies analyzed the effect on hemolyzed samples in comparison to non-

hemolyzed ones. Our results suggest, for the first time, that hemolysis affects the 

expression of miRNAs even when all of the samples are in the safe range of hemolysis. 

Therefore, our data suggest that in addition to being used as a categorical control (i.e., 

those samples with hemolysis marker above 7 must be excluded), the hemolysis marker 

could be used also as a continuous technical covariate. In this way, using the hemolysis 

marker as covariate would remove ~10% of variability and thus, the consistency across 

studies may be enhanced.  

Then, we have identified two subsets of miRNAs, the most stable and the most susceptible 

to hemolysis, in platelet-poor plasma samples in the safe range of hemolysis. The 

miRNAs in the group of hsa-miR-451a (enriched in red blood cells [204]) included four 

miRNAs known to be related to hemolysis. First, hsa-miR-144-3p is encoded in the same 

genetic locus that hsa-miR-451a and the expressions of these two are known to be 

coordinated [205]. Also, hsa-miR-15a-5p, which is encoded on the genetic cluster hsa-

miR-15a/16-1, is highly susceptible to hemolysis [202,203]. For the other two miRNAs 

in the group, some previous studies have suggested their susceptibility to hemolysis: hsa-

miR-29a [206] and hsa-miR-22-3p [207]. To our knowledge, the two remaining miRNAs, 

hsa-miR-29c-3p and hsa-miR-363-3p, have not been related to hemolysis before. Among 

the miRNAs that are most stable against hemolysis, besides hsa-miR-23a-3p, we find that 

previous studies have reported hsa-miR-24-3p and hsa-miR-30d to be unaffected by 

hemolysis [208,209]. On the other hand, no previous study has reported the stability of 

the remaining two miRNAs against hemolysis (hsa-miR-151a-3p and hsa-miR-23b-3p). 

We expect these data would be useful for checking any particular miRNA when proposed 

as a biomarker and to studies regarding the effect of hemolysis in miRNA expression. 
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Then, we explored the correlations of blood cell counts with each miRNA and with their 

PCs. We found that only hsa-miR-150-5p and lymphocyte count reached statistical 

significance. This association has been reported earlier in an study that advised the 

researchers to be aware of the effect of blood cell counts when measuring circulating 

miRNAs because some miRNA expression levels could be simply mirroring the 

corresponding cell count [147]. However, we found that no other miRNA was 

significantly associated with a blood cell count in our sample. In this sense, a genome-

wide mapping of miRNAs in whole blood found no significant differences whether or not 

the miRNAs were adjusted to the blood cell counts [210]. In accordance, our analysis 

indicated that, neither the expression of miRNAs in plasma nor their quantification is 

biased by the blood cell count. Moreover, our results suggest that even for miRNAs 

synthetized in a specific blood cell, their expression levels are able to represent a specific 

biological process (e.g., hsa-miR-451a role in erythrocyte maturation [205,211] or hsa-

miR-150-5p implication in sepsis [212,213]) rather than being a merely mirror of the 

corresponding cell count. Overall, these results encourage the role of circulating miRNAs 

as biomarkers of certain tissue-specific conditions. 

Further, we have identified 1,323 genetic variants that correspond to 158 cis-miR-eQTLs 

for 14 miRNAs and 16 miRNAs genes. Similar useful datasets have been provided for 

whole blood or specific cell types [210,214,215]. We expect our plasma cis-miR-eQTLs 

dataset would be a useful piece of information for other researchers. The complexity of 

the genetic regulation of miRNAs become evidenced because we only obtained cis-miR-

eQTLs for ~14% of the tested miRNAs, according to previous genome-wide mapping 

studies [210,215] 

We found that cis-miR-eQTLs were enriched in promoter regions and a specific 

enrichment in several tissues, whereas not in blood. In this regard, miRNA expression is 
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known to be highly tissue-specific [216]. Therefore, the levels of circulating miRNAs are 

sometimes poorly associated with their levels in other specific tissues [217]. However, 

other authors have found close associations between aberrant circulating miRNA levels 

and their levels of expression in particular tissues [218,219]. A range of theories about 

their biological basis have been suggested, from understanding circulating miRNAs as 

mere bioproducts of cell death to considering them as mechanism of cell-cell 

communication [120,130,220]. In this context, our results suggest that the expression of 

circulating miRNAs is genetically controlled by different specific tissues and not 

especially by the blood cells and thus, encourage their value as biomarkers of tissue-

specific conditions



DISCUSSION 

110 

  



 

5 

CONCLUSIONS



 

  



 Conclusions 

113 

 Conclusions 

1. We have identified that four plasma miRNAs are differentially expressed in 

plasma of VT patients in contrast to non-VT controls and that they are associated 

with clinical VT phenotypes. We have demonstrated that this miRNA profile is 

of potential clinical use for VT risk assessment. 

2. We have identified three groups of intermediate phenotypes which expression 

is of relevance in VT biological signature. These groups revealed the importance 

of platelet-related processes, as well as of miRNAs, in the biological 

mechanisms underlying VT development. 

3. We have identified that the hemolysis marker could be used as a continuous 

technical covariate in order to increase consistency across miRNA studies. Also, 

we have shed light on the genetic regulation of the expression of circulating 

miRNAs and encourage their role as biomarkers of tissue-specific conditions.  

.
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