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Abstract: Text-to-speech (TTS) systems provide fundamental reading support for people with aphasia
and reading difficulties. However, artificial voices are more difficult to process than natural voices.
The current study is an extended analysis of the results of a clinical experiment investigating which,
among three artificial voices and a digitised human voice, is more suitable for people with aphasia and
reading impairments. Such results show that the voice synthesised with Ogmios TTS, a concatenative
speech synthesis system, caused significantly slower reaction times than the other three voices used
in the experiment. The present study explores whether and what voice quality metrics are linked to
delayed reaction times. For this purpose, the voices were analysed using an automatic assessment of
intelligibility, naturalness, and jitter and shimmer voice quality parameters. This analysis revealed
that Ogmios TTS, in general, performed worse than the other voices in all parameters. These
observations could explain the significantly delayed reaction times in people with aphasia and reading
impairments when listening to Ogmios TTS and could open up consideration about which TTS to
choose for compensative devices for these patients based on the voice analysis of these parameters.

Keywords: aphasia; intelligibility; jitter; naturalness; reading impairments; shimmer; text-to-speech
systems

1. Introduction

Patients with aphasia (PWA) and acquired reading impairments present difficulties
reading and understanding written content in their everyday lives. A review of the
literature on research exploring ways to allow or facilitate comprehension of the written text
in PWA and acquired reading impairments showed that this population experiences some
improvements in comprehension when resorting to combined modality [1–3], meaning
the combination of two different input modalities (e.g., auditory and written text) to
access texts’ content. However, there are cases where patients are not able to process any
written text. In these cases, resorting to combined modality does not represent a viable
solution, and PWA could only resort to auditory input. From a literature review focused
on what devices are available for PWA and acquired reading impairments, the results
showed no research on devices built and designed for this specific population [4]. What
came out from the review was that this specific population often resorts to compensatory
devices for other populations (e.g., ClaroRead for people with developmental dyslexia,
https://www.clarosoftware.com/portfolio/claroread/, retrieved on 29 November 2021) or
accessibility features in mainstream devices such as smartphones or tablets that, however,
often cause difficulties of different kinds in PWA [4]. In fact, PWA might struggle to
comprehend artificial voices [5,6]. Both types of support use computer-generated voices for
their output voices. In this regard, we carried out a clinical experiment to identify which
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artificial voice is best suited for PWA and acquired reading impairments. Since the quality
of the artificial voices exponentially improved over the years, we also collected the reaction
times during the clinical experiment. Reaction time is a parameter of cognitive load and
may reflect difficulties and, thus, effort in processing information [7,8].

Hux et al. [6] performed a similar experiment investigating the impact on the auditory
comprehension of two different computer-generated voices (David from the Windows
platform and Alex from the Macintosh platform) and one digitised human voice. The study
compared the comprehension accuracy between the three conditions, showing that the
digitised human voice’s comprehension accuracy was significantly better than synthetic
speech; however, the nature of the artificial voices was not clearly stated. Unlike Hux
et al. [6], the clinical experiment used in the current study collected the reaction times
for each item and compared three different voices built with different technologies to
investigate whether one voice is more suitable for PWA than the other voices. Another
study investigating TTS systems in relation to PWA with acquired reading impairments
is the one carried out by Hux et al. [9], analysing participants’ views of desired features,
advantages, and downsides of TTS technology following one-on-one teaching and guided
practice sessions. The results of the study highlighted that participants found (i) the
possibility to select the preferred output voice, (ii) being able to tune the output speech rate,
and (iii) text highlight matching the voice output to be crucial features of a TTS system.
Other characteristics reported by some participants were the possibility to pause the TTS
and to repeat.

While these features could also be interesting for the healthy population, in the case
of PWA and acquired reading impairments, being able to personalise the characteristics
could be crucial for the use of the tool [9].

This experiment is part of a wider project aiming to identify which features improve
or facilitate auditory comprehension in people who acquire aphasia and present acquired
reading impairments. The current study has the following research questions: (i) Are the
significant results in reaction times caused by one or more acoustic voice characteristics?
(ii) If so, which one?

The structure of the current paper unfolds as follows: Section 2 briefly describes the
material and methods in which the clinical experiment and the text-to-speech systems’
speech analysis were carried out; Section 3 reports the main results obtained in the clinical
experiment and, more extensively, the results of the speech synthesis assessment; and lastly,
Section 4 discusses the results.

2. Materials and Methods
2.1. Experimental Design
2.1.1. Participants

The participants were seven native Spanish speakers or bilingual Spanish and Catalan:
three females and four males, ranging between 45 and 70 years old. The participants
were recruited in a hospital in Barcelona, where they were assessed and diagnosed by the
neuropsychologist. The patients acquired aphasia and reading impairments secondary to a
vascular event. The patients volunteered to participate in the experiment. The inclusion
criteria were the following: (a) chronic aphasia caused by a vascular event, (b) patients
reporting either difficulties or the inability to read in their everyday life, (c) aphasia severity
ranging from moderate to mild, (d) being a native Spanish speaker, (e) no premorbid
dyslexia, (f) no hearing impairment, and (g) sight corrected-to-normal, guaranteeing the
perception of images on the computer screen. The participants’ education level ranged
from low to university degree. Some of the participants were familiar with the concept of
synthetic speech; however, none of them used a TTS system in their everyday tasks (e.g., in
their phones or electronic devices). The control group was composed of 15 participants
recruited from a department of the university. The only personal information requested
was age, which ranged between 30 and 58 years old. The participants are numbered from
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P1 to P8. P2 is missing, as the participant did not meet the inclusion criteria to participate
in the experiment.

2.1.2. Clinical Experiment Stimuli and Procedure

The experiment was carried out in Spanish and was divided into two parts. The first
part was a picture-point auditory comprehension test composed of 48 sentences. Each
sentence was associated with four images: one target image and three foils. The foil images
displayed the object, the location, or the action described in the target sentence. The sen-
tences pertained to four different grammatical categories: (a) transitive, (b) transitive plus
adjunct, (c) intransitive plus adjunct, and (d) complex subject + verb “be”. Twelve sentences
were assigned to every grammatical category.

Moreover, the sentences were spoken by four different voices: Festival TTS, Ogmios
TTS, Bluemix TTS, and a digitised human voice (DHV). Each of the four output voices pro-
duced 12 sentences. The 48 sentences were presented in random order for each participant.
At the beginning of the experiment, the participants went through a short calibration phase
to check the audio volume, decide the speech rate to execute the experiment and check that
they understood the researcher’s instructions. The patients were asked which speech rate
they preferred when carrying out the experiment: the original rate, mean (SD) = 210.86,
32.5 words per minute; 25% slower; or 50% slower. Four participants chose to perform
the experiment with the 25% slower speech rate, while the remaining three chose the
50% slower rate. None of the patients selected the standard speech rate. The speech
rate of the sentences was manipulated using Audacity® recording and editing software
(Version 2.4.2, https://audacityteam.org, retrieved on 29 November 2021). To slow down
the speech rate without causing distortions, we used the “change tempo” option, as it
does not affect pitch and frequency. After the calibration passage, the comprehension task
started. The patients listened to a sentence while looking at the computer screen, where a
four-image set appeared. Afterwards, the patients pointed at the computer screen to the
image corresponding to the sentences they heard. A number from 1 to 4 was assigned to
every image. Once the participant pointed at one of the four images on the screen, the
researchers immediately pressed the number key corresponding to the picture chosen by
the patient, and then the experiment automatically proceeded. The researcher pressed the
number key on behalf of the participants because some could not press the keyboard keys
by themselves. To keep the reaction time (RT) measurements controlled by the individual
factors, we decided that the researcher would press the number keys for all participants.
The answers and the reaction times in milliseconds were recorded.

The experiment was carried out with a laptop and DMDX [10], a Windows-based
software used primarily for language processing experiments, and designed to precisely
record the time of the presentation of text, audio, graphical, and video material and record
the measurements of RTs [10]. The control group received the experiment, designed using
Google Forms, via email. The images, recording, and the general setup was the same as
for the other participants, with the only difference being the software used. Since Google
Forms does not allow the collection of RTs, the control group was used only to compare the
comprehension accuracy, which resulted in a ceiling effect.

2.2. Text-to-Speech Systems

Text-to-speech (TTS) systems are the main focus of the clinical experiment reported
and the metrics analysis examined in this paper. Three different TTS systems were selected
to represent the different technologies in which such systems are usually built: (a) Festival
TTS, from the University of Edinburgh, as an example of statistical parametric speech syn-
thesis [11], (b) Ogmios TTS, from the Universitat Politècnica de Catalunya, a concatenative
speech synthesis [12], and (c) Bluemix (now known as Watson), an IBM Research neural TTS
containing three deep neural networks to predict prosody features, acoustic features, and
the output waveform (https://www.ibm.com/demos/live/tts-demo/self-service/home,

https://audacityteam.org
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retrieved on 29 November 2021). The synthetic speech voices and the recordings of the
human voice were all male voices.

2.3. Synthetic Speech Assessment

First of all, for each patient, we observed their test outcomes and presented an
overview of the results. Secondly, we automatically evaluated the test samples to score the
two main ways of assessing synthesised speech: intelligibility and naturalness. The former
defines how well the words spelt in the speech message are understood by the listener,
while the latter reflects how natural it is compared to a human voice.

2.3.1. Intelligibility

In the current work, we assessed the intelligibility of a synthetic utterance by means
of an automatic speech recognition system (ASR). As shown by the authors in [13], there
is a correlation between the accuracy of an ASR system and the intelligibility of a speech
utterance. All elements that may cause speech to be difficult to understand directly
increase the error rate in an ASR system, such as mispronunciations, audio distortions,
or inconsistent variations of speech loudness and rate. Therefore, we transcribed all
of the synthetic audio samples with an ASR system, consequently measuring the word
error rate (WER) plus the token error rate (TER) per sample. Note that since our ASR
system outputs graphemes as tokens, our TER score is just the grapheme error rate. Lower
error rates denote higher speech intelligibility, whereas higher error rates may reflect less
intelligible speech.

WER and TER measurements are computed by comparing the transcription from the
ASR system with the ground truth human transcription. Both scores are based on the
Levenshtein distance [14], which is the minimum number of edits that need to be done in a
text sequence to match another. For example, the WER score is computed by counting the
number of word substitutions (S), deletions (D), and insertions (I) needed to convert the
ASR transcription into the ground truth one. Then, these counts are summed up, dividing
the result by the number of words in the ground truth transcription.

The computation of TER is done the same way, but by counting token edits instead of
whole word edits. Regarding the ASR system specifics, we used a pre-trained transformer-
based model from wav2letter [15]. The model was trained with the Spanish Multilingual
LibriSpeech dataset [16], and its recipe can be found in wav2letter’s repository. To obtain
the transcriptions, we decoded the acoustic model outputs with the Viterbi algorithm,
without any additional language model (LM). Given that we wanted to assess pure acoustic
intelligibility, we avoided using an LM since it might correct some pronunciation mistakes
that we want to detect.

The WER and TER analyses were automatically computed. An input file with the .wav
files—audio sentences—and the ground truth transcription was run through the handler
programme, an executive file, and the ASR model (a previously trained deep learning
model). The output file of this analysis reports (i) the hypothesis prediction text, namely,
the ASR output for each audio sentence, (ii) the reference text (the ground truth), and
(iii) the WER and TER for each sentence.

2.3.2. Naturalness

Naturalness is defined as the correct use of emphasis, intonation, pitch, intensity,
and pauses, according to the message and intention [17]. We used non-intrusive speech
quality assessment (NISQA) to predict the naturalness of the voices used in the experiment.
NISQA is a model that can automatically evaluate super-wideband speech quality without
the need for a clean reference signal [18]. The same model was used to predict the mean
opinion score (MOS) in terms of the naturalness of the speech samples [19]. Initially, the
MOS test was used to evaluate the global quality and was used for phone speech, and
it required human evaluators for subjective measurements. Nowadays, the MOS test is
frequently used to score naturalness, intelligibility, and the quality of TTS systems. Since
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the initial way to conduct the MOS test (i.e., with human evaluators) was expensive and
time-consuming, the more recent MOS tests used in synthetic speech are models—such
as NISQA—that predict the answers of a human evaluator, without resorting to using
them. However, these models are developed and trained using human MOS ratings. Its
architecture consists of a stack of CNN layers that predict spectral frame-level quality
scores in an intermediate step, followed by an RNN LSTM module to predict the final
MOS score, taking the output of the CNN together with the Mel-Frequency Cepstral
Coefficients (MFCC). Manually annotated MOS data from Voice Conversion Challenge
(VCC) 2018 and Blizzard were used to train the NISQA. The model is publicly available for
research purposes.

2.3.3. Jitter and Shimmer Parameters

Jitter and shimmer are two acoustic measurements widely used as metrics for patho-
logical voice detection and acoustic analysis in general [20]. Jitter and shimmer are measure-
ments of the fundamental frequency disturbance, and they have been proven to be useful
in describing vocal characteristics [21]. Jitter is defined as the parameter of the fundamental
frequency variation of successive periods, while shimmer refers to the amplitude variation
of the sound wave [22]. Once the onset time of the glottal pulse is recognised, jitter can be
determined using different measures. The current study considered jitter local and jitter
relative average perturbation (RAP). The former represents the average absolute difference
between two consecutive periods, divided by the average period; its threshold limit to
identify pathologies is 1.04%, and it is expressed as a percentage [20]:

Jitter (local) =
1

N−1 ∑N−1
i=1 |Ti − Ti+1|

1
N ∑N

i=1 Ti

The latter is the relative average perturbation, meaning the average absolute difference
between a period and the average of it and its two neighbours, divided by the average
period; its threshold value for detecting pathologies is 0.68% [23], and it is expressed as:

Jitter RAP =
(1/N – 2) ∑N−1

i=2 |Ti − ((Ti + Ti−1 + Ti+1)/3)|
1
N ∑N

i=1 Ti

Shimmer refers to irregular period-to-period variation in the peak amplitude of the
signal. In the current study, shimmer local was taken into consideration. Shimmer local
is defined as the average absolute difference between the amplitudes of two consecutive
periods, divided by the average amplitude. The limit for detecting human voice pathologies
is 3.81% [22], and it is expressed as a percentage:

Shimmer (local) =
1

N−1 ∑N−1
i=1 |Ai − Ai+1|
1
N ∑N

i=1 Ai

The parameters described here are commonly measured for long sustained vowels.
However, in our case, the samples are short sentences. For this reason, the interpretation of
the results was made keeping in mind this aspect. Another aspect to consider was that,
according to [24], significant differences could occur in jitter and shimmer measurements
between different speaking styles, especially concerning the shimmer measure. Praat
software was used to extract these measurements from all of our test samples [25].

3. Results
3.1. Clinical Experiment Results

The analysis of the RTs obtained during the clinical experiment showed that Ogmios
TTS caused significantly delayed RTs compared to the other three conditions, specifically:
Omgios vs. Festival TTS (p < 0.001), Ogmios vs. DHV (p < 0.001), and Ogmios vs. Bluemix
(p = 0.057). An overview of the RTs from each patient over each type of sentence is shown in
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Table 1. The maximum and minimum RTs are detailed together with the system name. The
analysis of the reaction times was done using a generalised estimating equation method [26].
The reason for using this model was because the data were not normally distributed, and
they represented a repeated measurement. We highlighted Ogmios synthesis sentences
that had the worst RTs to emphasise that they were the majority compared with the rest of
the TTS systems and the DHV. Moreover, we corroborate in Table 2 that the longest RTs for
most of the patients occurred with the Ogmios synthesis samples. In general, Bluemix and
DHV achieved closer to average RTs, although Festival TTS took the lead in a couple of
patients. Surprisingly, Patient 6 had longer RTs for the DHV and Bluemix.

Table 1. Patients’ reaction times overview for types of sentences: “DHV” (digitised human voice), “ogm” (Ogmios), “blue”
(Bluemix) and “fest” (Festival TTS). The highest values for Ogmios are highlighted in bold to show that, in the majority of
cases, this was the TTS system causing consistently longer RTs. RTs are reported in seconds.

Reaction Times

Global Transitive Transitive + adj. Intransitive + adj. Comp.Subj. + verb “be”

Max Min avg
(std) Max Min avg

(std) Max Min avg
(std) Max Min avg

(std) Max Min

P1 53.43
ogm

4.66
blue

6.32
(1.65)

9.68
ogm

4.8
DHV

6.78
(2.09)

11.05
fest

4.81
blue

11.46
(13.76)

53.43
ogm

4.66
blue

6.88
(1.98)

11.88
ogm

5.37
blue

P3 60.35
ogm

4.98
DHV

12.82
(15.25)

60.35
ogm

5.93
DHV

10.36
(5.93)

26.16
ogm

4.98
DHV

10.5
(6.83)

28.29
fest

4.99
DHV

9.16
(3.8)

17.8
blue

5.11
blue

P4 54.57
ogm

4.63
blue

8.81
(3.99)

15.18
DHV

4.64
blue

9.69
(8.07)

34.62
blue

4.96
DHV

11.89
(14.06)

54.57
ogm

4.87
ogm

18.01
(14.78)

50.62
ogm

4.63
blue

P5 91.31
ogm

6.67
blue

13.8
(7.11)

29.91
ogm

6.67
blue

19.61
(15.13)

59.41
ogm

7.67
DHV

21.92
(23.0)

91.31
ogm

9.58
blue

13.24
(6.28)

29.12
DHV

8.22
DHV

P6 116.12
blue

8.24
blue

24.59
(22.09)

74.12
DHV

10.15
fest

15.03
(7.04)

29.54
ogm

8.24
blue

30.25
(29.41)

116.12
blue

11.59
fest

24.41
(19.88)

71.58
blue

8.93
DHV

P7 46.57
ogm

4.43
fest

7.34
(3.79)

18.98
fest

4.43
fest

6.9
(1.01)

8.4
blue

5.4
ogm

10.75
(11.53)

46.57
ogm

5.17
DHV

6.88
(1.17)

9.62
ogm

5.28
DHV

P8 96.39
ogm

6.93
blue

27.83
(15.78)

62.4
fest

11.79
ogm

29.23
(26.38)

96.39
ogm

9.24
fest

28.01
(20.69)

76.42
blue

11.86
fest

22.96
(23.81)

72.56
ogm

6.93
blue

Table 2. Patients’ average RTs per TTS system (system-level). Bold values are the longest RTs of each
PWA. RTs are reported in seconds.

Average Reaction Times

P1 P3 P4 P5 P6 P7 P8

DHV 6.5 7.58 9.72 14.43 23.57 6.9 19.64

Ogmios 11.27 15.55 19.52 23.83 20.85 9.85 35.87

Festival TTS 8.02 11.23 9.06 15.85 18.54 8.05 27.9

Bluemix 5.65 8.47 10.1 14.45 31.32 6.97 25.71

3.2. System-Level Analysis

The plots in Figure 1 show the DHV and TTS systems’ performance in terms of WER,
TER, and MOS. We assessed all sentences with 25% and 50% reductions in speech rate.
As expected, the DHV achieved the best scores in terms of naturalness and intelligibility
compared to the TTS systems. However, the WER increased when the speech velocity was
reduced to 50%. This may happen because the ASR system is not robust enough for such
a reduction. Bluemix obtained very similar MOS scores to the human ones, while WER
and TER were higher than Festival, the TTS system that achieved the lowest MOS score.
Ogmios obtained the highest WER and TER values, meaning it had lower intelligibility
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than the other voices, although it presented a better score compared to Festival TTS in terms
of naturalness. It must be considered that, differently from the unit selection (Ogmios),
the statistical parametric synthesis technology (Festival TTS) tends to be better in terms of
intelligibility. However, at the same time, the naturalness of the speech easily degrades,
especially in long sentences [27]. In the context of this experiment, the sentences were short
enough not to allow a relevant worsening of the naturalness and were still better in terms
of intelligibility compared to Ogmios. This might explain the difference in intelligibility
and naturalness between Ogmios and Festival TTS.
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3.3. Jitter and Shimmer Analysis

In Table 3, we show the resulting average jitter local, jitter RAP, and shimmer local of
each synthesis system and DHV at the 25% slower rate, and Table 4 shows the averages at
the 50% slower rate.

Table 3. Average jitter, jitter RAP, and shimmer (in %) from samples at 25% reduced speed.

DHV Bluemix Ogmios Festival

Jitter local (%) 1.298 1.612 2.183 1.292

Jitter RAP (%) 0.425 0.416 0.782 0.287

Shimmer local (%) 7.757 7.723 8.115 7.824

Table 4. Average jitter, jitter RAP, and shimmer (in %) from samples at 50% reduced speed.

DHV Bluemix Ogmios Festival

Jitter local (%) 1.16 1.39 1.91 1.05

Jitter RAP (%) 0.37 0.35 0.67 0.23

Shimmer local (%) 6.5 6.49 6.8 6.5

The relative values for jitter were found to be higher in the Ogmios synthesis, which
denotes that the perturbation in f0 cycles caused by concatenative synthesis artefacts was
higher than the other synthetic voices. In fact, the Ogmios system, once again, showed the
highest values in all metrics. Considering the mentioned thresholds for the pathological
voices, all systems, including DHV, surpassed the jitter and shimmer local, while the jitter
RAP threshold was only surpassed by Ogmios. This could have happened as we measured
over the whole signal, so pitch and intensity present more variation than measuring a
single vowel, for instance. Thus, even though these results do not show that Ogmios is the
only voice with value beyond the pathological threshold (except for the jitter RAP), it is the
voice that presented the highest values compared to the others, which gives an orientation
of TTS systems’ performance. The results, particularly for jitter and shimmer, should
be regarded as indicators of speech deterioration when compared against pathological
voice threshold—specifically, that Ogmios is more prone to pathological features than the
other voices.

3.4. Sentence-Level Analysis

Observing the comprehension test results, 4 out of the 7 patients had difficulties
understanding one of the Ogmios samples the first time they heard it, so their RTs increased
substantially. Specifically, the sentence that needed a second listen was sentence 36. This
phenomenon was further analysed to investigate whether it was the reason why Ogmios
presented such a significant difference in RTs compared to the other voices. Figure 2
depicts the RT distribution for every item per person aggregated by the different voices to
investigate if the seven items (one for each participant) corresponding to sentence 36 were
outliers, indicating that this sentence exclusively caused the significant RT difference
between them Ogmios and the other voices. However, after investigating the possible
outliers related to sentence 36, the results do not indicate the items corresponding to this
sentence (items 177, 189, 201, 213, 225, 237, and 249) are outliers (Figure 2). In fact, from
Figure 2, it is possible to observe that the highest value in RT (an extreme outlier) was
achieved by item 222, which was an item corresponding to sentence 21 in participant 6.
In the case of item 222, the considerably higher RT could explain why, in the clinical
experiment, the significance between Ogmios and Bluemix in terms of RTs is not as clear as
in the case of Festival TTS and the DHV.
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The correlation between the RTs and MOS, WER, and TER measurements was also
investigated. However, Pearson’s correlation analysis results did not show any correlation
between the parameters considered.

4. Discussion and Conclusions

This study aimed to answer the following research questions: (i) Are the significant
results in reaction times in Ogmios TTS caused by one or more acoustic voice charac-
teristics? (ii) If so, which one? After conducting a system-level automatic assessment
of the intelligibility and naturalness, the sample voices were analysed using jitter and
shimmer parameters. Ogmios, in general, performed worse than the other voices in these
measurements; therefore, there are indeed acoustic voice characteristics that contributed
to the longer RTs in Ogmios: intelligibility, jitter, and shimmer. The exception was with
the naturalness measure in relation to Festival TTS. However, this result was expected
due to the better naturalness usually recognised in the statistical TTS (Festival TTS). To
conclude, when considering a TTS for PWA and acquired reading impairments, it should
be kept in mind that there is no one-fits-all solution. From our experiment, it appeared that
for the Spanish language, the concatenative speech synthesis available is not suitable for
the target population considered. These results are not generalisable to all concatenative
speech systems for every language, and we realise it is TTS-specific. However, our results
would suggest that an initial analysis of jitter, shimmer, and WER and TER intelligibility
measures could give initial information about whether a synthetic voice could be used
with PWA with acquired reading impairments. Nonetheless, repeating the experiment
with another TTS for another language with a larger sample size could complete the results
gathered in this analysis.

For further investigations, the results obtained from the acoustic analysis and auto-
matic investigation of intelligibility and naturalness could be paired and further investi-
gated based on Cohn and Zellou’s [28] results. Cohn and Zellou [28] reported that in a
noisy environment, neural network TTS systems (such as Bluemix in the current study)
have lower intelligibility in a healthy population than concatenative systems. This is due to
the fact that neural networks have more coarticulated and human-like speech than concate-
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native systems, which have a more hyper articulated voice. As a result, the concatenative
system is more understandable than neural networks in a noisy, competing environment.
A further extension of the current study could investigate which acoustic characteristics
are not detrimental for PWA and acquired reading impairments in a functional, realistic
situation such as a noisy environment and do not cause longer RTs.
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