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Decision-making based on machine learning systems, especially when this decision-making can affect human
lives, is a subject of maximum interest in the Machine Learning community. It is, therefore, necessary to equip
these systems with a means of estimating uncertainty in the predictions they emit in order to help practitioners
make more informed decisions. In the present work, we introduce the topic of uncertainty estimation, and
we analyze the peculiarities of such estimation when applied to classification systems. We analyze different
methods that have been designed to provide classification systems based on deep learning with mechanisms
for measuring the uncertainty of their predictions. We will take a look at how this uncertainty can be modeled
and measured using different approaches, as well as practical considerations of different applications of
uncertainty. Moreover, we review some of the properties that should be borne in mind when developing such
metrics. All in all, the present survey aims to provide a pragmatic overview of the estimation of uncertainty in
classification systems that can be very useful for both academic research and deep learning practitioners.
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1 INTRODUCTION
Machine learning (ML) is currently present in all kinds of applications and areas. Object recognition,
automatic captioning, and machine translation represent just some of the multiple fields in which
machine learning, and especially Deep Learning (DL), is imposing itself in the service of competitive
business. In some areas of application, such as autonomous driving or automated patient diagnosis
support systems, the level of performance required is very high. Failures in prediction can result in
severe economic losses, or even the loss of human life. Hence the need for ways of managing the
risks that automatic decision-making entails, and for these types of applications in particular.
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Managing this risk is especially pertinent when applying Deep Learning systems, a subfield of
Machine Learning. Deep Learning is based on the use of rich architectures of Artificial Neural
Networks (ANN). One of its main differences from traditional Machine Learning systems is the
assumption that these ANNs can capture meaningful features of the input data and tailor them to
the learning task. By delegating the feature engineering in these models, DL makes the design of
classification systems simpler.

However, this delegating of the feature engineering in the model, and the high number of model
parameters present in many modern DL architectures, make these systems hard to interpret. This
lack of interpretability can be overcome if we accompany the predictions obtained with a metric of
their uncertainty that allows us to manage the risk of their use in decision-making. However, the
notion of uncertainty is not monolithic, and does not even has an agreed definition due to the fact
that it is present in every phase of the machine learning process. Sources of uncertainty can be
found in data acquisition and pre-processing, in the design of the model, the selection stage, and
even the training process. This gives rise to many different definitions of uncertainty, depending
on which specific aspects researchers and practitioners are focusing on.
According to the machine learning literature, Gal [28], one common way of understanding

uncertainty is to rely on its sources. In this case, we can consider aleatoric uncertainty - which is
associated with the uncertainty inherent in the data - and epistemic uncertainty - which is related
to the confidence of the model. Another approach, suggested in [88], is to categorize it into four
types: randomness - a kind of objective uncertainty related to random variables; fuzziness - a kind
of cognitive uncertainty due to the absence of strict or precise boundaries of concepts; roughness -
representing the degree to which knowledge is accurate; and non-specificity or ambiguity - which
results from choosing one from two or more unclear objects. Additionally, we can consider other
different types, depending on whether the uncertainty can be reduced or not. As we shall see, it is
not always possible to maintain these sharp divisions, as the same model can suffer from different
types of uncertainty during its lifespan.
In view of the above, we can state that uncertainty is a complex concept that needs to be

represented, measured, and applied. The goal of the present work is to survey the different
approaches present in the literature for each of these three stages employed in classification
systems. Although the procedure followed to estimate uncertainty in deep learning classification
models does not fundamentally differ from that used for traditional classification models, it does
have some specific features. In deep learning, the most widely used loss function is softmax
cross-entropy, which was never very popular in traditional models. This function operates on
the unscaled output of earlier layers (logits), meaning that the relative scale for understanding
the units is linear. Such an approach provides a direct probabilistic interpretation in terms of
class scores, which serve as a basis for defining aleatoric uncertainty measures. Moreover, the
flexibility inherent in neural networks can be used to enrich classification models by adding some
components to compute these uncertainty measures. For example, additional layers can be used to
apply hierarchical Bayesian models for uncertainty estimation. Regarding epistemic uncertainty
measures, the classical approach is to consider each of the model parameters as a set of parameter
estimates that define a random variable rather than a point estimate. In this case, the challenge
relies on the number of parameters to be estimated, which can be in the order of millions.

The added value of this paper is three-fold. First, unlike Gal [28], who focused on the estimation
of uncertainty in regression problems, we deal with classification, surveying a range of approaches,
from the first ones based on Dropout to more novel techniques such as modeling continuous
distributions on the simplex. Second, a wide variety of methods are presented by means of a unified
Bayesian perspective that facilitates their understanding. And last, we present not only the most
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recent advances in estimation techniques, but also some considerations regarding their properties
and use in practical scenarios.
The following two sections of the article formalize the deep learning classification scenario,

which is the focus of this survey, while also reviewing the definition of uncertainty.
Section 4 surveys how uncertainty is represented in deep learning classification systems. In

most cases, these systems produce a result that comes in the form of a probability distribution over
a set of classes. One of the most basic ways of representing uncertainty in a system’s predictions is
to rely on these probabilities to decide whether or not to trust the outcome of the system. However,
as the article shows, these probabilities can lead to errors, since they may not be well calibrated,
their interpretation may not be intuitive, or, worse still, they may be falsely considered to be safe
predictions.
Instead of relying on these point estimates, uncertainty estimation methods may generate

uncertainty metrics from an approximation of the posterior distribution of the classifier output.
We shall see how various works have proposed different approaches to modeling this posterior
distribution by using different probability distributions and focusing on different terms for its
definition.

After reviewing different ways of estimating the posterior distribution of the classifier, in Section
5 we present different ways of measuring uncertainty. This is a necessary step if we are to turn the
concept of uncertainty into an actionable value that allows risk to be managed in the classification
system. In this section, we will see how these systems present additional difficulty when trying to
extract a single metric for uncertainty. This is due to the fact that classification systems usually
return multiple values, with their corresponding uncertainties for each category. Thus, there is a
need for mechanisms that combine these multiple outputs into a single value. As our review has
shown, this additional complexity leads to multiple ways of summarizing uncertainty, contrasting
with uncertainty metrics in regression systems, which usually output a single value.

Section 6 introduces applications that illustrate the use of uncertainty in different aspects
related to classification systems.
Finally, Section 7 provides a summary of this article and describes a set of challenges facing

uncertainty estimation methods. The aim of this is to provide the reader with some criteria and
good practices and help practitioners choose the method that best fits their problem when including
uncertainty in the design of a classification system.

2 PROBLEM FORMULATION
Before addressing the concept of uncertainty, we first introduce the general problem setting that
will serve as a guide for the discourse in the forthcoming sections.

Given a training dataset, D = {(x𝑖 , 𝑦𝑖 )}, 𝑖 = 1 . . . 𝑁 ,D ∈ 𝑋 × 𝑌 , where 𝑦 ∈ {1, . . . ,𝐶} with 𝐶 the
number of categories, and x𝑖 ∈ 𝑅𝑑 , and a new sample of data points x∗, we want to predict their
corresponding labels 𝑦∗. Our focus is on discriminative classification models, where the goal is to
capture the distribution of the target outputs given the input data. Thus, from the observed data
𝑋,𝑌 and x∗, our goal is to compute the following conditional distribution:

𝑝 (𝑦∗ |x∗,D) ≡ 𝑝 (𝑦∗ |x∗, 𝑋,𝑌 ) (1)
In order to estimate this output distribution, we can use an intermediate model with parameters

W. By using this model with parameters W, we can then marginalize as follows,

𝑝 (𝑦∗ |x∗, 𝑋,𝑌 ) =
∫
W
𝑝 (𝑦∗ |W, x∗, 𝑋,𝑌 )𝑝 (W|x∗, 𝑋,𝑌 )𝑑W (2)

At this point, we can consider two assumptions:
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• Assumption 1: When learning the parameterW, we do not have access to the test data x∗, so
we approximate:

𝑝 (W|x∗, 𝑋,𝑌 ) ≈ 𝑝 (W|𝑋,𝑌 ) (3)
• Assumption 2: We assume that the model parameterized by W is able to capture the true
distributions over 𝑋,𝑌 , so we can approximate the conditional output distribution as,

𝑝 (𝑦∗ |W, x∗, 𝑋,𝑌 ) ≈ 𝑝 (𝑦∗ |W, x∗) (4)

Bearing these assumptions in mind, we end up with:

𝑝 (𝑦∗ |x∗, 𝑋,𝑌 ) ≈
∫
W
𝑝 (𝑦∗ |W, x∗)𝑝 (W|𝑋,𝑌 )𝑑W (5)

At this point, the evaluation of the integral may be complex due to the need to estimate the
distribution of those models that are compatible with our dataset. The most common approach to
solve this step is to collapse 𝑝 (W|𝑋,𝑌 ) into a Dirac delta function as follows

𝑝 (W|𝑋,𝑌 ) = 𝛿 (W −W∗) =
{
1 if W = W∗

0 otherwise (6)

The selection ofW∗ may define different strategies for this simplification. A common approach
in this regard is to use a maximum a posteriori probability approximation, as follows:

W∗ = argmax
W

𝑝 (W|𝑋,𝑌 ) (7)

Thus, in prediction time, the target probability is approximated as follows:

𝑝 (𝑦∗ |x∗, 𝑋,𝑌 ) = 𝑝 (𝑦∗ |x∗,W∗) (8)

With these equations in mind, we may recall that any prediction intended to be used as a
decision in an undetermined scenario should be complemented with an additional modelling of the
uncertainty associated [56]. We now turn our attention to Eq. 5 to see how the different parts of
this integral link with different aspects of the uncertainty found in the predictions.

3 DEFINITION OF UNCERTAINTY
Uncertainty is a polysemic word related to concepts like doubt, hesitancy, unpredictability, or
indeterminacy. This potential set of multiple meanings can be mapped into the machine learning
scenario, where the most widely used meaning refers to the lack of confidence in the predictions
output by a model. In line with this, the literature offers one possible taxonomy of uncertainty
[24, 46, 78]:

• Epistemic uncertainty corresponds to the uncertainty originating from a lack of knowledge
("episteme" is the Ancient Greek word for knowledge). This lack of knowledge can come
from two different sources. One is the lack of evidence to learn. In this case, the model does
not have access to enough cases to have a proper knowledge to output confident predictions.
Another source for this lack of knowledge comes from the ignorance of what kind of model
better suits a given problem.

• Aleatoric uncertainty. Aleatoric, or aleatory uncertainty, refers to statistical variability and
effects that are inherently random in the data generation process, i.e. due to measurement
noise or inherent ambiguity of the data. There are two types of aleatoric uncertainty, according
to the following assumptions:
– Homocedastic uncertainty measures the level of noise derived from the measurement
process. Homoscedastic uncertainty is invariant to different inputs, meaning it remains
consistent regardless of inputs.
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– Heteroscedastic uncertainty measures the intrinsic noise in the observations in a way
that depends on the inputs of the model.

Another criterion used to categorize uncertainty is the extent to which it can be reduced. Ac-
cordingly, uncertainty can be,

• Reducible. This type of uncertainty decreases as we incorporate more examples into our
training set. Hence, by getting more information about the problem, we reduce the derived
uncertainty. The same is true of the type of model applied. By increasing the complexity and
tuning architectures and hyper-parameters, the uncertainty associated with the capacity of
the model shrinks.

• Irreducible. In this case, the uncertainty is inherent in the data. Even after adding more
examples or increasing the capacity of the models, this type of uncertainty will not decrease.
The assumption is that uncertainty is caused by processes that are inherently random when
acquiring the data or in the data generation itself.

In many works, epistemic uncertainty is associated with reducible and aleatoric with irreducible
uncertainties. By increasing the amount of information, we reduce epistemic uncertainty, while
aleatoric uncertainty will never get smaller, even if we master the problem. It is worth noting
that these distinctions are relative and can be subject to interpretation [21, 24]. For example,
Der Kiureghian and Ditlevsen [21] show situations where aleatoric uncertainty turns into epistemic
uncertainty as the model evolves.
Additionally, some authors [11, 58] refer to an alternative type of uncertainty: distributional

uncertainty, also known as "out-of-distribution". This type corresponds to changes in the distribution
of the data in prediction time. Such changes may introduce uncertainty due to a potential lack of
generalization of the model, as it requires that the model predicts data points that are different
from those seen during training. Figure 1 shows the different types of uncertainty described using
a simple linear model to illustrate how a) the uncertainty on the model parameters is related to
the set of different models that solve the problem, b) how points close to the decision boundary
show high aleatoric uncertainty and c) data points not included in the training set can induce high
uncertainty in prediction time.

Fig. 1. Simple linear model to illustrate different sources of uncertainty: a) model or epistemic, b) data or
aleatoric, c) distributional or out-of distribution

In order to illustrate these concepts, let us consider, for example, the case of detecting a type of
lung tumour. Based on a set of images obtained for patients in a hospital, the goal is to analyze lung
images to detect whether there is a tumour or not. The sensors used to obtain these images are
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known and calibrated. The hospital’s data scientist trains a Deep Learning model with these data,
testing different models and using uncertainty to compare them and select the best performing one.
In this situation, the uncertainty analyzed is epistemic, and it can be reduced by increasing the
number of images.

Later, another hospital is interested in the prediction system and starts using it on its premises.
As the sensors used in this new setting differ from the former hospital, a new source of aleatoric
uncertainty is introduced. As soon as the data scientists at the new hospital realize this, they contact
the original data scientist and fine-tune the system by incorporating images from the new sensors.
Thus, after this process is complete, the aleatoric uncertainty becomes epistemic once again, and
can be reduced as more data are added to the training set. Additionally, there are situations in
which changes in the measurement equipment generating the data, e.g. adding more precision to
the tools used to acquire the data, will reduce the aleatoric uncertainty.

3.1 Bayesian perspective on uncertainty
At this point we can establish a direct relationship between these concepts and the probabilistic
terms introduced in Equation 5. We observe two terms contributing to the integral:

• 𝑝 (𝑦∗ |W, x∗): given a model with parametersW, this term defines the probability of the output
for the inputs x∗ received during "test" time. Let us remember that, in this case, we assumed
that model W is able to capture the distributions in 𝑋,𝑌 . Here, the distribution captures the
effect of the noise inherent in x∗ on the target 𝑦∗.

• 𝑝 (W|𝑋,𝑌 ): this term estimates the probability of the model with parameters W conditioned
by the training dataset D. Also, as commented in Section 2, we assume that we train the
model using only 𝑋,𝑌 , considering that we do not have access to x∗ or 𝑦∗ during training.

According to the above definitions of different uncertainties, we can identify the epistemic
and aleatoric elements. When focusing on 𝑝 (𝑦∗ |W, x∗) for a fixed W, we can derive from this
the statistical elements representing the aleatoric component of uncertainty, that stemming from
the actual data. This should answer questions regarding whether the expressivity of the model is
enough to capture the original distributions or whether D is a representative sample of the entire
data distribution.

On the other hand, when considering 𝑃 (W|𝑋,𝑌 ), we are focusing on the distribution of models
being compatible with the data. This distribution allows us to characterize epistemic uncertainty,
which should allow us to answer such questions as the extent to which the model is able to truly
capture the variability of the training set, or to characterize the different models that are compatible
with the data at hand.

Moreover, aleatoric and epistemic uncertainties are not independent categories. As reflected in
[41], the two types are related, the former often being conditioned by the underlying epistemic
uncertainty. This is again reflected in Equation 5, where we observe that aleatoric and epistemic
uncertainty are linked by W.
Said link between the two is especially relevant in the case of using black-box models. By

black-box models, we mean the application of pre-trained classification systems, delivered through
software libraries or application programming interfaces (APIs). In this case, the model parameters
are given and fixed, and the practitioner has no access to the internals of the model nor to the
data used for training it. In such a scenario, measuring the uncertainty of the predictions of these
classifiers when applied to a target application might be more relevant. However, in the case
of APIs, there is no way of reducing the epistemic uncertainty, as the model cannot be trained
further. Therefore, we have to focus on the term 𝑝 (𝑦∗ |W, x∗) and measure the aleatoric uncertainty
associated with applying the classifier to the target dataset.
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In this section, we have seen how each component of Equation 5 is linked to each type of
uncertainty, i.e. aleatoric and epistemic. This means that when summarizing uncertainty, we will
be able to map each type of uncertainty to the corresponding term.

4 MODELLING POSTERIOR DISTRIBUTIONS FOR UNCERTAINTY ESTIMATION
This section surveys different ways of estimating the posterior distributions involved in Equation 5.
We will see how some methods focus on modeling the parameters W, and thus tackle the more
epistemic part of the uncertainty. Other methods will take the model as granted and focus on
modeling the output, thereby handling the aleatoric component of uncertainty. Figure 2 shows
a taxonomy of the works surveyed in this article and how the compilation of articles has been
organized around the different categories.

4.1 Epistemic Uncertainty
In this section, we focus on the 𝑝 (W|𝑋,𝑌 ) term in Equation 5. The section name, epistemic
uncertainty, refers to a common aspect of the methods included, which consider the parameters of
the networkW to be unknown andmodel them as random variables. A neural network implemented
by considering a prior over its parameters and that approximates the posterior using Bayesian
inference is called a Bayesian Neural Network. Once we have a classifier modeled as a Bayesian
Neural Network, we are able to analyze the random variables that describe its parameters to
study the associated uncertainty. For example, if we model the weights W of the network as
Gaussian distributions, we can study how the scale parameter of these distributions diminishes as
we incorporate more data into the training set.

In this section, we review various approaches proposing different ways of modeling the parame-
ters using different probability distributions and methods to solve the posterior. Some model the
weights with simple distributions that allow the equation to be solved analytically. Others try to
discretize the normalization over W by using different sampling methods. Others still propose
variational posteriors and then use optimization techniques to reduce the difference between the
variational and the true posterior.

4.1.1 Laplace approximations. One of the first approaches to Bayesian Neural Networks was
proposed in MacKay [57] and focused on model selection for regression problems. In this case,
Bayesian inference was not applied only to the weights of the model but also to the regularization
terms. By restricting the type of random variables used for modeling the parameters, the method
was able to solve the posterior analytically and by using backpropagation methods for optimization.

Beyond the commonly used approach of hold-out data or cross-validation, MacKay [57] proposes
incorporating the optimization of hyper-parameters, such as regularization terms, as part of the
optimization process, including the task of model selection in the Bayesian inference process. This
model selection also includes the selection of hyper-parameters, such as regularization terms, for
example: those that are included in the loss function in order to penalize large weights and achieve
a smoother or simpler mapping [74]. This additional step is part of a Bayesian inference schema,
where it establishes a Gaussian prior over the parameters and uses Bayes to estimate the posterior
of the evidence, i.e. 𝑝 (𝐷 |W,R), where R corresponds to the set of regularization parameters. It
then uses the value of this evidence to compare models.

More relevant to this work is the extension for classification systems proposed by MacKay [56].
In this paper, each classifier produces two kinds of outputs. In essence, the Maximum a Posteriori,
MAP, used to train the models by minimizing a loss function, comparing it to the ground truth,
and a moderated one, which consists of the prediction together with a measure of its uncertainty.
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Fig. 2. Taxonomy of Bayesian Neural Network methods for estimating uncertainty

In prediction time, this moderated output can be used to make decisions based on the uncertainty,
compare models, and even use it for active learning schemes.

In both of the aforementioned works, the evidence is evaluated using the Laplace method with
a Gaussian approximation based on the properties of the most probable fit W𝑀𝐴𝑃 , and the error
bars 𝐴−1, which corresponds to the inverse of the Hessian matrix of the parameters from the loss
function. Some assumptions are made for this Gaussian approximation, such as considering the
surface around the minimum as a quadratic function, something that rarely occurs in real problems.

Moreover, approximating the Hessian, especially when using complex architectures with millions
of parameters like those used in Deep Learning nowadays, is not trivial and, as reported by Bishop
in [3], "the accurate evaluation of the evidence can prove to be very difficult. One of the reasons
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for this is that the determinant of the Hessian is given by the product of the eigenvalues and so
is very sensitive to errors in the small eigenvalues". In addition, in order to obtain the moderated
output resulting from the combination of the Gaussian and the sigmoid non-linearity, these authors
introduce a new approximation based on a function of the variance parameter applied to the output
activations.

4.1.2 Markov chain Monte Carlo approximations. MacKay [56] solved the integral in Equation 5 by
employing Gaussian approximations for the prior and posterior distributions, which allows these
integrals to be solved analytically. Because of the limitations posed in the previous section, this
Gaussian approximation might not always be recommendable, especially in modern architectures
with millions of parameters.

An alternative approach for solving the integral in Equation 5 is to approximate it with the sum
of 𝐿 models, similarly to that proposed by Lakshminarayanan et al. [48] in ensemble learning:

𝑝 (𝑦∗ |x∗,D) = 1
𝐿

𝐿∑
𝑖=1

𝑝 (𝑦∗ |W𝑖 , x∗) (9)

In this case, the vector of parameters in eachmodel,W𝑖 , is sampled from the distribution 𝑝 (W|D).
In [66], Neal reviews this approach and different ways of conducting this sampling. The proposed
method is a combination of different sampling policies, known as hybrid Monte Carlo. In short,
the method combines a Gibbs sampling method for selecting the hyper-parameters together with
a Metropolis-like sampling method for selecting the parameters or the network. By using the
hybrid Monte Carlo algorithm, suitable sampling vectors of the parametersW𝑖 can be generated in
reasonable computational times. Once the method reaches an equilibrium in prediction time, it
is possible to sample predictions from the posterior. By analyzing this sampling, it is possible to
assess the uncertainty of the predictions given an input x𝑖 , which we call the aleatoric uncertainty
of the model.

The problem with this kind of solutions is that they can take longer to converge because of the
stochasticity inherent in the process, even when using smart approaches like hybrid Monte Carlo.
Besides that, it is difficult to obtain insights by directly observing the parameters of the model, as
was the case with the aforementioned Gaussian approaches, which burden the capacity of these
algorithms when it comes to model selection.

In [10], Chen et al. work on the problem of convergence by using second-order Langevin dynamics
with a friction term that counteracts the effects of the noisy gradient. The article studies the effect
of applying this method on the classification of MNIST images, and observes how sampling-based
methods are better than optimization-based ones, showing howBayesian inference has an advantage
in this setting.

4.1.3 Variational Inference. A different approach for estimating the posterior is that followed by
Hinton and Van Camp [39], called ensemble learning. In this article, they tackle the model selection
problem by following Occam’s razor law, as in MacKay [56]. In this case, however, they apply
the Minimum Description Length Principle (MDLP), which is used to determine the appropriate
complexity of a model for a given dataset. Adding unnecessary structure to a model can result in
overfitting and high variance, whereas insufficient model complexity can lead to a high bias.
Hinton and Van Camp [39] provide a way to derive the error together with the amount of

information in the weights. This assumption is especially relevant in problems with a small dataset,
however, it is limited to models with a linear output. Here, the MDLP asserts that the best model
for some data is that which minimizes the combined cost of describing the model and minimizing
the error. In supervised Neural Networks, the model cost is the error in the number of bits it takes
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10 Mena et al.

to describe the discrepancy between the correct output and the output of the neural network in
each training case and the number of bits it takes to describe the weights. If we remember Equation
5, this corresponds to the left and right terms, respectively.

For encoding misclassifications in the output, the method described in [39] proposes discretizing
the distribution in t-wide bins and modeling each output unit as a Gaussian with zero mean
and a standard deviation of 𝜎 . Assigning a value for this 𝜎 to the root square deviation of the
misclassifications from zero results in a misclassifications cost function of a constant. To encode
the weights again, they are modeled as Gaussian random variables with zero mean and 𝜎 variance.
The cost function is then equal to an RMSE (Root Mean Square Error) with quadratic weight decay.
These authors complain, however, that this approach uses the same 𝜎 for all of the weights without
taking into account different levels of contribution. This is translated into a waste of bits when
encoding the information. Compared to [55], which also looked at variations in the output once
the model is trained, in [39] the variance during the training is also taken into account.

The method based on the MDLP uses information theory to encode the weights by adding Gauss-
ian noise to each one. Thus, although noisy weights can be more straightforward to communicate,
they may lead to high variance on the output, which would imply more cost in communicating the
misclassifications. To measure the cost, it proposes using the Kullback-Leibler divergence (KL) as
a measure of the difference between the likelihood P and the posterior Q. To determine the amount
of bits it costs to communicate the weights, C(𝑤), it takes each weight’s posterior and binarizes it.
For each bin, it computes the information using the prior. It then uses the weights to encode the
noisy weights and obtain the exact posterior Q. Next, it uses Q and binarizes the misclassifications
to compute the transmission cost of the weights, R(𝑤). The difference between one and the other
is, again, the KL, which can be solved analytically when using Gaussian distributions.

To learn the communication cost of erroneous predictions, the expected value of the Root Mean
Square Error, RMSE, is required. Considering the noisy weights obtained, the root squared error
might be hard to compute. The calculations are performed considering linear outputs and a single
hidden layer. By having one single layer, a matrix can be created with the mean and variance for
the outputs by means of Monte Carlo sampling. Then, to compute the RMSE for each output unit,
the sum of the mean is used to subtract the ground truth, adding a variance term obtained from the
table. The number of computations required for this approach when using Deep Learning makes it
unfeasible. A useful feature of the proposal is that it does not require a unimodal Gaussian approach
for the prior. To adapt to cases like a spike around 0 or 1, a mixture of Gaussians is proposed. This
approach to computing the posterior therefore constitutes an alternative to restrictive Gaussian
approximations by using more adaptive functions.
Moreover, by employing the KL divergence, this method can approximate the integral of the

posterior analytically, avoiding the high computational requirements associated with the use of
Monte Carlo Markov Chains. We would also like to highlight the fact that it addresses estimation
of the epistemic uncertainty when modeling the distribution for the weights and aleatoric when
modeling the distribution of the outputs. In addition, the architectures used to illustrate the method
are very simple when compared to current Deep Learning models. A significant limitation of this
work when applied to the classification problem is that its assumes a linear output, this not being
the case for probabilistic classifiers, which use a softmax no-linearity

To tackle the issues presented by Hinton and Van Camp [39], Barber and Bishop [1] extend the
model to allow a Gaussian approximating distribution with a general covariance matrix, meaning
it can capture the posterior correlations between parameters while still leading to a tractable
algorithm. Also, to illustrate the method, they overcome the stated limitation of using linear output
functions only and apply a variation of a sigmoid function (cumulative Gaussian), while also making
use of the KL divergence to approximate the integral defined in Equation 5. In order to capture
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the variance in weights and output, this method still applies a Gaussian approximation for both
concepts. In the case of the output, it models the variance with a parameter 𝜎 and the weights with
a covariance matrix A. Hence, the marginal likelihood is given by

𝑝 (𝐷 |𝜎,A) =
∫
W
𝑝 (𝐷 |W, 𝜎)𝑝 (W|A)𝑑𝑊 . (10)

This integration is, in general, analytically intractable. Instead of applying a Laplace approximation
as in [57], here the authors consider the logarithm of the marginal likelihood defined in Equation
10. By introducing a variational posterior Q(W), and making use of Jensen’s inequality together
with the convexity of the logarithmic function, they end up with the following decomposition of
the marginal likelihood:

log𝑝 (𝐷 |𝜎,A) = KL(𝑄 | |𝑃) + F (Q) (11)

The main idea is that this posterior Q(W) represents a lower bound on the log marginal likelihood,
as KL(𝑄 | |𝑃) ≥ 0. Maximizing the lower bound F (Q) for the parameters of Q is equivalent to
minimizing the Kullback-Leibler divergence. When taken to its limit, if Q(W) is equal to the true
posterior, the KL(𝑄 | |𝑃) will be zero. The trick here is to choose a form for the Q(W) distribution
so that the lower bound F (Q) can be evaluated efficiently.

Again, they choose a Gaussian model for the posterior Q(W) ∼ N (W̄,C), where C covariance
matrix to approximate the posterior by playing with its decompositions, which enables the use
of analytical techniques. Hence, it is possible to reduce the different non-tractable integrals to
one-dimensional ones that can then be evaluated using standard numerical techniques. Similar
analytical techniques are employed to compute the gradients of theKL divergence used to optimize
the posterior, which allows for application of a gradient optimizer.
However, the variance parameters,𝜎,A, have so far been considered as constants. To include

these parameters in the Bayesian framework, a standard isotropic prior covariance matrix of the
form A = 𝛼I is considered and hyperpriors introduced in the form of Gamma distributions. Then,
by modeling the joint posterior 𝑝 (𝑊,𝛼, 𝜎 |𝐷) by a factorized approximating distribution of the form
Q(𝑤)R(𝛼)S(𝜎), an alternate optimization process can be used to approximate these posterior
distributions.

We therefore see how the proposed method still has a strong dependency on Gaussian distribu-
tions to take advantage of analytical operations that simplify the calculation of the integrals. The
covariance matrix used to model the variance on the weights may pose a problem with modern
architectures as it correlates with the number of parameters. While it is true that the authors
provide an approximation for using a diagonal matrix, this still means a significant amount of extra
parameters to be optimized. Also, the method and problems used to illustrate it focus on regression
problems, leaving the classification problem unsolved.

One of the main problems of the methods described so far is that they are hard to implement in
modern Deep Learning architectures, where the number of parameters is high. Graves tackles this
problem in [34] by introducing a variational stochastic method. This paper proposes working with
expectations of variational distributions that approximate the true posterior instead of trying to
apply analytical solutions to find it.
To implement the variational stochastic method that estimates these posteriors, the solution

returns to the MDLP introduced in [39], applying it to the loss function to find a trade-off between
prediction accuracy and the complexity of the model. This variational distribution takes the shape
of a diagonal Gaussian Q(W|𝜎). By applying the MDLP, the loss is:

L = L𝑁 (W,D)W∼Q(𝜎) + KL(Q(𝜎) ∥ 𝑃 (𝛼)), (12)
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where the left term corresponds to the accuracy objective, i.e. the Negative Log-Likelihood (NLL)
of the network, and the right term controls the complexity by trying to minimize the distance
between the posterior and the prior. The Negative Log-Likelihood is computed by obtaining samples
from the posterior Q(𝜎). This paper describes how the authors ran experiments with different
combinations of posterior distributions, such as Gaussian and Delta distributions, and priors, such
as Uniform, Laplace and Gaussian priors. They obtained the best results when both were Gaussian.
To optimize the loss function, they applied an optimizer that can tolerate noisy gradient estimates,
experimenting with Steepest descent with momentum and Resilient Backpropagation (RPROP).
This method has been criticized over a bias effect on the gradients caused by the Monte Carlo
samplings.

In the same line, Hoffman et al. also develops the concept of Stochastic Variational Inference in
[40] to approximate the posterior of predictive models, emphasizing the fact that the stochastic
version of Variational Inference is better suited to massive datasets. By making use of the meanfield
assumption, which considers all of the parameters as independent variables, it achieves noisy
but unbiased gradients and applies a stochastic optimization process to estimate the posteriors,
similarly to that described in [34]. In this case, however, the priors and posteriors used are modeled
as Dirichlet distributions applied to topic modeling problems.
Based on the work in [34] on Variational Inference, we find the Bayes by Backprop method

described in [5], which is aimed at learning a probability distribution on the weights of a neural
network. This focuses on the regularization effect when attributing a compression cost over the
weights while obtaining the uncertainty associated with the predictions. In this case, the novelty
lies in the reparametrization trick, which consists of decomposing the parameters of Gaussian
variational posteriors, as follows,

𝑤 = 𝜇 + log(1 + exp(𝜌)) · 𝜖, 𝜖 ∼ N(0, 1). (13)

Hence, by drawing Monte Carlo samples from this distribution, the resulting mean is used. Blundell
et al. derive the gradients of the mean, 𝜇, and standard deviation, 𝜌 , and use them to update the
weights, again obtaining noisy but unbiased gradients. Note how, in this case, by doubling the
number of parameters, two per weight, they handle an infinite number of models in an ensemble. As
for the prior distribution, they propose using a mixture of Gaussians with zero mean but different
variances. An interesting aspect worth highlighting in this work is that the method is illustrated by
means of a classification problem, MNIST, a database of handwritten digits commonly used to train
computer vision systems.

Beyond these seminal works, Variational Inference (VI) is a very active research topic. Different
research lines have addressed problems such as creating black-box versions of the Variational
Inference or using other distributions rather than Gaussians, and how to apply the reparametrization
trick to them [25, 43, 47, 73].

A recent approach used in modern architectures is Flipout [89], which integrates over the weights
by performing a Monte Carlo approximation sampling from the weight distributions. Flipout uses
roughly twice as many floating-point operations as the reparameterization estimator, but has
the advantage of significantly lower variance. By substituting the layers of a classifier with the
equivalent Flipout ones, it is easy to apply Variational Inference to a classification system, including
Recurrent or Convolutional Neural Networks architectures. The Flipout gradient estimator is then
used to minimize the KL divergence up to a constant, also known as the negative Evidence Lower
Bound (ELBO). This consists of the sum of two terms: the expected Negative Log-Likelihood, which
is approximated via Monte Carlo; and the KL divergence, which is added via regularizer terms to
the layer.
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Another approach for applying Variational Inference in the case of the classification problem is
that proposed in [72]. In this work, Rossi et al. extend the Variational Inference regression setting
to k-class classification problems. The proposed method assumes a one-hot encoding of the labels,
so that Y is a matrix of zeros and ones. It then models the posterior over classification functions by
applying regression on a transformation of the labels, as proposed in [62].

4.1.4 Expectation propagation. In this section, we review an alternative to Variational Inference,
introduced in [38] by Hernandez-Lobato and Adams and called Probabilistic Backpropagation (PBP).
Again, the goal of the method is to tackle the scalability problems of Bayesian Neural Networks,
similarly to stochastic Variational Inference, while preserving their benefits, i.e. hyper-parameter
tuning, less overfitting, a measure for uncertainty (by building credible intervals based on the
predictions obtained), and smaller volumes of training data. The main idea is to compute a forward
propagation of probabilities throughout the network to obtain the marginal likelihood. Then we
compute the gradients of this marginal likelihood and use them to approximate the posterior by
performing a backward computation.

Probabilistic Backpropagation assumes Gaussian distribution for the output conditioned to the
input, the weights and the noise precision 𝜎 with a mean equal to the output of the NN, and
deviation equal to 𝜎−1. The method also assumes priors over the weights modeled as Gaussians
with mean equal to 0 and deviation 𝛼−1. Hyper priors of both 𝜎 and 𝛼 are Gamma distributions.
The posterior distribution for the parameters W, 𝜎 and 𝛼 can then be obtained by applying Bayes’
rule. However, the exact computation of this posterior is not tractable.
The Probabilistic Backpropagation method is proposed to approximate the aforementioned

posterior. Similar to traditional backpropagation, in the forward phase, the weights are applied to
the input to produce the activations. As the weights are now random variable distributions, the
resulting activations are also random and have intractable distributions. These activations are then
approximated with onedimensional Gaussians that match their marginal means and variances.
Even though the example used to illustrate this is again a regression problem, the logarithm for the
marginal probability of the target variable is evaluated at the output rather than the error. Based
on this, the gradients of this quantity are updated for the means and variances of the approximate
Gaussian posterior.
Updating of the weights is complex in this case. Applying the Bayes’ rule to update the beliefs

based on the data requires an approximation with a more straightforward distribution function
Q(W). We use this Q(W) function, together with the original update function, to minimize the
KL. The parameters of this new function derive from an update based on the original mean and
variances. All in all, the posterior is approximated with a factored distribution of these Q(W) and
the Gamma hyper-priors, ensuring that both the true posterior and the approximation share the
same moments.

The Expectation Propagation method (EP) improves this assumed density filtering implementa-
tion by iteratively incorporating each factor multiple times. On each pass, Expectation Propagation
removes one factor from the posterior, re-estimates it, and then reincorporates it afterwards. One
drawback of Expectation Propagation is that it requires all of the factors to be retained in memory
for each sample; however, since they operate in mini-batches, the computational cost is reduced.
In [52], Li et al. propose a variation of the method, called Stochastic Expectation propagation.

The aforementioned paper illustrates how the method can be applied to different classification
problems
One of the main advantages of using Probabilistic Back-propagation is that, unlike traditional

back-propagation approaches, it does not require hyper-parameters like learning rates, for example.
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4.1.5 Monte Carlo Dropout. All of the methods presented thus far belong to the category of
Bayesian Neural Networks. They mainly present different approaches for solving the integral
defined in Equation 5: by solving it analytically assuming some approximations, by using Monte
Carlo by sampling different models, or by approximating the posterior with a simpler distribution.
The weights or parameters of the network are assumed to follow a given distribution and we
have seen different ways of learning the parameters of those distributions with variants of the
backpropagation process for optimizing the neural network.
In this section, we present an alternative that does not require modifying the architecture of

the neural network or assume distributions over the network parameters. Rather, it builds on the
concept of Dropout introduced by Srivastava et al. in [84]. Dropout was conceived as a method for
reducing over-fitting on the training of neural networks. The main idea is that some neurons are
deactivated during training, forcing the active ones to assume the training effort of those that have
been deactivated.

In a neural network using Dropout, each unit will have a probability of going offline. On every
training pass, based on this probability, some units will turn off, and the rest will be retained for
the examples of that given batch during the training process. Thus, by avoiding specialization of
the neurons, the neural network will be more robust against overfitting problems.
Interpreting Dropout from another point of view, we might consider the architecture and pa-

rameters to be different in every training batch. The probabilities associated with each unit allow
different models to be sampled, similarly to the Monte Carlo method proposed in [66]. In [29],
Gal and Ghahramani take advantage of this sampling ability and propose using Dropout as an
approximation of the probabilistic deep Gaussian process. With regular Dropout layers, as found in
many architectures, Dropout minimizes the Kullback–Leibler divergence between an approximate
distribution and the posterior of a deep Gaussian process.
As with Variational Inference methods, the idea is to reduce the KL divergence between the

true posterior and a variational posterior Q(W). In this case, however, Q(W) is a distribution over
the matricesW𝑖 = M𝑖 ·𝑑𝑖𝑎𝑔( [𝑧𝑖, 𝑗 𝑗 = 1]), and 𝑧𝑖, 𝑗 ∼ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 (𝑝𝑖 ). The binary variable 𝑧𝑖, 𝑗 = 0 then
corresponds to unit 𝑗 in layer 𝑖 − 1 being dropped out as an input to layer 𝑖 .
In the prediction phase, they sample T sets of vectors from the Bernoulli distribution 𝑧𝑖, 𝑗 ∼

𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 (𝑝𝑖 ), thus obtaining different T values for 𝑦∗, and 𝐸 (𝑦∗ |x∗) (𝑄) ≈ 1
𝑇

∑𝑇
𝑡=1 𝑓

Ŵ𝑗 (x∗). This
Monte Carlo estimate is what the authors refer to as Monte Carlo Dropout. The main advantage
of the Monte Carlo Dropout is the fact that it operates directly with Dropout layers present in
the definition of many neural network architectures, so there is no need for extra parameters,
modifications on the backpropagation process or the computing of complex Hessian matrices.

4.1.6 Ensemble and Bootstrapping. In a similar vein to Monte Carlo Dropout, where the approach
is to have multiple models available at the same time and then be able to sample from them and
thus obtain an approximation for the posterior, we find Ensemble [48], and Bootstrapping [68]. The
idea here is to approximate the integral of the posterior with a set of models.

In Ensemble methods, the approach is to train𝑀 models using different weight initialization for
each of them. The models are then trained together sharing a joint loss function. In the prediction
phase, the outcome of the ensemble model is the average of the individual models. By observing
the variance of the outputs, it is also possible to obtain a measure of uncertainty in the models.

Bootstrapping uses a similar strategy, but instead of replicating the same model𝑀 times, it uses
a shared network with different heads. The training data, D, is divided into different subsamples D̃
sampled uniformly with a replacement of D. This can be understood as a data dropout approach,
in the sense that each data point is included in the training of a particular head depending on a
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probability ∼ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 (𝑝). Thus, each head is trained only on its bootstrapped D̃, allowing the
shared network to learn a joint feature representation across all of the data.
Both Ensemble and Bootstrapping represent methods that do not require significant changes

to the network architecture while providing means for obtaining the uncertainty of predictions.
Specifically, according to [83], despite its simplicity, uncertainties obtained using the Ensemble
method manifest higher robustness to posterior domain shifts.

4.2 Heteroscedastic Aleatoric Uncertainty
The previous section provided a review of different methods for approximating the posterior in
Equation 5, the first step in the process of modeling uncertainty in classification systems. The
methods surveyed so far propose considering the parameters of the classifier as unknowns and
modeling them with random variables. Thus, these models focus on the 𝑝 (W|𝑥,𝑦) component of
the equation.
By contrast, in this section we focus on another type of uncertainty: heteroscedastic aleatoric

uncertainty. Taking Equation 3, we now analyze the term 𝑝 (𝑦∗ |W, x∗), where we evaluate the
probability of the output of a given model with parameters W predicting testing input data,
otherwise known as data uncertainty.
Although the methods in Section 4.1 mostly studied epistemic uncertainty, and were mainly

based on regression problems, some already considered data uncertainty. In the introduction to
Variational Inference, when describing the work in [39], we saw how they divided the contribution
of the noisy weights and misclassifications. In this case, they focused on a regression task and were
approximating the output distribution of the square error with a Gaussian posterior distribution.
Although the uncertainty in the output activations may be analyzed by observing their posterior
distribution, it might be difficult to isolate the aleatoric part, as output activations are trained
together with the posteriors over the weights.
Moreover, there would also be the problem of adapting the method to classifications were the

output is not a single unit and includes non-linearities, like the standard softmax function. In
recent Variational Inference approaches, Zhang et al. [91] tackled this problem by using categorical
distribution, rather than Gaussian ones, at the output. Nevertheless, the training process includes
both the weights and outputs as one.

4.2.1 Gaussian output models. Relevant contributions [28, 46] can be found with regard to this
separation of concerns. In these works, the authors extend the application of Dropout as a method
for estimating the model uncertainty in neural networks introduced in [29], considering the
peculiarities of the classification problem and the estimation of its aleatoric uncertainty

In their proposal for uncertainty in classification tasks, instead ofmodeling the output distribution,
𝑦∗ ∼ 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑖𝑐𝑎𝑙 (𝑝), they model the noise at the logits 𝑢 activation, thus avoiding dealing with a
softmax non-linearity

u ∼ N(𝑓W (x∗), 𝑑𝑖𝑎𝑔(𝜎2 (x∗))) (14)

Here, each logit is modeled with a Gaussian distribution, with a mean equal to the output for
the corresponding class, as obtained from the model 𝑓W (x∗) with parameters W, and the variance
modeled as a diagonal matrix with a parameter 𝜎 , learned from the input data. The resulting output
of the model is:

𝑝 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (u) (15)

The associated likelihood is obtained from the expectation of this probability by applying Monte
Carlo to these distributions, drawing M samples from the Gaussian modeling the logits:
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E[𝑝] = 1
𝑀

𝑀∑
𝑚=1

𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (u𝑚) (16)

Next, the model is trained using a cross-entropy loss function that includes the resulting loglike-
lihood. To be able to apply backpropagation to the training including these new Gaussian random
variables, the authors apply the reparametrization-trick introduced in [5]:

u = 𝑓W (x∗) +
√
𝑑𝑖𝑎𝑔(𝜎2 (x∗)) · 𝜖, 𝜖 ∼ N(0, 1) (17)

And finally, to obtain the model parameters, W, they combine the Monte Carlo Dropout method
with this aleatoric cross-entropy loss, allowing the joint modeling of both aleatoric and epistemic
uncertainty.
In the original paper, Kendall and Gal [46] focused on Computer Vision, analyzing the role of

uncertainty in image classification and segmentation. Later, Xiao and Wang [90] extended this
work by studying its impact in the natural language processing field. It is interesting how they
studied the different contributions of epistemic and aleatoric uncertainties and a combination of
both. These authors ran different natural language processing experiments - language modeling,
sentiment analysis and Named Entity Recognition - observing how including a combination of
both epistemic and aleatoric uncertainties in training contributes to achieving better results in
the classification tasks addressed. Moreover, focusing on black-box classification systems, and
Sentiment Analysis in particular, we find [59]. In this work, the authors tackle the problem of
estimating uncertainty in pre-trained models, where there is no option of adapting the model with
variational layers, or assuming the existence of Dropout layers in the model, showing how, even in
this scenario it is still possible to compute the uncertainty of such classification models.

4.2.2 Dirichlet models. In the method described in the previous section, two limitations can be
observed. First of all, contrary to what happens in regression, where the output distribution is
directly approximated, in classification, the aleatoric uncertainty is modeled using random variables
at the logits, not the output, level. Each logit is modeled using a separate Gaussian random variable.
In doing this, possible interactions between classes are not considered, and these random variables
are tied together by applying a softmax at the output.
Moreover, using Gaussian modeling as a generic recipe might impose unnecessary constraints

in some problems. In the regressions setting, this means imposing a uni-modality that might not
reflect the actual condition of the data. In this type of problem, some alternatives consider more
elaborated approximations, as detailed in [7].

In a classification problem, we would ideally like to model the Categorical output distribution, as
composed of the probabilities associated with each output class. A natural interpretation of the
Categorical output may be to consider the natural conjugates of those distributions. Thinking of
this output as elements in a simplex, a Beta may be contemplated in the binary case or a Dirichlet
in the Multinomial case.
The approach suggested by Sadowski and Baldi in [76] proposes using these distributions. In

their work, these authors consider different applications of Beta and Dirichlet for different solutions.
The article suggests using the Beta distribution for problems with a real output with upper and
lower bounds. More relevant to us is the solution provided for multinomial classification systems. In
these scenarios, the paper proposes two alternatives. One is to model the output as a multi-headed
Dirichlet, where each output unit corresponds to an 𝛼 control parameter of the overall distribution.
This approach resembles the one posited in [46], but instead of modeling at the logits level, it models
each output unit. Alternatively, it is also proposed that the softmax output be modeled directly
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with a Dirichlet and the parameters learned at once. For each option, the corresponding gradients
are derived to enable training using standard optimizers. In the paper, the authors detected stability
problems due to the digamma terms in the gradient of the Dirichlet, which may become large
for small 𝛼𝑖 , resulting in large gradients. To fix these problems, the article introduces a variety of
activation functions, i.e. Inverse-Linear (IL), Exponential-Linear (EL) and Exponential-Tanh (ET).
However, even after including these activation units, it was still necessary to add some regularizers
to prevent very small 𝛼 that generated overflow errors.
Another work that uses a Dirichlet as a probabilistic output layer is [31]. Here, Gast and Roth

include uncertainty in Convolutional Neural Networks by two means. First, they propose changing
the output layer for a probabilistic one, similarly to [76]. Second, bymodeling the input as a Gaussian
random variable, they apply Expectation Propagation, similarly to [38]. To implement Assumed
Density Filtering to a Convolutional Neural Network, they provide a variational approximation for
all the layers involved: pool and max-pool layers, and Relu and leaky Relus. Thus, they manage to
model each output activation as a Gaussian random variable.
For classification purposes, the paper proposes using a Dirichlet as the output layer, building

on top of the Assumed Density Filtering outputs. To convert these Gaussian activations to the 𝛼 𝑗

control parameters that govern the Dirichlet distribution, they propose a decomposition of these
parameters based on the Gaussian output activations

𝑝 (𝑦 |x∗,W) = 𝐷𝑖𝑟 (𝛼 (𝜇, 𝑣)), 𝛼 (𝜇, 𝑣) = 𝑚

𝑠
, 𝑠 =

∑
𝑗

𝛼−1
𝑗 (18)

and

𝑚 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝜇), 𝑠 = 𝑐1 + 𝑐2

√∑
𝑗

𝑚 𝑗𝑣 𝑗 , (19)

where 𝑐1 controls how spiky the distribution is and 𝑐2 is an amplification factor for converting
uncertainties into the Dirichlet scale. By including the𝑚 term in the variance, the corresponding
uncertainty mainly comes from the class contributing most to the softmax activation. Hence, as
the output is already a distribution, they are able to apply the maximum conditional likelihood
learning that finds the parameters by maximizing the conditional likelihood of the data under a
predictive model.

Similarly to [46], in [31] we find a way of modeling aleatoric uncertainty by using a Dirichlet at
the output, and epistemic uncertainty by including Gaussian noise at the input and propagating
the expectation with Assumed Density Filtering. By combining both types of uncertainty while
including minimal changes in the network architecture, they achieve the goal of converting a
Convolutional Neural Network that outputs point estimates to a probabilistic Neural Network that
outputs the predictions together with a measure of uncertainty.

In [85], we find another extension of [31], although in this case adding an uncertainty attribution
method. This attribution means identifying which features in the input data have a higher impact
on the aleatoric uncertainty of the model. In this article, Thiagarajan et al. focus on regression
problems with tabular input data, meaning it is easy to illustrate the influence at the attribute
level. To measure this attribution, they suggest decomposing the function value 𝑓 (𝑥) as a sum of
relevance scores, obtained using a first-order Taylor expansion of the function. Another benefit of
this decomposition is that it can act as a regularizer when added to the loss, increasing the model’s
generalizability.
In [11, 58], we find new approaches that build on top of Dirichlet distributions, focused in this

case on the detection of out-of-distribution data. Both methods model distributional uncertainty,
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i.e. a distributional mismatch between the test and training data distributions. Although this type
of uncertainty is different from the aleatoric one analysed in this section, we include them here
because of their usage of Dirichlet distributions for modelling the data. In [58], Malinin and Gales
explicitly separate the three types of uncertainty:

In [11, 58], we find new approaches that build on top of Dirichlet distributions, focusing in this
case on the detection of out-of-distribution data. Both methods model distributional uncertainty,
i.e. a distributional mismatch between the test and training data distributions. Although this type
of uncertainty differs from the aleatoric one analyzed in this section, we include these aproaches
here because of their use of Dirichlet distributions to model the data. In [58], Malinin and Gales
explicitly separate the three types of uncertainty:

𝑝 (𝑦∗ |x∗, 𝑋,𝑌 ) =
∫
𝑊

∫
𝜇

𝑝 (𝑦∗ |𝜇)︸  ︷︷  ︸
𝑑𝑎𝑡𝑎

𝑝 (𝜇 |W, x∗)︸       ︷︷       ︸
𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑎𝑙

𝑝 (W|𝑋,𝑌 )︸       ︷︷       ︸
𝑚𝑜𝑑𝑒𝑙

𝑑𝜇W (20)

The point estimate for data uncertainty is determined by the distributional uncertainty. To model
the new term 𝑝 (𝜇 |W, x∗), the paper proposes using a Dirichlet distribution 𝐷𝑖𝑟 (𝜇 |𝛼), where 𝛼 =

𝑓 (x∗;W∗). To train the posterior, these authors explicitly train in a multi-task fashion so as to
minimize the KL divergence between the model and a sharp Dirichlet distribution focusing on the
appropriate class for in-distribution data, and between the model and a flat Dirichlet distribution
for out-of-distribution points:

L(W) = Epin (x) [𝐾𝐿[Dir(𝜇 |𝛼)∥p(𝜇 |x;W)]] + Epout (x) [𝐾𝐿[Dir(𝜇 |𝛼)∥p(𝜇 |x;W)]] (21)

Where we find a decomposition of the loss composed of a term for the in-distribution and out-
of-distribution data samples. The multi-task part arises from the need to have in- and out-of-
distribution points, which are simulated by generating points on the boundary of the in-domain
region using a generative model or using a different, real dataset as a set of samples from the
out-of-domain distribution.

Following a similar approach, Chen et al. [11] propose to parameterize a posterior model 𝑝W (𝑍 |𝑋 )
and optimizing its parameters to estimate 𝑝W (𝑍 |𝑋 ) given a pairwise input (𝑋,𝑌 ) by minimizing
their KL divergence:

𝐷KL (𝑃W (𝑍 |𝑋 )∥𝑃 (𝑍 |𝑌 )) (22)
Tominimize the divergence, they employ Variational Inference, using a Dirichlet as the variational

posterior. However, in this case they do not explicitly separate the out-of-distribution part. To
demonstrate the out-of-distribution detection, they train the network using one dataset and then
analyze the uncertainties found when applying the model to a different one.

In Mena et al. [60], a Dirichlet distribution is proposed for modeling the uncertainty of black-box
classification systems when applied to target applications. In this work, the authors propose a
decomposition of the concentration parameters of a Dirichlet distribution that models the output
of the black box:

𝑝 (𝑦𝑤 |x,𝑚(𝑦𝑏𝑏),𝑤) ∼ 𝐷𝑖𝑟 (𝜶 ). (23)
These 𝛼 parameters are decomposed in:

𝜶 = 𝛽𝑦𝑏𝑏, (24)

where𝑦𝑏𝑏 belongs to the output of the original black-box classifier, and 𝛽 corresponds to a parameter
that regulates the variance of the data and is estimated by training a deep learning wrapper. In
[61], Mena et al. extend this method by including an out-of-distribution term in the loss that allows
detection of potential shifts in the distribution of the prediction data. In this case, the method is
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showcased using classification systems of both natural language processing and computer vision
applications
To wrap up, Table 1 contains a summary of the different methods analyzed including the type

of uncertainty studied in each. It also provides a categorization of the methods based on some
scalability issues reported. Thus, we can see how methods like Laplace approximations, [56, 57],
where there is the need to approximate the Hessian matrix, Monte Carlo Markov Chains methods,
[66], that present convergence problems when the number of parameters increases, or initial
Variational Inference methods, [39], that assume linear models or small architectures, display the
highest level of scalability as they do not easily adapt to modern Deep Learning architecture,
where the number of parameters can reach 8 or 9 figures. For Variational Inference methods
optimized using Stochastic Gradient Descent approximations, we consider that scalability would
depend on the complexity of the architecture, as it would require modification of the layers to
introduce the variational equivalents. Finally, we consider that methods based on ensembles, [48],
or bootstrapping, [68], or those based on the use of Dropout layers, do not present large scalability
issues beyond those inherent in the original Deep Learning models they are based on. Additionally,
we have included a column detailing whether the article analyzes desirable properties that any
uncertainty modeling method should consider

Table 1. Summary of uncertainty estimation methods. Scalability issues of each method are reported as
LOW, MID, HIGH and desirable properties reviewed are highlighted using the following icons, ♣ Calibration
♠ Robustness ♦ Interpretability ♥ Explainability

Family Method Refs. Type of uncertainty Scalability Props. Section
Laplace Bayesian Neural Networks using Laplace approximation [56, 57] Epistemic HIGH 4.1.1

MCMC Markov chain Monte Carlo approximations [66] Epistemic
Aleatoric HIGH 4.1.2

Stochastic gradient Hamiltonian Monte Carlo [10] Epistemic
Aleatoric MID ♠ 4.1.2

Variational Inference

Minimum Description Length Principle [39] Epistemic
Aleatoric HIGH 4.1.3

Ensemble Learning [1] Epistemic
Aleatoric MID 4.1.3

Variational Inference [34] Epistemic MID 4.1.3
Stochastic Variational Inference [40] Epistemic MID ♠ 4.1.3
Bayes by Backprop [5] Epistemic MID 4.1.3
Stochastic gradient variational Bayes for gamma
approximating distributions [47] Epistemic MID ♥ 4.1.3

The generalized reparameterization gradient [73] Epistemic MID 4.1.3
Implicit reparameterization gradients [25] Epistemic MID 4.1.3
Pathwise derivatives beyond the reparameterization trick [43] Epistemic MID 4.1.3
Flipout [89] Epistemic MID 4.1.3

Variational Dirichlet Framework [11] Aleatoric
Distributional MID 4.2.2

Expectation Propagation

Expectation propagation [38, 52] Epistemic MID ♠ 4.1.4

Lightweight probabilistic deep networks (LPN) [31] Epistemic
Aleatori MID ♠ 4.2.2

A general framework for uncertainty estimation in deep learning [53] Epistemic
Aleatoric MID 4.2.2

Predictive Uncertainty Estimation via Prior Networks [58]
Epistemic
Aleatoric

Distributional
MID 4.2.2

Understanding DNN through input uncertainties [85] Aleatoric MID ♥ ♦ 4.2.2

Monte Carlo Dropout

Monte Carlo Dropout [29] Epistemic LOW ♠ 4.1.5
Aleatoric Monte Carlo Dropout [28, 46] Aleatoric LOW ♠ ♦ 4.2.1
Neural Network Regression with Beta, Dirichlet,
and Dirichlet-Multinomial Outputs [76] Aleatoric MID ♠ 4.2.2

Dirichlet Uncertainty Wrapper [61] Aleatoric
Distributional LOW ♣ ♠ 4.2.2

Ensemble and bootstrapping Network Ensemble [48] Epistemic LOW ♠ 4.1.6
Bootstrapped DQN [68] Epistemic LOW 4.1.6
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5 SUMMARIZING UNCERTAINTY
In the previous section, we reviewed some works designed to approximate the posterior over the
weights and the outcome of Deep Learning classification systems. By applying Bayesian inference,
these methods manage to turn traditional point estimates of Deep Learning models into random
variables following probability distributions. This transformation enriches system outcomes and
allows practitioners to makemore informed decisions based on the predictions of these classification
systems. However, this constitutes only the first step in uncertainty modeling. For these outcomes
to become actionable, there is a need to define a way of summarizing this uncertainty based on
these probability distributions. In the case of regression problems, for example, if the output of
the model is a Gaussian random variable, the scale parameter of the distribution can be used as a
measure of this uncertainty.

5.1 Summarizing uncertainty for probabilistic classifiers
Using the scale parameter of the distribution as a measure of uncertainty in classification problems
is not that straightforward, however. In some of the reviewed approaches [46] we have seen that
the random variables model the logits of the network’s output. In others, such as [31], the random
variables directly model the prediction’s probability distribution, but there remains the need to
define how to obtain a numerical score from these random variables. In this section, we review
different ways of obtaining this uncertainty score from the corresponding probability distributions.

In classification systems, the subject of this work, and specifically in probabilistic classifiers, the
output of the model already has the shape of a probability distribution for the predicted classes,
resulting from the application of a softmax operation at the output logits. Thus, a first approach to
obtaining a measure of the uncertainty is by observing the output distribution itself. At this point,
we wish to highlight two points. On the one hand, that even when the probability associated with
the predictions is high, it can correspond to a confident but erroneous prediction. And on the other,
that the output of a DL might suffer from miscalibration, as detailed in [35].

Assuming a calibrated and correct prediction, Figure 3 illustrates the following metrics derived
directly from observing the predictions of the original model:

• Softmax response: in probabilistic classifiers, it corresponds to the probability of the predicted
class.

• Predictive entropy: the difference between all predictions, understood as the entropy of the
softmax probability distribution, as defined by information theory [19].

𝑈𝑥∗ =

−∑
𝑦 𝑃W (y∗1 |x∗) log2 𝑃W (y∗1 |x∗)

)
log2 (𝑛)

(25)

• Least confidence: the difference between the most confident prediction and 100% confidence,
as defined in [18].

𝑈𝑥∗ =
𝑛
(
1 − 𝑃W

(
y∗1 |x∗

) )
𝑛 − 1

(26)

• Margin of confidence: difference between the top two most confident predictions.

𝑈𝑥∗ = 1 −
(
𝑃W

(
y∗1 |x∗

)
− 𝑃W

(
y∗2 |x∗

) )
(27)

• Ratio of confidence: ratio between the top two most confident predictions, as defined in [77],
understood as the margin and ratio respectively between the first and second more confident
output units, respectively.

𝑈𝑥∗ =
𝑃𝜃

(
y∗2 |x

)
𝑃𝜃

(
y∗1 |x

) (28)
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5.2 Summarizing uncertainty for Bayesian Deep Learning classifiers
All of the metrics introduced so far, obtain an uncertainty score from point estimates. However,
taking advantage of the posteriors modeled in the previous section rather than the point estimates,
we can now use a proper output probability distribution. The literature [28] contains different ways
of obtaining a numerical uncertainty score by summarizing these distributions:

Fig. 3. How to obtain an uncertainty measure from the output of probabilistic classifiers

Variation ratios measures the variability of the predictions obtained from sampling [27] by
computing the fraction of samples with the correct output. This heuristic is a measure of the
dispersion of the predictions around its mode. In this respect, for a given data point 𝑥 we can
sample𝑀 output vectors from the output distribution 𝑦𝑡𝑥 , 𝑡 = 1 . . . 𝑀 , and compute the variation
ratios as follows,

𝑉𝑅 = 1 − 𝑓𝑐∗

𝑀
(29)

where 𝑓𝑐∗ =
∑

𝑡 1[y𝑡𝑥 = 𝑐∗], and 𝑐∗ corresponds to the sampled majority class,

𝑐∗ = arg max
𝑐=1,...,𝐶

𝑀∑
𝑡=1

1[y𝑡𝑥 = 𝑐] . (30)

Predictive entropy considers the average amount of information contained in the predictive
distribution [80]. Results with low entropy values correspond to confident predictions, whereas
high entropy leads to significant uncertainty. This score takes into account the variability of the
predicted value by sampling what we call the sampled predictive entropy from the distribution
inferred by the wrapper, defined as

H = −
∑
𝑐

E[y∗]𝑐 logE[y∗]𝑐 . (31)
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Mutual information (MI) considers the relationship between two random variables, 𝑋,𝑌 and
measures the mutual dependence between the two. Again, it is related to Information theory, as it
can be understood as the amount of information obtained about one random variable by observing
the other. MI determines how different the joint distribution of the pair (𝑋,𝑌 ) is to the product of
the marginal distributions of 𝑋 and 𝑌 :

𝐼 (𝑋 ;𝑌 ) = 𝐷KL
(
𝑃 (𝑋,𝑌 ) ∥𝑃𝑋 ⊗ 𝑃𝑌

)
(32)

Where KL divergence is used to measure this difference, which when considering continuous
variables translates to:

I(𝑋 ;𝑌 ) =
∫
Y

∫
X
𝑝 (𝑋,𝑌 ) (𝑥,𝑦) log

(
𝑝 (𝑋,𝑌 ) (𝑥,𝑦)
𝑝𝑋 (𝑥)𝑝𝑌 (𝑦)

)
𝑑𝑥𝑑𝑦 (33)

Or viewed from the Information theory perspective:

I(𝑋 ;𝑌 ) = H(𝑌 ) − H(𝑌 |𝑋 ) (34)

When measuring uncertainty in neural network models, the two variables to consider are the
prediction 𝑦∗ and the posterior over the model parameters W. Usually, this metric relates more to
epistemic uncertainty, as it compares the posterior of W with 𝑌 , as approximated in [28]:

I [𝑌,W|𝑋,Dtrain ] ≈−→
𝑇→∞

H [𝑌 |𝑋,Dtrain ] − E𝑞∗
𝜃
(W) [H[𝑦 |𝑋,W]] (35)

by sampling T models for the posterior 𝑞∗
𝜃
(W). In [42], Houlsby et al. state that test points x∗ that

maximize mutual information are points on which the model is uncertain on average, as the model
parameters W erroneously produce predictions with a high degree of confidence.
Additional methods for summarizing uncertainty are present in some of the works that make

use of Dirichlet distributions reviewed in the previous section [11, 58].
Chen et al. [11] propose using the entropy of the resulting Dirichlet output distribution:

𝐸 (𝛼) = −𝐶 (𝛼) = −
∫
𝑧

𝑧 Dir(𝑧 |𝛼)𝑑𝑧 = log𝐵(𝛼) + (𝛼0 − 𝐾)𝜓 (𝛼0) −
𝑘∑
𝑖

(𝛼𝑖 − 1)𝜓 (𝛼𝑖 ) (36)

The final uncertainty score corresponds to the negative of this entropy. This work also analyzes
the resulting 𝛼 parameters. The authors observe how these parameters tend to take large values
𝛼 >> 1.0, compromising the method’s performance. To prevent such problems, the article suggests
a smoothing factor 𝛼 = log(𝛼 + 1), while other smoothing functions can also be applied.

Finally, Malinin and Gales [58] propose different metrics of uncertainty. Let us recall that three
different types of uncertainty are considered in this article: model, data and distributional. These
different types can be calculated according to the type of marginalization applied to Eq. 20. To
obtain the total uncertainty, the paper proposes the use of max probability, P = max𝑐 P (𝜔𝑐 |𝒙∗;D),
and predictive entropy. For other uncertainties, it proposes to use mutual information between the
total uncertainty and each individual type of uncertainty.

6 APPLICATIONS OF UNCERTAINTY
In this section, we analyze potential applications of uncertainty in classification tasks. Beyond the
interpretability of the predictions introduced in the previous section, in the literature we find many
examples of how to use the different types of uncertainty to help improve the quality of Machine
Learning models. Using epistemic uncertainty, we will see how it is possible to estimate the extent
to which a model adapts for a given problem or how to select new examples that boost training
speed. We will also observe how aleatoric uncertainty can be used to discard examples that are
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more uncertain, increasing the quality of the preserved predictions or permitting the intervention
of experts to decide on those specific cases.

6.1 Model Selection
A first application of uncertainty consists in model comparison or selection. When designing Deep
Learning models, the choice of architectures, parameters and regularizers can be cumbersome.
Working with held-out data or cross-validation to optimize these hyper-parameters imply sacrificing
some of the training data available for this purpose. Such a sacrifice has led researchers to include
optimization of these hyper-parameters in the model training. To this end, the use of epistemic
uncertainty allows models to be compared effectively and includes the implicit optimization of
hyper-parameters and regularizers.
Some of the first research to introduce this use of model uncertainty was conducted in [55,

56]. Here, the Bayes’ theorem is applied so as to model the probability of the data given the
model parameters and regularizers, 𝑝 (𝐷 |W,R). By estimating this posterior to find its maximum a
posteriori, it was possible to find the most optimal combination of parameters and regularizers

In [56], the model uncertainty was estimated in an additional step of the inference process called
model selection. Later works such as Variational Inference, Expectation Maximization or Network
Ensembles propose including the uncertainty in the training process. By considering the weights
as random variables, these methods obtain not only one valid model but a collection of infinite
(or finite in the case of ensembles) models that maximize the posterior of those models given the
training data.
In [28, 46], the use of Dropout is proposed to sample models W, also tackling the optimization

of the regularizers by using aleatoric uncertainty in what is known as loss attenuation.
After modeling the uncertainty of the model by choosing one of the approaches presented in

Section 4.1, it would be possible to sample parametersW∗ from the distributions obtained. This
sampling will allow the expectation of the output E𝑝 (𝜔 |Dtrain ) [𝑌 |𝑋,𝜔] to be estimated. With this
expectation, it is possible to then estimate the mutual information between the prediction 𝑌 and
the posterior over the model parametersW. As illustrated in [28], mutual information captures the
model’s confidence in its output, this constituting an excellent way of comparing the performance
of different models for a given problem

6.2 Active Learning
Another recurrent application of uncertainty present in the literature on Machine Learning is
Active Learning (AL) [13]. The goal of AL is to boost the training process by selecting meaningful
and representative examples that allow the model to learn faster. This task is especially relevant in
constrained scenarios, where obtaining training data requires the intervention of human experts
to label the samples, implying extra effort in terms of time and cost. In such scenarios, it is very
desirable to have a criterion for selecting new samples to label, as it speeds up training of the model.
Different approaches have been posited to tackle Active Learning, as surveyed in [79]. Among

these, the simplest is uncertainty sampling [51]. By observing the output confidence or predictive
entropy of the so-far-trained model when applied to unlabeled points, it is possible to select the
more uncertain ones, these being expected to be the more challenging ones for the model, thus
fostering the training process.
The problem with this approach is that sampling from the more uncertain unlabeled points

is usually equivalent to sampling from the decision boundary of the classifier. As David Mackay
suggested in [56]: "The strategy of sampling on decision boundaries is motivated by the argument
that we are unlikely to gain information by sampling in a region where we are already confident of
the correct classification. But similarly, if we have already sampled a great deal on one particular
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boundary then we do not gain useful information by repeatedly sampling there either, because the
location of the boundary has been established!"

MacKay proposes another way to use uncertainty for Active Learning. The main idea is to divide
the unlabeled dataset in what he calls regions of interest and obtain labels for points that maximize
the mean marginal entropy. Intuition tells us that those points with a higher variance according to
the entropy of the predictions obtained by drawing samples from the posterior over the models
will translate to more representative points and better Active Learning.

Recently, this concept of regions of interest has been extended to the context of Thompson
sampling (TS) and multi-armed bandits. In [75], Russo et al. propose using ensembles as the arms
and include TS in the selection of new training inputs. In [6], Bouneffouf et al. propose creating
clusters of the unlabeled points and considering each of these clusters as the arms. By applying TS,
it is then possible to choose examples based on a reward function that looks at the cosine distance
of a vector comprising the points before and after adding the selected input.
Other approaches to Active Learning are those based on variance reduction and Fisher infor-

mation Ratio, as in [92]. In this case, they comprise a pool-based method that looks at the ratio
𝑋 ∗
𝐹𝐼𝑅

= argmin
𝑋

tr
(
I𝑋 (𝜃 )−1IU (𝜃 )

)
between the selected point and the rest of the unlabeled exam-

ples. The Fisher information ratio is a measure of epistemic uncertainty that, in addition to the
uncertainty in the model, also measures which model parameters are most responsible for this
uncertainty.

In general, based on the uncertainty in the model, different strategies select new samples to label
based on different criteria: reducing the expected error or maximizing the variance of the model or
how much it changes after adding the sample to the training.

Regarding Active Learning, the use of aleatoric uncertainty is not indicated, as the same conclu-
sions extracted from the selection of points in the decision boundaries would apply here. Aleatoric
uncertainty measures the noise inherent in the data, so selecting points that are of themselves noisy
would not help to improve the variance of the model or the expected error, as this type of uncertainty
will not be reduced with more training, unlike what happens with epistemic uncertainty.

6.3 Classification with rejection
Classification systems with rejection comprise another application where the role of uncertainty
is key. The process of not issuing or of discarding a prediction when the system is not confident
enough can be found under different names in the machine learning literature, including Rejection
Methods, Selective Classification, Abstention, or Three-Way Classification. The most common
approach establishes a threshold based on a given metric and discards predictions accordingly.
Following the ideas proposed in the seminal work [12], where the authors establish a threshold for
rejection with which to minimize the classification risk, other works like [15, 20, 23, 32] consider
different cost-based rejection models based on the output responses of deep learning models.

Alternatively, [2, 16, 20] include a term for the rejector in the loss that is learned together with
the classifier. Following a similar approach, in [86], Thulasidasan et al. propose omitting noisy
labels in order to improve the training process. These works share the approach of considering
a fixed cost for the abstention, in which the classifier incurs a fixed cost every time the abstain
option is invoked. In contrast, in [81], Shekhar et al. establish a fixed fraction of input samples,
𝛿 , in which the learner is allowed to abstain without incurring any costs. The paper proposes a
plug-in classifier that employs unlabeled samples to decide the region of abstention and derive an
upper-bound on the excess risk. Another strategy, followed by the authors in [33], is to train the
model together with a particular loss function for rejection. However, in this case they fit a model
specifically for each degree of coverture, chosen beforehand.
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Finally, evaluations of the performance of classificationwith rejectionmodels usually use standard
metrics such as accuracy or the F1-score to obtain accuracy-rejection curves (ARC) [65] or the 3D
receiver operating characteristic [49]. Other works focus on the rejection of multi-label classification
systems [69]. These approaches present limitations, as they are not able to determine the optimal
rejection rate by comparing the performance of the classifiers. Beyond the ROC space, some authors
[36] have analyzed different representation spaces to build a rejection system, mainly the cost-reject
(CR) and the error-reject (ER) space.

Aligned with this error-rejection approach, we find [14], where Condessa et al. propose three
different performance measures for evaluating the best rejection point that overcomes the previous
restrictions. In order to evaluate the rejection metric, they divide the dataset using two criteria:
whether the method Rejects the data point or Not; and whether the point is Accurately classified,
or Missclassified, called R, N, A or M respectively. Three quality metrics can be derived from these
values (illustrated in Figure 4):

• Non-rejectedAccuracymeasures the ability of the classifier to classify non-rejected samples
accurately. It is computed as follows,

𝑁𝑅𝐴 =
|𝐴⋂

𝑁 |
|𝑁 |

• Classification Quality measures the ability of the classifier with rejection to classify non-
rejected samples accurately and to reject misclassified samples. It is computed as follows,

𝐶𝑄 =
|𝐴⋂

𝑁 | + |𝑀⋂
𝑅 |

|𝑁 | + |𝑅 |
• Rejection Quality measures the ability to concentrate all misclassified samples onto the set
of rejected samples. It is computed as follows,

𝑅𝑄 =
|𝑀⋂

𝑅 | |𝐴|
|𝐴⋂

𝑅 | |𝑀 |
An optimal rejection point will show a trade-off between the three metrics, it being possible

to divide misclassified predictions from correct ones and preserve only those points that provide
useful information. The higher the value displayed, the better that metric performs for rejection.

In a rejection setting, the model is enhanced with a new class, the rejection class. Thus, the final
prediction becomes

𝑦∗ =

{
𝑓 (x), if 𝜙 (x) < 𝜏
𝑟𝑒 𝑗𝑒𝑐𝑡, if 𝜙 (x) ≥ 𝜏

Here, 𝑓 (x) is the classifier without rejection, the function 𝜙 (x) is a function of the input that
evaluates the confidence of the prediction model, and 𝜏 is a threshold value that indicates the
rejection point. Those predictions with lower confidence than the given threshold are rejected,
whereas themore confident ones are predicted using the original classifier. In probabilistic classifiers,
risk can derive from the observation of the output probabilities employing different metrics, like
Least Confidence [18], Margin of Confidence [77] and Variation Ratios and Predictive Entropy, as
proposed in [28].
Moreover, an option for automatizing selection of the rejection point could be to use a method

like [32], where Geifman and El-Yaniv employ a binary search to optimize selection.
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Fig. 4. Rejection performance metrics as proposed in [14]

7 DISCUSSION AND FUTUREWORK
7.1 Review Methodology
The aim of the present survey is to provide a summary of the literature on methods for modeling
posterior distributions for estimating and measuring uncertainty. The survey follows the evolution
of these methods over time. We have attempted to illustrate how these methods have evolved along
with the complexity of Deep Learning models and the availability of computational resources. The
methodology used for this compilation followed a two-step process:

• First, we identified the main approaches used for the task: from Laplace approximations
through variational approaches or the use of modern architectures like Dropout layers.

• Next, we applied the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-
Analyses) framework guidelines [63]. Following this framework, we looked for references
of articles for each category, following the citations found in Google Scholar, ACM Digital
Library, Springer, Elsevier and the IEEE Xplore databases, among others.

7.2 Overview of the Field
We have seen how uncertainty estimation requires two steps. First, by applying a Bayesian inference,
it requires the approximation of the posterior as defined in Equation 5, to transform point estimates
of the classifiers into probability distributions. Then, it needs an additional step of summarizing
these distributions to produce a numerical score from the probability distributions obtained
In the papers reviewed in Section 4, we have seen different approaches to approximating the

integral in Equation 5. Section 5 contains different strategies for summarizing the probability
distributions to obtain a degree of confidence in the predictions. Even though the selection of
these strategies designed to obtain a numerical score is very relevant to estimating uncertainty,
approximation of the posterior in Equation 5 is the critical step.

Initially, efforts focused on approximating the integral analytically [56], either by sampling model
parameters [66] or substituting it with tractable posteriors [39]. The problem with these initial
works is their lack of adaptation to modern Deep Learning architectures, where the number of
parameters might be huge
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To deal with the high number of parameters and large datasets inherent in modern Deep Learning,
the work in [34] developed the method known as Stochastic Variational Inference (SVI) by using
a stochastic optimization process to estimate the posterior. This method was later extended in
the so-called Bayes by Backprop method described in [5], where Blundell et al. introduce the
use of the reparametrization trick to handle Gaussian random variables as regular parameters in
the derivation of the gradients of the loss function. Recently, new works inspired in Stochastic
Variational Inference have addressed different constraints of the original method, like including
new versions of the reparametrization trick to support other distribution rather than just Gaussian
random variables.

In parallel with Variational Inference, the work in [38] uses expectation maximization to tackle
the scalability problems of Bayesian Neural Networks. By using assumed density filtering, the
authors injected noise into the inputs and propagated this noise across the network, learning the
parameters of distributions for weights that maximize the output probability. Recently, this work has
been extended to Convolutional Neural Networks in [31], providing variational implementations
for all layers of the architecture and using a Dirichlet output distribution.

Different approaches have been posited using the Ensemble [48] and Bootstrapping [68] methods,
which do not propose altering the architecture of Deep Learning models, but rather measure the
disagreement among different versions of these models. By training models with different initializa-
tions (ensemble) or different partitions of the training data (bootstrapping), these approaches can
estimate the uncertainty of the models’ predictions. Similarly, Monte Carlo Dropout [29] generates
these different versions of the same model by taking advantage of Dropout layers, present in many
modern Deep Learning models.
When looking at the application of uncertainty, we observe that the most common way of

estimating it is still to analyze the softmax response or predictive uncertainty of the output,
together with calibration techniques that aim to turn this output into meaningful probabilities.
Beyond observation of the output confidence, a model that is often included as a baseline to

compare with new models or in the literature on applications like Active Learning [30, 54, 79], or
rejection systems [33] is that known as Monte Carlo Dropout. Recently, Ensemble methods [70]
have also become more relevant, perhaps because of their ease of implementation, only requiring
minor changes to existing models and robustness [45, 83].

In addition, many recent works have also included Stochastic Variational Inference in comparisons
between available models. This may be due to the addition of methods like Flipout [89] in popular
Deep Learning libraries like Tensorflow Probability footnotehttps://www.tensorflow.org/probability
or implementations of Stochastic Variational Inference included in Edward 1, which greatly simplify
the application of this type of Bayesian models.

7.3 Open Challenges
Despite all the efforts analyzed in previous sections, estimating uncertainty in classification systems
is still an active research topic. Some of the challenges that remain relate to the desirable proper-
ties that any uncertainty estimation model should bear in mind, such as calibration, robustness,
explainability, and interpretability.

7.3.1 Calibration. As mentioned in Section 5, the most straightforward way of measuring uncer-
tainty in classification systems is to observe the probability associated with the predicted class.
Take, for instance, a binary classifier — a prediction of 0.9 would mean that the classifier is confident
in assigning a positive prediction. In contrast, a prediction of 0.51 would mean that the uncertainty
of the prediction is high.
1http://edwardlib.org/
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In order to use these output probabilities to measure their level of confidence, one key aspect is
the fact that they need to be calibrated. Usually, the output of a classifier derives from the application
of a sigmoid or a softmax function. These functions transform the output into values from 0 to 1.
In the case of softmax, by normalizing the outputs, the results describe sets of 𝐶 values, one for
each class, which summed together add up to 1, resembling a probability distribution.

To consider a classification system as calibrated, its output must match the expected distribution
of probabilities for each class. The problem is that most of the time this is not the case, especially
with modern Deep Learning architectures. As reported by Gast and Roth in [31], the more complex
the architecture, the less calibrated the output will be. The miscalibration problem also extends
to other types of predictive systems, as analyzed in [67], like Support Vector Machines, Random
Forests or boosted trees.
The main method used to measure the calibration of a classification system is the reliability

diagram, also known as the calibration curve. A further analysis of reliability diagrams can be
found in [8], but the main idea is that a proper output probability distribution should adequately
reflect the actual likelihood of the predicted data. For example, given 100 predictions, each with a
probability of 0.8, we expect 80 to be correctly classified. Figure 5 shows an example of reliability
diagrams.

Fig. 5. Example of reliability diagrams

Even though the reliability diagram is a handy tool for diagnosing calibration issues, a numerical
score is sometimes required. One of the most common metrics to this end is Expected Calibration
Error (ECE). Very much related to reliability diagrams, ECE measures the difference between the
average accuracy and confidence, as calculated in the diagrams. A variation of this measure is
the Maximum Calibration Error (MCE), which computes the maximum rather than the average.
Furthermore, the Negative Log-Likelihood of the model can also sometimes be used.
[31] describes the main methods for tackling calibration issues, i.e. isotonic regression, Platt

scaling and a variation of the later temperature scaling.
Calibration is an essential property of classification systems, especially when evaluating the

output probabilities to measure the confidence of predictions. As reported in [31, 67], methods that
rely on measuring probabilities, like logistic regression, seem to be more calibrated than others.
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Thus, when developing methods that transform the outputs of classifiers as a random variable, we
should expect the outputs of such systems to be better calibrated than the original ones.

In this regard, the work described in [46] is interesting, where the authors analyze the calibration
of uncertainties obtained for both regression and classification computer vision problems. Moreover,
[61] analyzes the relationship between calibration and uncertainty estimation for NLP problems,
verifying that previous calibration of the inputs does not have a big impact on estimation of the
corresponding uncertainty.

7.3.2 Robustness. Another aspect that any uncertainty modeling technique must bear in mind is
the robustness of its metric. By robustness of an uncertainty metric, we mean its capability to adapt
to new data distribution in the prediction phase. These data distributions might differ from the
original ones used to train the models, but the uncertainty estimator must continue to efficiently
detect uncertainty.
In respect of this, we find the work presented in [83] to be very relevant to the robustness of

uncertainty methods. Here, Snoek et al. analyze different uncertainty metrics and subject them to
different types of distortion in the original training inputs, including a study of their behavior in
relation to out-of-distribution data.

Themethods analyzed in the above study include a vanilla implementation based on theMaximum
softmax probability [37], the same metric but after applying the Temperature scaling calibration
method introduced in the previous section, Monte Carlo Dropout [29], Stochastic Variational
Inference [5], ensemble methods [48] and a last-layer-only variation of both Dropout and Stochastic
Variational Inference [71].

To measure the quality of the uncertainty modeled, they use the metrics detailed in Section 7.3.1,
namely the Expected Calibration Error and Negative Log-Likelihood, plus the Brier Score, which
measures the accuracy of predicted probabilities as the squared error of a predicted probability
vector, y∗, and the one-hot encoded true response y.

Snoek et al. include experiments that use datasets from different domains, i.e. image and text
classification, tabular data or even genomics. Each dataset is composed of the original data plus
two additional variations: one with gradual levels of distortion, and another with a completely
different distribution to test the out-of-distribution case. In this latter case, as labels do not apply,
the article includes a plot for the distribution of the predictive entropy in order to observe the
detection capability of the model with regard to out-of-distribution points.
Snoek et al.’s paper provides the reader with some relevant insights when talking about the

robustness of uncertainty measures. First, regardless of the method considered, uncertainty accuracy
and quality both consistently degrade when the domain data distribution shifts. Although some
methods, like Temperature scaling, seem to work well with test data, they do not adapt to shifts in
the data distributions. For epistemic models, the article highlights Ensemble as the best performing,
while indicating that even though Stochastic Variational Inference seems to work well on small
datasets, it is hard to apply to datasets that require complex architectures.

All in all, from Snoek et al.’s analysis we can derive that modeling uncertainty for a given problem
or dataset does not mean that this model adapts well to changes on the data once it is deployed in
a real environment. At this point, we would like to highlight a couple of aspects relating to the
present work.
The first thing to consider is that, except for Vanilla and Temperature scaling, the included

methods all addressed epistemic uncertainty, measuring how the model adapts to the data, not the
uncertainty of the data itself. Training the original models with data points from the additional
distorted datasets would reduce this uncertainty. In addition, by way of example, after rotating
an image that represents a horse, the image will still represent a horse. If the picture represents
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a horse appropriately, the associated aleatoric uncertainty will be low. The problem is when the
picture of this horse is labeled as a dog. Then the model will be very confident predicting it as a
horse, so epistemic uncertainty will be low, whereas aleatoric uncertainty will be high.
Furthermore, in its analysis, Snoek et al.’s article explicitly discards methods that specifically

train for out-of-distribution detection. As mentioned above, they analyze the uncertainty of out-of-
distribution points by observing the resulting predictive entropy. Looking at the results reported
for the text models, since out-of-distribution is only reported for this kind of model, we observe
how, except for the last-layer-only versions, all the methods used, including Vanilla, already report
out-of-distribution points with high uncertainty. As found with the authors in [58], epistemic and
distributional uncertainties are viewed as separate concepts, and they must therefore be addressed
separately.

Nonetheless, the work presented in [83] delivers an appealing framework for evaluating uncer-
tainty in scenarios that might mimic what one can expect when applying classification models to
production, where data distributions may shift or new types of examples might appear.
Another interesting initiative that works on measuring how different uncertainty models deal

with real datasets is the Bayesian Deep Learning Benchmarks framework or BDLB2. This is a
framework for evaluating inference tools and for measuring how these tools scale to real-world
settings. The idea is to provide diverse types of benchmarks, i.e. real-world downstream tasks, that
allow for the comparison of different Bayesian Deep Learning implementations. To compare these,
the framework provides well-tuned baselines and benchmarks with each model against existing
baseline results and generates plots using expert metrics (such as the Area under the ROC Curve of
retained data when referring 50% of most uncertain patients to an expert). In its current version,
the framework supports the following implementations:

• Deterministic
• Monte Carlo Dropout (following [29])
• Mean-Field Variational Inference (following [89])
• Deep Ensembles (following [48])
• Ensemble Monte Carlo Dropout (following [82])

To date, four use cases have been implemented: a Diabetic Retinopathy Diagnosis tool [50],
an Autonomous Vehicle Scene Segmentation [64], a Galaxy Zoo [87] and Fishyscapes tasks [4],
providing results and a benchmark only for the first of these. In this benchmark, they show how
the best scoring methods are Monte Carlo Dropout, Mean-Field Variational Inference and Deep
Ensembles. These methods combine both epistemic and aleatoric uncertainties, estimated using
predictive risk. However, Standard Dropout, which uses only aleatoric uncertainty, performs worse.

To evaluate the performance of various uncertainty estimation methods using different tasks, the
authors adopt a similar approach to the one used in [60], which is based on applying the uncertainty
as a rejector.
Figure 6 illustrates the mechanism used in both articles: the uncertainty obtained from the

probabilistic model is used as a rejector. Predictions in which uncertainty scores are under a
given threshold are taken into consideration, whereas those above are discarded. The authors
then evaluate the quality of the uncertainty indirectly, by measuring the quality of the resulting
classifications using different metrics: accuracy or AUC.

Beyond rejection-based methods, [60] and in [48] experiment using out-of-distribution examples
to evaluate the measured uncertainty. By introducing out-of-distribution points, similar to what
they did in [83], they analyze whether the uncertainty estimator can detect those points as very
uncertain predictions.
2https://github.com/OATML/bdl-benchmarks
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Fig. 6. Rejection method for evaluating robustness of uncertainty estimators

All in all, it is clear that robustness is a relevant issue that must be considered when developing
and evaluating new uncertainty estimators. Initiatives like the work in [83] analyze the extent to
which uncertainty models trained with a given dataset can adapt to changes in the distribution of
data once deployed in the wild. From this study, Ensemble is observed to be the only method that
shows an overall capacity to adapt to perturbations in the prediction data. The more data-dependent
the methods are, the more they overfit the data used to train the uncertainty models. Thus models
designed to handle aleatoric uncertainty suffer more from a lack of robustness than those that
address purely epistemic uncertainty. Another aspect that can be observed from the study is that
there is no all-in-one method. How each one performs depends heavily on the models used and the
variability of the data. As reported in an analysis comparing aleatoric and epistemic uncertainties
[46], some datasets used to compare uncertainty methods might bias the analysis: "In practice
I found the cifar10 dataset did not have many images that would in theory exhibit high aleatoric
uncertainty. This is probably by design".

7.3.3 Interpretability. Another crucial aspect when estimating the uncertainty of a classification
system is its interpretability. Uncertainty is usually considered to be a source of interpretability
regarding a classifier’s predictions: uncertain predictions can warn the practitioner about problem-
atic inputs that might require the intervention of a human expert or complementary sources of
information, like sensors in a self-driving car.
However, in this section we would like to focus on the interpretability of the uncertainty

itself. In Section 5, we analyzed different ways of obtaining a numerical score for measuring
uncertainty. Taking the simpler of these methods, the confidence or softmax response of the
prediction, we observe that it can be treated as a probability (omitting calibration issues). In
this case, the interpretation of the uncertainty is quite straightforward, as humans understand
probabilities well [17].
The problem comes with more complex metrics like predictive entropy. Such measures might

require further explanations to make them understandable and useful for practitioners. For example,
predictive entropy scores will depend on the number of classes predicted, 0.69 being the maximum
entropy for a binary classifier and 2.30 for a ten-class problem.

7.3.4 Explainability. Finally, a further property that uncertainty estimation methods should bear
in mind is the capacity to explain the uncertainty scores obtained. These scores are summarizations
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taken from the modeled output probability layers, as detailed in Section 4.2. Their aim is to capture
the variance of the distributions that describe the output, based on the given inputs. Depending
on the distribution used, variance might be the 𝜎 parameter of a Gaussian random variable. In
other cases [61], it may be a 𝛽 parameter resulting from the decomposition of the 𝛼 concentration
parameters of a Dirichlet distribution.

Either way, we can consider this to be a regression problem whose goal is to estimate the scale
parameter used to measure variance in each case. As such, we can apply explainability tools to
search for explanations regarding which parts of the input contribute more to this uncertainty.
Tools like LIME [73], or Shap values [56], among others, can help when attributing uncertainty
to words in a text that increase uncertainty in a sentiment analysis tool. Other tools, like the
What-if-tool [93], can help in identifying attributes in a tabular dataset that can be changed to
diminish this uncertainty.
To the best of our knowledge, no previous work has been published on the explainability of

uncertainty estimation models, beyond [85] for regression, and we firmly believe that such research
may benefit the application of uncertainty in real problems. Having ways of identifying which
elements of our data contribute more to uncertain predictions can enable actionable mechanisms
that allow the quality of the predictions to increase by intervening in the data. An example of
this might be an image of a horse behind a fence. This kind of pattern might hinder the results of
a pre-trained image classifier, increasing the associated uncertainty. What if there was a way of
detecting this issue? In this case, we could apply pre-processing to our target dataset images to
remove fences (see [44]), thus increasing the quality of the resulting predictions.

Finally, another challenging aspect of uncertainty estimation is the type of problems and models
where it is applied. Beyond the study included in [90], which includes experiments with named
entity recognition and language modeling tasks, most of the articles that tackle uncertainty in
classification tasks include experiments with binary classifiers or a small number of categories.
Moreover, the type of architectures used are no more complicated than Recurrent Neural Networks
[26], or Convolutional Neural Networks [31]. It is also important to analyze the performance of some
methods involving problems with high dimensionality -like automatic translation- with changing
outputs -like question answering- or with multiple labels. Additionally, it would be interesting to
study how methods behave when dealing with huge modern models like those used in natural
language processing tasks such as BERT [22] or GPT-3 [9], which have 175 billion parameters.

8 CONCLUSIONS
Estimating uncertainty in a classification system is essential when the predictions of said system
are used for decision-making that may affect human lives. Even when this is not the case, however,
having a notion of the uncertainty of predictions is very interesting for a better understanding
of the problem, the data and how models behave. In this article, we present a thorough survey of
uncertainty estimation applied to classification systems. As well as providing related definitions and
describing some of its applications and desirable properties, the current report presents associated
studies according to the classification of the approach used. We believe that this study will be
beneficial for researchers who wish to understand the role of uncertainty in classification systems
and Bayesian Neural Networks in general. Furthermore, the analysis of practical applications
and issues related to implementing the different approaches analyzed may also be relevant to
practitioners who wish to incorporate a measure of uncertainty in their classification systems.
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