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A B S T R A C T

The Silicon Photomultiplier (SiPM) sensor is replacing the extensive use of the Photomultiplier Tube (PMT) in
fast timing applications. These photo-sensors can be applied in different fields such as medical imaging systems
like Positron Emission Tomography (PET), LIDAR technologies or High Energy Physics (HEP) experiments.
More specific, Time-of-Flight PET (ToF-PET) requires further developments to achieve a Coincidence Time
Resolution (CTR) of 10ps, this enabling the real time reconstruction and in vivo molecular examination. The
most recent state-of-the-art ToF-PET systems can reach 200 ps in CTR. Lowering this value will require a
cross-optimization of the scintillator crystal, the sensor and the electronics at the same time. These three
elements optimization will be the key to boost the timing resolution of the complete system. The aim of this
work is to provide a simulation framework that enables this cross-optimization of the PET system taking into
consideration the photon physics interaction in the scintillator crystal, the sensor response (size, dead area,
capacitance) and the readout electronics behavior (input impedance, noise, bandwidth). This framework has
allowed us to study a new promising approach that helps reducing the CTR parameter by segmenting a large
area SiPM into ‘‘𝑚’’ smaller SiPMs and then, summing the signals to recover all the signal spread along these
smaller sensors. A 15% improvement on time resolution is expected by segmenting a 4 mm × 4 mm single
sensor into 9 sensors of 1.3 mm × 1.3 mm with respect to the case where no segmentation is applied.
. Introduction

The Silicon Photomultiplier (SiPM) sensor is replacing the exten-
ive use of the Photomultiplier Tube (PMT) in many applications.
owadays, medical imaging systems such as Single Photon Emission
omputed Tomography (SPECT) and Positron Emission Tomography
PET) are mainly running those new SiPMs. Moreover, most of the new
pgrades in High Energy Physics (HEP) experiments are planning to
se SiPMs [1], as well as for Cherenkov light detection [2–5], cosmic
ay and space exploration detectors such as HERD [6] and LIDAR
pplications in automotive [7,8].

An application where the usage of SiPMs provides a noticeable
erformance improvement is medical imaging, in particular PET. PET is
molecular diagnosis technique that allows to track different biological
rocesses, whose purpose is to show the cellular or molecular activity
f the disease [9].

One approach to increase the sensitivity of the PET technique, thus
educing the dose to the patient or the scanning time, consist in pushing
he limits of the ToF capabilities [10] by improving the CTR parameter
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of the system. This will have a direct impact on the image Signal-
to-Noise (SNR), resulting in an improvement of the sensitivity by a
theoretical factor of (Eq. (1)):

𝑆𝑁𝑅𝑇 𝑜𝐹 ∕𝑆𝑁𝑅𝑁𝑂𝑁𝑇𝑜𝐹 =
√

2𝐷
𝑐 ⋅ 𝐶𝑇𝑅

(1)

where 𝐷 is the diameter of the Field of View (FoV) and 𝑐 corresponds
to the speed of light.

The latest developments on ToF-PET imaging systems have achieved
a CTR of 200 ps as shown in the Biograph Vision model from Siemens
Healthineers [11]. In fact, this value corresponds to an improvement
factor of 1.5 with respect to the previous version and to the rest of
existing systems that have a time resolution between 300 ps to 400 ps
for partial or total body PET systems [12].

Different research groups are trying to break the barrier on time
resolution and reach a CTR of 10 ps [13]. As a result, it will bring
obvious societal and economic benefits, such as screening and early
diagnosis of cancer, cardiovascular and degenerative diseases [14].

The basic PET module is composed by: first, a scintillator crystal
that converts the gamma ray into visible light. Second, a photo-sensor
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which collects the optical photons and outputs an electrical signal.
Lastly, a dedicated electronics that processes this signal and generates
readable data that will be used to generate the final image from the
patient. Fig. 1 illustrates the detector module.

Nowadays, SiPMs are outperforming PMTs in all ToF-PET medical
devices due to the astonishing improvements during the last 10 years.
The silicon solid state detector is insensitive to magnetic fields, op-
erates at low voltage compared to a PMT (20 V to 60 V) and it has
excellent timing performance [16]. Moreover, the scalability and cost
effectiveness makes them suitable for covering large detection area. The
accuracy of the SiPM in determining the time of arrival of a single
photon is referred to Single Photon Time Resolution (SPTR) [16]. The
SPTR of the SiPM is one of the key factors that affects the CTR, but there
are several other sources that affect the time jitter during the detection
chain as shown in Fig. 1 [15].

We can separate the contributions to the time jitter as:

• Scintillator crystal: it is the responsible of three contributions
on the time jitter. First, the fluctuation on the interaction depth of
the gamma photon (𝑡𝑑𝑒𝑝𝑡ℎ), which follows an exponential attenua-
tion with the maximum at the entrance face. Then, the scintillator
process determines the emission time of each one of the optical
photons (𝑡𝑠𝑐𝑖𝑛𝑡.). Finally, the Transit Time Spread (TTS) which
is the time needed for the optical photon to reach the photo-
sensor (𝑡𝑇𝑇𝑆 ) and it depends on the photon travel path. An optical
coupler with a refractive index between the scintillator crystal
and the SiPM window is used to increase the photon extraction
such as Meltmount 1.582 or BC 631 from Saint-Gobain.

• SiPM: The avalanche process inside the solid state detector along
with the Photo-Detection Efficiency (PDE) is the main factor
involved in the photon absorption [17]. Nowadays, the PDE has
increased to almost 60 % [18], which means that the number
of photons detected has to be multiplied by 0.6 with respect to
the total extracted photons as a first approximation. Additionally,
the avalanche process is a stochastic phenomena which implies
that the trigger timestamps will vary among different avalanche
events. This affects the time jitter at a single photon level (𝑡𝑆𝑃𝑇𝑅).

• Electronics: the analog signal generated from the SiPM is pro-
cessed by a Front-End (FE) electronics and a Time to Digital
Converter (TDC) that picks up the time of arrival (ToA) of the
photons. Both circuits introduce time fluctuations to capture the
ToA due to the electronic noise and therefore a time jitter that
is represented as 𝑡𝑒𝑙𝑒𝑐. taking into account both contributions, the
Front-End readout and the TDC time uncertainty.

The aim of this work is twofold. Firstly, to show a novel framework
hat will enable the optimization of a PET module, including the sensor,
cintillator crystal and electronics. Secondly, using this framework, the
ime jitter of the current systems can be investigated by using the
egmentation approach, where a single sensor is subdivided in smaller
ensors and the individual signals summed as a single output.

Although this framework is here employed for ToF-PET time op-
imization, it is suitable for any application where the same detector
odule is required, as depicted in Fig. 1. High energy physics and

ny experiment involving optical photon collection and time resolution
ptimization are eligible to use it.

The following sections are organized as follows. Section 2 details
ow the complete framework works, starting by the physics simulator
escription and followed by the electrical simulator here used. Then,
ection 3 shows the theoretical approach on sensor segmentation and
heir impact on time performance. Afterwards, the simulation results
or SPTR and CTR will be shown in Sections 4 and 5 respectively.
inally, the conclusions and future work regarding the use of the

ramework are described in Section 6.

2

. Simulation framework

This section will present the simulation environment created to
tudy and optimize the time jitter from the point of view of the photo-
etector and the electronics readout. First, we will explain how GATE,
he physics simulator, tracks the detected photons and generates a
eadable output. Then, the next section will be focused on the elec-
rical simulator used in this work, without loss of generality, Spectre
imulator from Cadence Design Systems [19], and how this tool uses
he information from GATE to compute the detector and electronics
eadout response.

.1. Optical photon transport simulation: GATE

GATE is an advanced open-source software developed by the in-
ernational collaboration OpenGATE [20] and dedicated to numerical
imulations in medical imaging and radiotherapy based on GEANT4.
ccurate modeling of photon interactions with crystal surfaces is es-
ential in optical simulations, but the existing UNIFIED model in GATE
s often inaccurate, especially for rough surfaces.

A new approach was developed for GATE, named Davis Model [21].
his method calculates the reflectance properties from the crystal to-
ography previously measured with either an atomic force microscope
AFM) or a confocal laser scanning microscopy (CLSM). Fig. 2 il-
ustrates a small region from one of our scanned scintillator crystal
urface using a CLSM. The data collected in this process are stored
n a Look-Up-Table (LUT), and then used during the simulation to
redict the photon direction after impinging into a crystal surface. This
eature makes GATE a strong photon transport Monte Carlo generator
hat will be used to simulate the first steps in a gamma collection
rocess, involving the gamma conversion into optical photons and their
ollection by the photo-sensor.

First, we define a CTR setup consisting of: a 22Na point source in
etween two scintillator crystals of tunable length, both crystal surfaces
rapped in teflon if nothing different specified. Interface surfaces are
efined accordingly to the DAVIS model parameters. As previously
entioned, we can generate our own DAVIS LUT from a prior scanned

rystal surface using an AFM or CLSM. These crystals are coupled to a
ensor with matching cross-sections by using an intermediate layer of
ptical grease, whose optical properties, such as the refraction index,
an be adjusted in the simulation. The sensor PDE spectrum from the
atasheet of the manufacturer can be introduced as a parameter in the
imulator. Fig. 3 illustrates the typical CTR setup described in a GATE
imulation.

The full process starts by the emission of a positron from the 22Na
adioactive source which annihilates with an electron, resulting in two
ack-to-back 511 keV gamma photons. Each one of them interacts with
he crystal depending on the physics interaction (Compton scattering or
hotoelectric effect). Then, a certain number of photons are generated
ccording to the light yield of the scintillating crystal. A fraction of
hose will reach the sensor at a given time depending on the travel
ath inside de crystal.

The root file output from GATE simulation includes the arrival times
f each one of the scintillator photons, as well as the impact position
n the sensor surface. Then, we prepare the data using a Python-
oot script that takes the raw file and generates a suitable output
ile to be used in a specific electrical simulator. Only photons with
n specific arrival time below a certain threshold are selected. This
hreshold represents the maximum arrival time of the detected photons
o be considered on the output file, any photon above this threshold
ill be discarded. Hence, reducing the simulation time consumption,
hereas maintaining the performance due to the fact that only a few

ens of photons are needed to reconstruct the rising edge of the analog
ignal from the SiPM. This data simplification is only allowed for a
eading edge discriminator time pick-up approach that does not need
he peak amplitude of the SiPM to extract the arrival time. For instance,
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Fig. 1. Time jitter contributions in the gamma photon detection chain from crystal, SiPM and electronics.
Source: Modified image from [15].
Fig. 2. 3D Surface representation and photon ray-tracing along different impact points (blue arrows). The resulting reflected and transmitted directions are stored in a LUT.
Fig. 3. CTR setup screenshot from GATE simulator. In Cyan, the 22Na source between detectors and in green, the whole detector module. Inside the green box in yellow, the
scintillator crystal and in red, the SiPM detector and the optical grease. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
a Constant Fraction Discriminator (CFD) or any other amplitude signal
dependent method cannot apply this photon prune, since they need
the amplitude to obtain the arrival time. In addition, the SiPM channel
characteristics such as active area or micro-cell size can be taken into
3

account within the input parameters in the script. The cell size limits
the number of photons collected, due to the fact that there is a dead
time between two consecutive photons arriving on the same cell. Thus,
losing photon detection at high light rates.
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(

Fig. 4. Photon impact position and arrival time at the SiPM surface: (a) before cleaning
the data. (b) after applying all constrains referring to SiPM channel, cell size and arrival
time threshold.

Fig. 4 shows the photon impact distribution as well as the associated
arrival time (𝑡𝑎𝑟𝑟𝑖𝑣𝑎𝑙). In this example, we set a total of 9 SiPM channels
red boxes) with 50 μm × 50 μm cell size, 0.1 mm of dead space

between channels (blank space between one channel and the neighbor),
as depicted in Fig. 4(b), and 1 nanosecond threshold on the arrival time.
The scintillator crystal is a LYSO of 4 mm × 4 mm × 10 mm and the
SiPM employed is the S14160-4050HS from Hamamatsu at 5 V of over-
voltage. The output file will contain the remaining photons after all the
pruning process. Additionally, the intrinsic 𝑡𝑆𝑃𝑇𝑅 is added right after
the pruning. In this stage, a random timestamp generated by a Gaussian
distribution is summed to the actual arrival time of the photon. The
sigma of this Gaussian is directly the intrinsic SPTR of the modeled
SiPM sensor. Thus, the contribution of the 𝑡𝑆𝑃𝑇𝑅 can be obtained using
the following expression:

𝑡𝑆𝑃𝑇𝑅 = 1

𝜎𝑆𝑃𝑇𝑅
√

2𝜋
𝑒𝑥𝑝

[

− 𝑡2

2𝜎2𝑆𝑃𝑇𝑅

]

(2)

For instance, the SiPM S14160-4050HS has a SPTR of 50 ps [18] in
sigma. Combining the associated arrival time with the contribution of
the SPTR, gives a final timestamp defined as:

𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑓𝑖𝑛𝑎𝑙 = 𝑡𝑎𝑟𝑟𝑖𝑣𝑎𝑙 + 𝑡𝑆𝑃𝑇𝑅 (3)

The final timestamp of the selected photons is used as input in the
electrical simulator to emulate the response of the SiPM [22]. Next
section, shows how the time information from the optical simulation
is combined with the electrical response of the front-electronics.
4

2.2. SiPM signal generation

The SiPM is a semiconductor photodiode build of many Single
Photon Avalanche Detectors (SPADs) or microcells joint together on
silicon substrate with common load. Typically in SiPMs, the microcells
are of identical size and arranged in a rectangular pattern. Depending
on the device, the size of a microcell varies from 10 μm to 100 μm
and the number of microcells per device ranges from several hundreds
to several tens of thousands, depending on the active area. The SiPM
schematic circuit is modeled in the electronic simulator following the
model detailed in [23]. A equivalent circuit of the SiPM electrical model
can be seen in Fig. 5 [24].

Regarding the electrical simulation using this equivalent circuit,
in this work we used Cadence Design environment with the Spectre
simulator [19]. This toolkit enables the possibility to simulate the
electrical response of the SiPM in combination with the arrival time of
the photons and a dedicated Front-End electronics for its signal process-
ing. Nonetheless, any other electrical simulators capable of introducing
transient noise on the time domain could be adapted to work with the
same input file.

The equivalent SiPM electrical circuit simulating the discharge of
the cells works as follows. Before any photon detection, the switch 𝑆𝐴
is opened and the detector capacitance (𝐶𝑑) is charged to the SiPM
bias voltage (𝑉𝑏𝑖𝑎𝑠) applied between the anode and cathode. When a
photon arrives to the SiPM (using the timestamp of each photon from
GATE’s output file), this switch closes making the start of a breakdown
event (𝑁𝑓 corresponds to the number of cells fired). We can control
𝑆𝐴 closing time through a veriloga code that closes it as a function
of the photon arrival time. At this moment, the avalanche begins, 𝐶𝑑
capacitance discharges through 𝑅𝑑 (𝑅𝑑 ≪ 𝑅𝑞) with the rising time
constant 𝑅𝑑 (𝐶𝑑 +𝐶𝑞). The discharge is stopped when the voltage across
𝑉𝑏𝑑 and 𝑅𝑑 drops below a predefined threshold quenching current
𝐼𝑞[23] and thus quenching the avalanche. The external polysilicon
resistor (𝑅𝑞) decouples electrically each cell and limits the current
drawn by the diode during breakdown.

Once the avalanche is quenched and switch 𝑆𝐴 is opened, 𝑉𝑏𝑖𝑎𝑠
recharges 𝐶𝑑 with an exponential process with two time constants [24,
25]. The first time constant is attributed to the fast supply path across
𝐶𝑑 and the capacitive coupling through the parasitic quenching ca-
pacitance 𝐶𝑞 with a fast time constant of 𝑅𝑙𝑜𝑎𝑑𝐶𝑡𝑜𝑡, where the overall
capacitance 𝐶𝑡𝑜𝑡 is 𝐶𝑔 +𝑁𝑡𝑜𝑡(𝐶𝑑 + 𝐶𝑞) and the 𝑅𝑙𝑜𝑎𝑑 is associated to the
input impedance of the FE electronics. The second time constant, the
slow component, is due to the exponentially decreasing recharge cur-
rent flowing through the quenching resistor 𝑅𝑞 . The slow component,
known as the SiPM recovery time constant since dominates the tail of
the response, is determined by 𝑅𝑞(𝐶𝑑 + 𝐶𝑞) and it is in the order of
tens to hundreds of nanoseconds. Recharge of the SiPM ends when 𝑉𝐷
reaches 𝑉𝑏𝑖𝑎𝑠.

The intrinsic parameters of the SiPM are extracted using the fol-
lowing procedure. Experimentally each sensor is tested using a large
bandwidth and low noise pre-amplifier (PACTA pre-amplifier [26]) to
better capture the response of the SiPM. In this scenario, a picosecond
pulsed laser (PiLas Picosecond Diode Laser at 405 nm, 30 ps pulse
width) sends a photon pulse to the SiPM through a single mode fiber
and a Liquid Crystal Optical Beam Attenuator from Thorlabs. The
optical photons are then converted into an small electrical current by
the SiPM and the pulse is amplified by the PACTA chips, which is then
recorded by an Agilent MSO9404 A Mixed Signal oscilloscope 4 GHz
(20 Gsa/s). An extended explanation on how to characterize a photo-
detector can be found in [27], while Fig. 6 illustrates the setup involved
during the waveform acquisition.

𝐶𝑑 +𝐶𝑞 was determined via the SiPM gain. Additionally, the signal
shape of the first photon is acquired. Lastly, the 𝑅𝑞 is obtained via
the forward I–V characteristic curve. Then, using the SiPM (Fig. 5)
and the PACTA electrical model with RC parasitics on the simula-
tion environment (Cadence [19]), we can adjust the other parameters
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Fig. 5. Schematic representation of the SiPM model.
Fig. 6. Characterization setup using a picosecond pulsed laser.
𝑅𝑑 , 𝐶𝑑 , 𝐶𝑞 and 𝐶𝑔) by matching the simulated response with the pulse
hape acquired in the measurements. In this process, the values for 𝑅𝑞

and 𝐶𝑑 + 𝐶𝑞 are taken from the previous characterization. Besides of
adjusting the shape of the real data and the signal from the simulation,
the SiPM gain in Eq. (4) must be as close as possible in order to
guarantee an accurate simulation model to extract the parameters of
the SiPM.

𝑆𝑖𝑃𝑀𝑔𝑎𝑖𝑛 =
𝑄
𝑞

(4)

where is Q the total charge from the single photon response and q is
the electron charge.

An example of the resultant SiPM voltage waveform generated from
1 cell fired along with the simulated model can be seen in Fig. 7. Having
a good and reliable model of all those parameters is critical for the
time resolution optimization of the system. Note that the correlated and
non-correlated noise, those including dark counts (DCR), cross-talk and
after-pulsing, are not taken into account in this work. Future updates

on the simulation framework will implement both of them.

5

Fig. 7. SiPM signal waveform comparison between the simulated model and the real
output for 1 fired cell acquired in the test bench using a FBK NUV-HD model of 4 mm
× 4 mm readout by the PACTA preamplifier chip.
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Fig. 8. Front end schematic representation used in the electrical simulator.
2.3. FE electronics

The output of the SiPM can be connected to a FE readout circuit
to evaluate the time response of the overall system (scintillator, sensor
and electronics). This framework can be employed with the complete
FE electronics, part of it affecting to the time response or even with
a simplified equivalent circuit of the readout electronics. Fig. 8 shows
a parameterized FE circuit which enables the possibility to study the
impact on time resolution using a simplified model. In this case, a
current sensing FE model has been employed, but a similar FE structure
can be used for a voltage sensing. This FE has the following parameters:
an input impedance represented as 𝑅𝑖𝑛, an equivalent input series
noise voltage (𝑒𝑛) and an equivalent input parallel noise voltage (𝑖𝑛)
s the two noise sources present on the FE. The parasitic inductance
etween the SiPM and the FE is represented by 𝐿𝑝𝑎𝑟. Additionally, the
arameters 𝑅𝐵𝑊 and 𝐶𝐵𝑊 are related to the bandwidth limitation of
he system by the following equation:

𝑊 = 1
2𝜋𝐶𝐵𝑊 𝑅𝐵𝑊

(5)

This simplified model that emulates the response of the readout
circuit, enables to study different configurations of the FE electron-
ics depending on the sensor employed. The simplified circuit makes
the electrical simulation much faster than employing a full FE chips
and thus different crystals, sensors and internal parameters can be
optimized. Lastly, the time uncertainty introduced by the electronics
is simulated with Cadence Design by performing a transient noise
simulation [28]. This analysis takes into account the noise sources of
the electrical circuit and performs a simulation in the time domain
to emulate the response of the complete system. Therefore, the time
uncertainty or the jitter component of the electronics can be also taken
into account in the overall response of the system.

Concluding, this framework permits to find an optimal configura-
tion of the FE electronics for a given sensor (with its respective internal
parameters). Moreover, it also permits to study the impact on changing
some parameters of the sensor, such as 𝐶𝑞 or 𝑅𝑞 , on the timing response
of the overall system.

2.4. Framework validation

To have a broad overview of the framework, a general explanation
on how it works can be read as follows: first, each SiPM channel
generates an analog signal according to the number of photons and
arrival time described in GATE’s output file and the impulse response
(single photon signal) obtained as described in Sections 2.1 and 2.2.
Then, each signal is processed by an specific FE readout. This FE is
basically composed by a pre-amplifier analog readout circuit to capture
the response of the sensor and a discriminator, e.g., a leading-edge
comparator, to provide the arrival time of the photons. Lastly, a tran-
sient noise simulation is performed to emulate the response of complete
system. Note that the CTR is obtained as the standard deviation of
the cumulative delay distribution from the time response of the two
detectors. In brief, this electrical simulator allows to generate and
process the signal from the SiPM in combination with the arrival time
information from the photons simulated in GATE. Or in other words,
this framework comprehends the whole physics involved in the fast
timing optimization for PET application.
6

Fig. 9. Simulation results and laboratory measurements comparison. CTR in FWHM.

We compared real CTR data from a well known setup and the sim-
ulation results obtained from the new GATE + Cadence environment.
This setup was composed by: Lutetium Fine Silicate (LFS) scintillator
crystals of 3 mm × 3 mm × 20 mm size, coupled to the SiPM of 3 mm
× 3 mm and 50 μm × 50 μm micro-cell size, readout by a real FE
electronics from an ASIC named HRFlexToT described in [29]. This
ASIC provides the arrival time of the photons by using a low input
impedance current conveyor and a leading-edge discriminator. Thus,
we compared simulation results obtained using the framework with the
HRFlexToT circuit with respect to direct measurements employing the
same ASIC.

Figs. 9 shows good agreement with the laboratory measurements.
The trend of the CTR values as a function of the threshold are close
between the simulated and experimental results, besides the first data
points (0–2 firing cells), because of the intrinsic DCR noise which is not
being simulated in the current scenario as previously mentioned. This
result gives a trusting simulation tool to proceed with further and more
complex scenarios, as shown in the next sections.

3. SiPM segmentation approach

SiPM suffers various inconveniences when increasing the area of
the detector. The main effect comes from the intrinsic capacitance
(equivalent capacitance at high frequency of a single cell [22,24,30]),
which is a few orders of magnitude larger compared to the capacitance
of a PMT, and additionally, it scales with the active area. This increase
of the capacitance with the area changes the rising time of the SiPM
electrical signal as the peak amplitude is proportional to 𝐶−1 [25].
Hence, a large SiPM also implies that the slew rate (SR) decreases
with respect to a smaller SiPM (Fig. 10), thus worsening the timing
properties on ‘‘fast’’ applications such as ToF-PET. Eq. (6) details how
the jitter or SPTR is being affected by the SR at a specific threshold and
the integrated output noise (𝜎𝑛).

𝜎𝑡𝑒𝑙𝑒𝑐. =
𝜎𝑛 =

𝜎𝑛 (6)

𝑆𝑅𝑡ℎ𝑟 (𝜕𝐼𝑜1𝑝∕𝜕𝑡)𝑡ℎ𝑟
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Fig. 10. Simulated single cell signal for different SiPM area. Observe the red region (beginning of the signal) where the peak amplitude and the SR of the signal increases when
he capacitance decreases.
Fig. 11. Segmentation and analog summation scheme.
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𝜕𝐼𝑜1𝑝 corresponds to the output current for the signal of 1 photon
1 cell fired).

Front End electronics coupled to large area SiPMs presents smaller
lew rate and higher output noise, making 𝜎𝑡𝑒𝑙𝑒𝑐. increase and therefore,
egrading the time performance [31]. Nevertheless, the cumulative
harge of the signal is constant with the capacitance but, as the ca-
acitance increases, the integration time needed to recover the same
harge is also larger and thus reducing the SNR.

Segmenting a large area sensor into ‘‘𝑚’’ smaller ones will help
ealing with the problem of high intrinsic capacitance (at expense of
ncreasing the power consumption). Hence, we would take advantage
f the increase in slew rate of a small area SiPM and then, all analog
ignals will be summed up to recover the single signal output covering
he same area. Fig. 11 shows the schematic representation of the SiPM
f area 𝐴 divided in 4 smaller SiPMs with individual area of 𝐴∕4,
hich implies 4 times smaller capacitance. The analog signal of each

mall sensor is read out by a dedicated FE circuit and then summed,
.e., using an ideal summation for this study. Finally, using a leading-
dge comparator, in this case an ideal ToT, the time of arrival is
btained.

On one side, previous work from S. Deker, et al. [32] studied the
TR performance of a 6 mm × 6 mm × 20 mm readout by 3 levels of
iPM segmentation: 1 SiPM of 6 mm × 6 mm, 4 SiPMs of 3 mm × 3 mm
nd 9 SiPMs of 2 mm × 2 mm. In each case, the individual sensor was
7

eadout by a NINO ASIC channel [33]. If more than one channel were
sed, the timestamp of each channel was combined using weighted
verage methods and applying time walk and time skew corrections,
imilar to what is traditionally done in monolithic crystals. In this case,
esides the improvement in noise achieved due to the smaller detector
apacitance, the amount of photons detected in each channel is lower,
hich means a lower slew rate, and therefore the benefit of segmenting

s lost and CTR is not improved.
On the other side, the segmentation approach can benefit for this

eduction in detector capacitance if an active summation scheme inside
he ASIC is performed in order to recover the signal spread over the
ifferent channels and improve the Slew Rate due to segmentation and
herefore improve the CTR.

We assume that a large sensor can be divided into 𝑚 smaller
etectors, which implies that

𝑙𝑎𝑟𝑔𝑒 = 𝑚 ⋅ 𝐶𝑠𝑚𝑎𝑙𝑙 (7)

n this situation, if series noise dominates, the total noise becomes
roportional to

√

𝐶 [22], which is the typical scenario for SiPMs with
capacitances in the order of at least ten’s of pF. Thus, the total noise of
𝜎𝑛,𝑙𝑎𝑟𝑔𝑒 becomes

𝜎 ∼
√

𝑚 ⋅ 𝜎 (8)
𝑛,𝑙𝑎𝑟𝑔𝑒 𝑛,𝑠𝑚𝑎𝑙𝑙
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then, if we sum 𝑚 small detectors instead of the large one

𝜎𝑛,𝑚⋅𝑠𝑚𝑎𝑙𝑙 ∼
√

𝑚 ⋅ 𝜎𝑛,𝑠𝑚𝑎𝑙𝑙 (9)

then, considering Eqs. (8) and (9)

𝜎𝑛,𝑙𝑎𝑟𝑔𝑒 ∼ 𝜎𝑛,𝑚⋅𝑠𝑚𝑎𝑙𝑙 (10)

this means that the noise contribution of a large detector is approxi-
mately the same as the noise provided by the sum of 𝑚 small detectors,
assuming that series noise dominates and the impedance 𝑍𝐷𝐸𝑇 ≫ 𝑍𝑖𝑛.

The peak voltage (amplitude) generated by the SIPM is directly
related to the capacitance of the detector and increases approximately
with 𝐶−1. The response of the SiPM can be approximated as the sum
of two exponential signals with time constants 𝜏𝑓𝑎𝑠𝑡 = 𝑅𝑙𝑜𝑎𝑑𝐶𝑡𝑜𝑡 and
𝑠𝑙𝑜𝑤 = 𝑅𝑞(𝐶𝑑 + 𝐶𝑞) following the expression [25]

(𝑡) ∼
𝑄𝑅𝑙𝑜𝑎𝑑
𝐶𝑑 + 𝐶𝑞

( 𝐶𝑞

𝜏𝑓𝑎𝑠𝑡
𝑒

−𝑡
𝜏𝑓𝑎𝑠𝑡 +

𝐶𝑑
𝜏𝑠𝑙𝑜𝑤

𝑒
−𝑡

𝜏𝑠𝑙𝑜𝑤

)

(11)

here the total charge released in the cell is 𝑄 = 𝑉𝑜𝑣(𝐶𝑑 + 𝐶𝑞). This
expression is valid for low input impedance FE electronics if that 𝑅𝑙𝑜𝑎𝑑
is much smaller than the 𝑅𝑞 [25]. The peak voltage is produced when
the avalanche is quenched at instant𝑡 = 0 and thus

𝑉𝑝𝑒𝑎𝑘 ∼ 𝑅𝑙𝑜𝑎𝑑

(𝑄𝑓𝑎𝑠𝑡

𝜏𝑓𝑎𝑠𝑡
+

𝑄𝑠𝑙𝑜𝑤
𝜏𝑠𝑙𝑜𝑤

)

(12)

here the charge of the fast component is 𝑄𝑓𝑎𝑠𝑡 = 𝑄 𝐶𝑞∕(𝐶𝑑 + 𝐶𝑞) and
he charge of the slow component is 𝑄𝑠𝑙𝑜𝑤 = 𝑄 𝐶𝑑∕(𝐶𝑑 + 𝐶𝑞). Eq. (12)

shows that the peak voltage is produced by the slow component which
depends mainly on the intrinsic parameters of the SiPM (𝑅𝑞 , 𝐶𝑑 and
𝐶𝑞), which are independent on the total area or number of micro-cells
of the SiPM and the fast component which is inversely proportional to
𝐶−1
𝑡𝑜𝑡 . Considering that the fast time constant is normally much smaller

than the slow time constant and thus the charge produced by the fast
component of the SiPM dominates, we can approximate the (𝑉𝑝𝑒𝑎𝑘) as:

𝑉𝑝𝑒𝑎𝑘 ∼ 𝑅𝑙𝑜𝑎𝑑

(𝑄𝑓𝑎𝑠𝑡

𝜏𝑓𝑎𝑠𝑡

)

∼ 𝑉𝑜𝑣

( 𝐶𝑞

𝐶𝑡𝑜𝑡

)

(13)

Thus, we can conclude that the peak voltage is approximately
inversely proportional to the overall capacitance of the cell and it
is determined by the different number of micro-cells that forms the
detector, i.e., the total capacitance. Then, considering the SiPM divided
into 𝑚 smaller detectors (same 𝐶𝑞 but 𝑚 times smaller 𝐶𝑡𝑜𝑡), as detailed
in Eq. (7), the peak voltage of an small detector would be

𝑉𝑝𝑒𝑎𝑘,𝑚⋅𝑠𝑚𝑎𝑙𝑙 ∼ 𝑚 ⋅ 𝑉𝑝𝑒𝑎𝑘,𝑙𝑎𝑟𝑔𝑒 (14)

Therefore, a potential reduction of 𝑡𝑒𝑙𝑒𝑐. by a factor up to 𝑚 (𝑚 = 4 for
the case depicted in Fig. 11) can be achieved using the segmentation
method approach. In practice, even if the series noise is dominating
over the parallel noise, the reduction factor will be 𝑚 < 4 as parallel
noise is not negligible. It is important to highlight that this SPTR
improvement requires a large bandwidth and low noise FE electronics
to handle the fast response of the smaller sensor and not lose the benefit
of segmentation.

4. Results on electronics jitter using segmentation

Using this new framework, we performed a transient noise simu-
lation with Cadence Design using the test bench described in Fig. 11.
The sigma from the electronics jitter (𝜎𝑡𝑒𝑙𝑒𝑐) is obtained as the standard
deviation of the arrival time of the first photon (photons are fired
ideally at a given t0, but transient noise generates variations on the
waveform, thus giving different arrival times as a result). The follow-
ing simulations employ parts of the circuits of the HRFlexToT ASIC
involved in the time response (pre-amplifier and discriminator) and a
summation circuit based on a current mirror.

The FE parameters used in the following simulations are taken from

the HRFlexToT ASIC.

8

Table 1
𝜎𝑡𝑒𝑙𝑒𝑐 comparison between different combinations of SiPMs with different detection
areas. Micro-cell area of each sensor is the same.

SiPM ch. [mm2] 1 × 1 3 × 3 1 × 1 3 × 3 3 × 3 6 × 6
num. of channels 9 1 18 2 4 1
det. area [mm2] 9 9 18 18 36 36
𝜎𝑡𝑒𝑙𝑒𝑐 [ps] 79.1 92.9 100.1 139.2 224.3 378.7

Fig. 12 shows the 𝜎𝑡𝑒𝑙𝑒𝑐 of the analog summation for different current
thresholds at the comparator to determine the arrival time of the
photon. In this particular simulation, the SiPM has a 50 μm × 50 μm cell
size with intrinsic capacitance of 90 fF per cell and quenching resistance
of 300 k𝛺. Depending on the number of cells, the total capacitance of
the devices varies between 36 pF and 324 pF for the 1 mm × 1 mm
and 3 mm × 3 mm SiPM channel respectively, covering a total area
of 3 mm × 3 mm. Note that the response of each SiPM has a different
lew rate, noise figure and peak amplitude, hence changing the optimal
hreshold.

The framework is used to simulate larger detection areas involving a
igher number of channels and adding the 6 mm × 6 mm SiPM sensor,

with total capacitance of almost 1.3 nF. Table 1 illustrates the benefits
of adding small SiPMs to cover a large detection area instead of using
a large sensor with a larger capacitance. Small SiPMs present a larger
peak amplitude and lower capacitance and therefore a better SNR.
Moreover, they can benefit for its larger slew rate that provides a better
time response. On the contrary, small SiPMs require a smart readout
electronics to sum the signals from different SiPMs and thereby cover
the same detection area of a large SiPM. This can lead to an increment
on power consumption and complexity on the FE development.

From the above table we can see an improvement between 15% to
60%, depending on the detection area and segmentation, for the first
photon time jitter. This results shows a solid prove of concept that
the time resolution can be improved by using segmentation on large
area SiPMs. Next section provides a detailed study on the impact of
segmentation in the CTR.

5. Results on CTR using segmentation

A detailed study on CTR performance using the framework was
done by simulating different SiPM sizes covering a given area. In
the subsequent test cases, the electronics will be modeled using the
equivalent FE circuit detailed in 8. The FE values regarding parallel
and series noise are chosen based on the HRFlexToT performance, 10
𝑝𝐴∕

√

𝐻𝑧 and 1.5 𝑛𝑉 ∕
√

𝐻𝑧 respectively. Input resistance is set to 15
𝛺 and the bandwidth of the FE is set to 1 Ghz. The crystal is coupled
to the SiPM using the thermoplastic Meltmount 1582 as optical coupler
with a refraction index of 1.582. Lastly, we introduce a 0.1 mm dead
spaces in all matrix distributions.

The first setup is composed by a LYSO crystal of 25 mm × 25 mm
× 20 mm with all faces black painted except the one coupled to
the photo-sensor. We evaluated four array configurations and their
impact on timing performance. Different number of channels and same
micro-cell size of 50 μm × 50 μm in all cases. In this case, only the
FE electronics and an ideal leading-edge comparator has been used,
i.e., analog summation is not applied, in order to be able to compare the
simulation with experimental results using the 16 channels HRFlexToT
ASIC (it does not have a summation circuit). In this case, the CTR
is computed taking the pick up time from the fastest channel (see
Table 2).

For the 6 mm × 6 mm SiPM size we have experimentally measured
the CTR of the system using the 16 channels HRFlexToT readout.
A CTR of 700 ps was obtained, indicating a small discrepancy with
the simulation mainly due to the employment of the equivalent FE
circuit. We can observe that the smaller the SiPM channel, the better
the CTR value, except for the smallest one where the CTR shows a
degradation. One possible reason for that could be an increment on
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Fig. 12. Standard deviation comparison between single channel and segmentation. Total detection area equal to 9 mm2.
Fig. 13. Crystal length impact on the CTR performance plus comparison between 1 large SiPM (S14160-4050CS) and segmenting it into a 2 × 2 array.
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Table 2
CTR simulation comparison between different combinations of SiPMs sizes with a
25 mm ×25 mm ×20 mm LYSO scintillator monolithic crystal.

SiPM ch. [mm2] 1.5 × 1.5 2 × 2 3 × 3 6 × 6
num. of channels 256 144 64 16
det. area [mm2] 625 625 625 625
CTR [ps] 430 419 465 642

the parallel noise, which implies that our previous hypothesis of series
noise domination (detailed in 3) might not be longer valid. Another
reason could be that the number of collected photons by a smaller
detection area is lower and thus losing slew rate. This second reason
implies that a summation scheme is needed to recover the signal (the
collected photons) across several channels to avoid losing slew rate.

The next setup targets a better CTR using smaller crystals (less
TTS) and teflon wrapping in order to collect as much light as possible
during the photon-conversion. In ToF-PET scanners, one of the biggest
contributions to the CTR worsening came from the scintillator crystal,
as the travel time spread and the uncertainty on the depth of interaction
for the gamma ray increases as a function of the crystal length. For this
reason, this study case consists on a 4 mm × 4 mm × 𝑍 mm LYSO
rystal teflon wrapped using Davis surface model coupled to a SiPM
rray of the same section and differently segmented. This 𝑍 variable
 t

9

orresponds to the length of the crystal and we simulated four different
ases, 5 mm, 10 mm, 15 mm, and 20 mm.

A CTR study for all four crystal lengths and a S14160-4050CS SiPM
ithout segmentation and dividing it in a 2 × 2 array, where all four
utputs are summed and the single resulting output is calculated as
epicted in Fig. 11. The final CTR plot versus the crystal length can be
een in Fig. 13. It shows the degradation of the CTR with respect to the
rystal length and the improvement in terms of CTR by segmenting the
ensor. Hence, a CTR below 100 ps would be only possible using LYSO
rystals for lengths lower than 10 mm.

Table 3 shows more clearly how segmenting a large single SiPM
an improve the CTR performance of the detector. We simulated three
evels of segmentation: no-segmentation with a single SiPM of 4 mm ×

mm. An array of 2 × 2 SiPMs of approximately 2 mm × 2 mm each.
nd a smaller channel of 1.3 mm × 1.3 mm in a 3 × 3 array distribution.
he LYSO crystal size is set to 4 mm × 4 mm × 10 mm.

In this particular case, the CTR can be improved up to a 15% by im-
lementing the segmentation technique. Observe that the intrinsic limit
f the system is around 85 ps of CTR assuming perfect photon collection
fficiency (PDE 100%) and no electronic noise, i.e., considering only
he jitter from the optics (scintillator and SiPM). At a high segmentation
alue, the summation scheme allows for a further reduction in terms
f CTR. Although, this improvement is becoming smaller due to fact
hat the parallel noise is starting to be more significant for lower
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Table 3
Segmentation impact on CTR performance with a 10 mm long LYSO crystal and
different segmentation factor of a S14160-4050CS SiPM. Ideal sensor corresponds to
100% on PDE, considering only the jitter from the optics (scintillator and SiPM SPTR).

SiPM ch. [mm2] 4 × 4 2 × 2 1.3 × 1.3 Ideal
num. of channels 1 4 9 1
det. area [mm2] 4 4 4 4
CTR [ps] 112 101 97 85

capacitances of the sensor [22]. At this point, further studies of the
FE parameters considering also bandwidth, power consumption, larger
segmentation and the implementation of the FE electronics at transistor
level with different topologies are planned for the near future.

6. Conclusions and future research

We provide a new design framework that will enable a global
optimization of the PET system that considers the scintillator, the
sensor (sensor size, pixel pitch, dead area, capacitance) and the read-
out electronics (input impedance, noise, bandwidth, summation). This
framework gives the possibility to choose the best sensor considering
both the light generation and transport employing GATE and the read-
out response using an electrical simulator. Furthermore, the framework
enables a comprehensive optimization of sensor and front end, consid-
ering a segmentation of the sensor which allows potential optimization
of the overall CTR.

Simulation results showed that the segmentation technique might
allow a potential reduction of the CTR achieving resolutions at the
order of 100 ps with small crystals. Although, it is clear that to go
below 50 ps new scintillators coupled to fast efficient electronics will
be mandatory. Future work will include the implementation of uncor-
related (DCR) and correlated (after-pulsing and cross-talk) noise at the
sensor level. Implementation of efficient FE electronics at transistor
level applying the segmentation technique. Moreover, exploration of
new geometries and scintillator materials are planned. All this new
features, will studied using the here presented simulation framework.
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