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Generalized linear mixed models (GLMMs) estimate fixed and random effects and are
especially useful when the dependent variable is binary, ordinal, count or quantitative
but not normally distributed. They are also useful when the dependent variable involves
repeated measures, since GLMMs can model autocorrelation. This study aimed to
determine how and how often GLMMs are used in psychology and to summarize
how the information about them is presented in published articles. Our focus in this
respect was mainly on frequentist models. In order to review studies applying GLMMs
in psychology we searched the Web of Science for articles published over the period
2014–2018. A total of 316 empirical articles were selected for trend study from 2014
to 2018. We then conducted a systematic review of 118 GLMM analyses from 80
empirical articles indexed in Journal Citation Reports during 2018 in order to evaluate
report quality. Results showed that the use of GLMMs increased over time and that
86.4% of articles were published in first- or second-quartile journals. Although GLMMs
have, in recent years, been increasingly used in psychology, most of the important
information about them was not stated in the majority of articles. Report quality needs
to be improved in line with current recommendations for the use of GLMMs.

Keywords: generalized linear mixed models, systematic review, empirical research, report quality, methodological
review

INTRODUCTION

Data analysis strategies vary in complexity. The simplest techniques are those based on the general
linear model, such as analysis of variance (ANOVA) or regression analysis, and these are the
most commonly used in health and social sciences. These tests, for quantitative variables, require
normally distributed data, homogeneity of variance, and independence of errors, assumptions that
are not always satisfied in real-life settings. The generalized linear model (GLM) and the linear
mixed model (LMM) provide a more advanced level of analysis. The GLM is a generalization of
linear regression. The LMM allows for the inclusion of random effects factors and is useful when
the assumptions of independence and constant variance are violated. Finally, at a higher level of
complexity, the generalized linear mixed model (GLMM) includes random effects and generalizes
the LMM to other types of response variables. The choice of model therefore depends on the metric
of the response variable and its distribution, and on whether we are dealing solely with fixed effects
or also random effects variables. In summary, each of the aforementioned models has different

Frontiers in Psychology | www.frontiersin.org 1 April 2021 | Volume 12 | Article 666182

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2021.666182
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fpsyg.2021.666182
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2021.666182&domain=pdf&date_stamp=2021-04-22
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.666182/full
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-666182 April 16, 2021 Time: 17:34 # 2

Bono et al. GLMM in Psychology

purposes and is suitable for specific types of data. In this article
we focus on the use of GLMMs in psychology. For an in-depth
discussion of GLMMs, readers may consult Dean and Nielsen
(2007) and Stroup (2013).

The data obtained in health, social science and educational
research often have skewness and kurtosis values that clearly
deviate from the normal distribution (Micceri, 1989; Lei and
Lomax, 2005; Bauer and Sterba, 2011; Blanca et al., 2013;
Arnau et al., 2014; Bono et al., 2020). In fact, Micceri (1989)
and Blanca et al. (2013) concluded that the distributions of
real psychological data are usually non-normal. Micceri (1989)
examined the distributional characteristics of 440 achievement
and psychometric measures and identified several classes of
non-normality. Blanca et al. (2013) analyzed 693 distributions
reflecting cognitive ability and other psychological variables
and found that most distributions were non-normal. In a
more recent systematic review of empirical studies published
between 2010 and 2015 in the fields of health, education, and
social science, Bono et al. (2017) found a high percentage
of non-normal distributions, the most widely used being
gamma, negative binomial, multinomial, binomial, lognormal,
and exponential, in that order.

It is clear from these studies that data in psychology frequently
follow distributions other than the normal. This is important
since although ANOVA has been shown to be robust to non-
normality (Kanji, 1976; Khan and Rayner, 2003; Schmider et al.,
2010; Ferreira et al., 2012; Blanca et al., 2017), it is not suitable
for multinomial or ordinal data, and neither is it optimal with
count data (Aiken et al., 2015). Consequently, applied researchers
need to choose a statistical technique that is appropriate for
their data, rather than seeking to find ways of using classical
approaches at all costs (e.g., by transforming data so as to achieve
normality or using non-parametric analyses). A further point
to consider is that study designs that imply non-independence
of observations due to nested sampling or repeated measures
are common in psychology. Although applied researchers in
psychology are aware that GLMMs are a flexible tool for analyzing
such data, these models have rarely been used due to their
complexity. In fact, various reviews of the analytic techniques
most widely used in psychological research show that ANOVA is
the most common (Edgington, 1964, 1974; Reis and Stiller, 1992;
Schinka et al., 1997; Kieffer et al., 2001). More recently, Skidmore
and Thompson (2010) and Counsell and Harlow (2017) found
that ANOVA, correlations, and regression are the most frequently
used techniques in psychology. A review by Blanca et al. (2018) of
663 data analysis procedures used in empirical studies in different
areas of psychology and published in prominent journals during
2017 also found that ANOVA continues to be the most widely
used technique, followed by regression.

Thiele and Markussen (2012) defined GLMMs as regression
models that allow researchers to choose among various
distributions and link functions in order to model a wide range of
types of dependent variables through linear combinations of one
or multiple predictor variables (fixed effects). The link function
is a continuous function that transforms values of the response
variable so that they match the scale of the linear predictors.
This means there is a correspondence between distributions

and link function. The first step of the modeling process is
to find a suitable distribution and link function for the data
at hand (Garson, 2013). For example, the natural distributions
of count data are Poisson or, if the variance is larger than
the mean (overdispersion), the negative binomial distribution;
proportions and binary outcomes are binomial variables and
the common link function is logit. However, although there
is a natural link function for each distribution, there are also
less commonly used alternatives that may suit the data better
in some cases (Thiele and Markussen, 2012). For instance,
binomial data may be modeled with probit link, while count data
with large means may in some cases be modeled with identity
link. The negative binomial distribution can also be modeled
with identity link. Depending on the software package, other
distributions and link functions may be available. Thiele and
Markussen (2012) advised fitting models with different links to
the data and using the link that yields the best model fit and
parameter interpretation.

Another aspect to bear in mind is that GLMMs include
random effects that can change when the study is replicated.
Examples of random effects include subjects in a drug
study, classrooms in an education study, or time in repeated
measurements. In multilevel modeling, the intraclass correlation
(ICC) can be calculated when using random effects. Hox (2002)
describes the ICC as the amount of variance in outcomes
that is explained by the grouping structure. The ICC can also
be interpreted as the expected correlation between any two
randomly chosen individuals in the same group (Hox, 2002).
Heck et al. (2010, 2012) refer to the ICC as the proportion
of total variance in the outcome due to within-unit differences
at higher levels.

Overdispersion is another important issue to consider in
relation to GLMMs. This phenomenon causes incorrect standard
errors, which means that there is greater variance in the data that
would be predicted or expected by the statistical model (Bell and
Grunwald, 2011). In real data the variance often far exceeds the
mean. Milanzi et al. (2012) found that Type I error rates were
considerably inflated when overdispersion was ignored, implying
that the probability of detecting a spurious effect increases.
Overdispersion can therefore lead to erroneous conclusions in
psychological research. An example from the field of addictive
behavior would be when count results that are strongly skewed
with many zero observations (e.g., total number of drinks,
number of drinking problems or days of drinking) are combined
with repeated assessments (e.g., longitudinal follow-up after
intervention). In this context, Atkins et al. (2013) addressed the
problem of overdispersion by analyzing longitudinal substance
use data with hierarchical or multilevel models. Statistical models
that assume normally distributed residuals applied to such data
lead to incorrect confidence intervals and p-values. Additionally,
when applying GLMMs, data with many zeros cannot be modeled
by the corresponding probability distributions. Thus, GLMMs
for count regression models, such as overdispersed Poisson,
negative binomial regression, zero-inflated or Tobit are much
more suitable for these types of data (Atkins and Gallop, 2007;
Coxe et al., 2009; Hilbe, 2011; Thiele and Markussen, 2012;
Aiken et al., 2015).
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Although GLMMs are used to account for heterogeneity due
to correlated measurements, Milanzi et al. (2012) concluded that
there may be additional sources of heterogeneity that can affect
statistical inferences if ignored. For example, heterogeneity may
arise in longitudinal Poisson data, not only because of repeated
measurements but also because of additional overdispersion.

It is also important to provide information about the
estimation method. Without this information it is difficult
to assess not only the suitability of the model used but
also the reliability of the results obtained and the validity of
interpretations. The choice of estimation method depends on
the dependent variable and the random effects that are to be
included in the model (Bolker et al., 2009). However, choosing the
most suitable method from among the large number of possible
options is not easy, and several aspects need to be considered.
For example, the penalized quasi-likelihood (PQL) method yields
biased parameter estimates if the standard deviations of the
random effects are large, especially with binary data (Bolker
et al., 2009). Generally speaking, PQL estimates are biased when
the mean counts within groups are less than five for Poisson
variables, or when the mean number of either successes or
failures is less than five for binomial variables (Thiele and
Markussen, 2012). Another example is that with binary data the
Laplace approximation yields less biased estimates with a large
number of clusters, whereas bias is greater with fewer clusters
(McNeish, 2016).

Finally, attention needs to be paid to the information criterion,
which is used to assess or compare different models and to
consider the best model fit. The Akaike information criterion
(AIC) is widely used for this purpose. The Bayesian or Schwarz
information criterion (BIC) is very similar to AIC, but is less
commonly used. The BIC tends to favor less complex models
in comparison with AIC (Keselman et al., 1998). There are
also variants of AIC (e.g., corrected AIC for small sample sizes,
quasi-AIC for overdispersed data), as well as other information
criterion alternatives. The choice here depends on the researcher’s
judgment, as different indices may perform similarly well.
Consequently, authors sometimes opt to calculate different
goodness-of-fit indices in the same study.

Statistical software has contributed to the use of GLMMs.
Although the theory and concepts underlying GLMMs began
to emerge in the early 1990s, the incorporation of PROC
GLIMMIX into SAS has made these techniques more accessible
and applicable across the behavioral sciences (Charnigo et al.,
2011). Other well-known software suites that include procedures
for fitting GLMMs are R, STATA, and SPSS. Despite, however,
the availability of this statistical software, these models remain
complex. A further issue is that GLMM computation algorithms
may fail to converge, most likely due to a complicated random
and fixed effects structure.

Although GLMMs are gradually becoming more popular in
psychology, they are still used less than in other disciplines,
such as ecology (Bolker et al., 2009; Johnson et al., 2015; Kain
et al., 2015), psychophysics (Moscatelli et al., 2012), biology
(Thiele and Markussen, 2012), medicine (Cnnan et al., 1998;
Platt et al., 1999; Skrondal and Rabe-Hesketh, 2003; Brown and
Prescott, 2006), and, more recently, linguistics (Coupé, 2018;

Elosua and De Boeck, 2020). In the field of clinical medicine,
the use and quality of reporting of GLMMs was examined in
a systematic review by Casals et al. (2014), who found that
while these models became more widely used in the medical
literature over the period 2000–2012, the report quality was poor.
A systematic review of this kind has yet to be conducted in
psychology, and in our view such a study would help to foster
the correct application of GLMMs in the field.

The present study had two objectives. The first was to quantify
how often GLMMs are used in studies published in prominent
psychology journals and to analyze the trend in this respect.
Second, and given the advisability of encouraging the use of
these models and of explaining what information from the
statistical analysis needs to be presented and how it should
be interpreted, we conducted a systematic review to illustrate
the use of GLMMs within psychology, focusing mainly on
frequentist models. Our specific interest here was in report
quality, and hence we examined whether articles published in the
field of psychology provide all the information that is required
when applying GLMMs.

METHODS

In order to address the first study objective we began by
identifying all empirical studies in the area of psychology that
were published between 2014 and 2018 and indexed in Journal
Citation Reports (JCR). We then conducted a trend analysis of the
use of GLMMs, taking into account the impact factors, quartiles,
and categories according to JCR, countries of the journals, and
countries of affiliation of the first author.

To fulfill the second study objective we examined the
characteristics of studies and GLMMs described in empirical
articles published in 2018 so as to analyze the information
they provided. This was achieved through a systematic review
conducted in accordance with PRISMA guidelines for the
reporting of systematic reviews and meta-analyses (Moher
et al., 2009). Supplementary Appendix 1 shows (in the right-
hand column) our response to each of the items on the
PRISMA checklist.

Search for Information
The search was carried out in the Web of Science on July 15, 2019
and was refined to include only records in the area of psychology
that were published in English during the period 2014–2018. The
topics and initialisms considered all referred to GLMMs (i.e.,
generalized linear mixed model, hierarchical generalized linear
model, multilevel generalized linear model, GLMM, and HGLM),
and the specific search strategy was: “generali∗ linear mixed” OR
“hierarchical generali∗ linear” OR “multilevel generali∗ linear”
OR GLMM∗ OR HGLM∗. These topics could appear in the article
title, abstract or key words.

Selection of Studies
The selection of studies was performed independently by
two reviewers (first and third author). In a first step, they
screened the abstract of all records retrieved for the period
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2014–2018, excluding duplicates, conference papers, book
reviews, theoretical studies (statistical tests, new procedures,
mathematical developments, comparison of models, etc.),
tutorials or illustration of the use of analytic techniques,
description of statistical software, systematic reviews, simulation
studies testing models of analysis, and empirical studies in fields
unrelated to psychology. Reports that served as marketing or
advertising were also excluded, as were studies concerning the
following: health service costs, drug or vaccine administration
and their effect, patient medical variables without reference
to psychological variables or mental disorders, diagnostic
instruments, child care and pregnancy, nutrition and hygiene,
demographics, and climate change. Of the 637 records originally
retrieved, 312 were excluded (four duplicates, four conference
papers, one book review, four theoretical studies, seven tutorials,
two descriptions of software, four systematic reviews, 18
simulation studies, and 268 studies that did not pertain to the
field of psychology). Of the remaining articles, a further nine were
excluded as the corresponding journal was not indexed in the
JCR in the year of publication. A total of 316 empirical articles
published during the period 2014–2018 in JCR-listed journals
and involving psychological variables (e.g., depression, anxiety,
stress, aggression, skills, language, psychomotor development,
etc.) were thus included. Inter-rater reliability for selection of
articles was assessed with Cohen’s kappa (Cohen, 1968). The
weighted kappa was 0.80, which can be interpreted as substantial
agreement (Landis and Koch, 1977). The percentage agreement
between the two raters was 90%. Disagreements were resolved by
Discussion.

In the next stage we examined the full text of the 88
empirical articles published in 2018. Articles were excluded if
they only proposed applying GLMMs (e.g., study protocols) or
if they contained inconsistencies or problems in the coding of
variables. The agreement between raters in this second stage
was 100% and a total of 80 articles published in 2018 were
included in the systematic review. Figure 1 shows the process of
selecting these studies.

Data Extraction
To analyze the trend in the use of GLMMs over the period
2014–2018 we recorded the year of publication, journal title,
impact factor, quartile and category according to JCR, country
of the journal, and country of affiliation of the first author.
The JCR category recorded for each journal was the one most
closely related to psychology and with the highest rank, whether
in Science Citation Index Expanded (SCIE) or Social Science
Citation Index (SSCI).

For the systematic review of empirical articles published in
2018 we recorded the specific area of psychological research,
characteristics of the design, sample, groups, and the dependent
variables. Based on the classifications of Jiang (2007); Kauermann
et al. (2010), Casals et al. (2014), and Tango (2017), we also
looked for the important information about GLMMs that should
be reported when applying these models (estimation method,
link function, goodness-of-fit method, aspects related to the
statistical inference of random and fixed effects, overdispersion
evaluation, and statistical software). All this information was

recorded for each distinct GLMM, that is, it was only recorded
once in the event of identical models. For each empirical article
we recorded the total number of GLMMs, whether or not they
were identical, and how many were identical and how many
different. Consequently, the number of GLMMs analyzed exceeds
the number of articles reviewed.

Data for the systematic review were extracted independently
by two reviewers (first and third author). Inter-rater reliability
regarding variables in each article was 89%. Any discrepancy over
the specific area of research, the study characteristics, and the
characteristics of a GLMM was resolved by consensus among
the two researchers, after first reviewing again the full text of the
articles in question.

Finally, the frequency and percentages associated with the
characteristics of the journals, studies, data, and GLMM analysis
were calculated. This information provides an overview of
change over time in the number of publications using GLMMs,
journal productivity, and current practices in the use of
GLMMs in psychology.

RESULTS

Current Trends in the Use of GLMMs
Figure 2 shows how the 316 articles included in the first stage
of analysis were distributed across the period of publication
considered (2014–2018). It can be seen that there is a growing
trend in the use of GLMMs in psychology, and that the number
of empirical articles involving these models was more than twice
as high in 2018 compared with 2014.

The journals that published the highest number of articles
over the period 2014–2018 (see Supplementary Appendix 2)
were: PLOS ONE, with 18 publications; BMJ Open, nine
articles; American Journal of Health Promotion and BMC Public
Health, six publications each; Accident Analysis and Prevention,
Addictive Behaviors, Drug and Alcohol Dependence, and Journal
of Adolescent Health, five publications each; Addiction, AIDS
and Behavior, and Annals of Epidemiology, each with four
publications; and American Journal of Health Behavior, BMC
Psychiatry, Consciousness and Cognition, Frontiers in Psychology,
Human Movement Science, Journal of Clinical Psychiatry, Journal
of Psychiatric Research, Journal of School Health, Nicotine and
Tobacco Research, and Quality of Life Research, with three
publications each. The remaining journals had published one
or two articles.

Regarding the impact factor of the journals in which they were
published, seven publications ranged from 0.01 to 1 (2.2%), 65
from 1.01 to 2 (20.6%), 138 from 2.01 to 3 (43.7%), 57 from 3.01
to 4 (18%), 26 from 4.01 to 5 (8.2%), six from 5.01 to 6 (1.9%),
five from 6.01 to 7 (1.6%), and four from 7.01 to 8 (1.3%). Eight
publications exceeded an impact factor of 8 (2.5%). It can be seen
in Figure 3 that for each of the years considered (2014–2018),
the largest number of articles were published in journals in the
impact factor range 2.01–3, with a notable spike in 2018 (55.7%).

With respect to the number of articles by quartile, 183 (57.9%)
were published in first-quartile journals, 90 (28.5%) in second-
quartile journals, 35 (11.1%) in third-quartile journals, and eight
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FIGURE 1 | Flowchart showing the selection of articles published in 2018 and included in the systematic review.

(2.5%) in fourth-quartile journals. Figure 4 shows the number
of articles by journal quartile and publication year. It can be
seen that in each of the years considered the highest number
of articles involving GLMMs corresponded to first-quartile (Q1)
journals, with a growing trend until 2017. Although Q1 journals
still accounted for the highest number of articles in 2018, the

number published in second-quartile (Q2) journals had also
notably increased. Overall, 85.2% of the articles in 2018 that
used GLMMs were published in first- or second-quartile journals.
Across the 5-year period considered, only a small number of
articles were published in third-quartile (Q3) journals, and there
were hardly any in fourth-quartile (Q4) journals.
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FIGURE 2 | Number of articles by publication year.

Regarding JCR categories (Supplementary Appendix 3),
43 articles were published in journals pertaining to Public,
Environmental, and Occupational Health; 33 in the category
Substance Abuse; 27 in Psychiatry; 20 in Multidisciplinary Sciences;
14 in Medicine, General and Internal and in Psychology, Clinical;
12 in Psychology, Educational; 10 in Psychology, Multidisciplinary;
eight in Gerontology and in Social Sciences, Biomedical;
seven in Pediatrics, in Clinical Neurology, and in Psychology,
Developmental; six in Psychology, Experimental and in Sport
Sciences; and five in Ergonomics and in Psychology. There were
fewer than five publications in each of the remaining categories.

Productivity by journal country was much higher for
the United States, with 172 publications (54.4%) over the
period considered, followed by 87 articles published in the
United Kingdom (27.5%), 20 in The Netherlands (6.3%),
15 in Switzerland (4.7%), five in Germany (1.6%), four in
Australia (1.3%), three each in France and Japan (0.9%),
two each in Denmark, Canada, and Ireland (0.6%), and one
in Norway (0.3%).

Regarding the country of affiliation of the first author, the
majority were from the United States, with 152 publications
(48.1%), followed by 25 from Germany (7.9%), 22 from Australia
(7%), 18 from the United Kingdom (5.7%), 16 from The
Netherlands (5.1%), and 14 from Canada (4.4%). The remainder
were from different countries around the world. By year, the

highest number of articles involving GLMMs corresponded to
2018 and a first author based in the United States, with a total of
46 publications, compared with (for the same country affiliation)
25 articles in 2014, 26 in 2015, 20 in 2016, and 35 in 2017.

Systematic Review of Studies Using
GLMMs
We performed a systematic review of 80 empirical articles
published in 2018. Studies using GLMMs were most frequently
conducted in the areas of Clinical and Health Psychology
(52.5%), Developmental, School, and Educational Psychology
(13.8%), and Social Psychology (12.5%). Other areas identified
were Environmental and Community Psychology (7.5%), Basic
Psychology (5%), Neuropsychology (3.8%), Animal Psychology
(2.5%), and Sport Psychology (2.5%).

Only 10 of the 80 articles reviewed (12.5%) presented
Supplementary Information about the characteristics of the
GLMMs. With respect to the number of GLMMs per article,
13 studies (16.3%) performed just one GLMM, 42 (52.5%)
performed several identical GLMMs, and 25 (31.3%) conducted
several GLMMs of distinct characteristics. The number of
GLMMs performed in the same article ranged between one and
60, with two being the most common (26.3% of articles), followed
by a single GLMM analysis (16.3%), three (13.8%), and four
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FIGURE 3 | Number of articles in each impact factor range by publication year.

(11.3%). Overall, 23.9% of articles performed between five and
10 GLMM analyses, whereas only 9.1% conducted more than 10.
The 80 articles reported a total of 464 GLMMs and the systematic
review focused on the 118 GLMMs of distinct characteristics.

For each distinct GLMM we recorded characteristics of the
design, sample, groups, and missing data (Table 1). The type
of design was described as cross-sectional (39%), longitudinal
or repeated measures (29.7%), or mixed (31.4%). In 39%
of studies the authors manipulated the independent variables
(in the remaining 61% they did not). Of the 118 GLMM
analyses, the majority involved a sample of fewer than 500
participants (57.6%) and two groups (76.8%), although it
should be noted that identifying the number of groups was
not applicable in 41.5% of cases as the study analyzed the
change in or association between variables (without a group
comparison). As regards the number of repeated measures in
longitudinal/repeated measures or mixed designs, the highest
percentages corresponded to two (33.3%) and three (25%)
such measures. Missing data was mentioned in 67.8% of the
analyses. The GLMM is well-suited to longitudinal or repeated
measures data because it appropriately handles missing data
for response variables (Der and Everitt, 2006). However, only
14.2% of the studies that used GLMMs made some reference
to missing data handling. Approximately half of the study

designs (54.2%) had a hierarchical structure, and the majority
of these (82.8%) involved two levels. A hierarchical structure
was more common in cross-sectional designs (65.2% vs. 34.8%
non-hierarchical) than in longitudinal/repeated measures designs
(51.4% vs. 48.6%) or mixed designs (43.2% vs. 56.8%), although
this association was not statistically significant, χ2(2) = 4.15,
p = 0.126. Hierarchically structured data were usually nested in
schools, hospitals, geographical areas, families, etc. The GLMM
allows the analysis of data with a hierarchical structure through
the inclusion of random effects in the model (Casals et al., 2014).

Table 2 shows the characteristics of dependent variables.
Of the 118 GLMM analyses, 61.9% had a single dependent
variable. In half of the analyses (50%) the measurement scales
were nominal, while in approximately a third (36.4%) they were
interval or ratio. The majority of nominal or ordinal scales
(87.7%) had two response categories.

Available statistical software can fit different response
variables for distributions from the exponential family such
as gamma, Poisson, binomial, negative binomial, multinomial,
etc. The distribution of the response variable was reported
in 47.3% of cases, the most frequent being the binomial
(19.5%), followed by the Poisson (9.3%), the normal (5.9%),
gamma (4.2%), and the negative binomial (2.5%). The lowest
percentages corresponded to the Bernoulli and multinomial
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FIGURE 4 | Number of articles by journal quartile and publication year.

distributions (both 1.7%). In 2.5% of articles, reference was
made to a non-normal distribution without specifying which.
The distributions fitted in the GLMM analyses were the
binomial and Bernoulli for nominal measurement scales with
two response categories, the multinomial for ordinal scales with
three or four categories, the Poisson and negative binomial
for count data, and the normal, gamma, and Poisson for
continuous measures scales (interval or ratio). These associations
correspond to those cases in which the type of distribution
was reported. The results indicate an association between the
measurement scale and the distribution used, χ2(24) = 168.41,
p < 0.001. The shape of the distribution was often not
specified in those cases where the measurement scale was
nominal or interval (55.9% of nominal scales and 58.1% of
interval scales).

Table 3 shows the characteristics of the estimation and
goodness-of-fit methods used in the GLMM analyses. Various

methods of parameter estimation were described, namely the
maximum likelihood (10.2%), restricted maximum likelihood
(2.5%), Laplace approximation (1.7%), adaptive quadrature
(0.8%), Gauss–Hermite quadrature (1.7%), and the adaptive
Gauss–Hermite quadrature (0.8%). However, a very high
percentage of analyses (82.2%) did not report this information,
and hence other estimation methods may also have been used
(e.g., penalized quasi-likelihood, pseudo-likelihood, etc.).

Regarding the link function, this was not reported in 61%
of the analyses. The link functions most commonly used were
logit/logistic (23.7%) and log (9.3%). These percentages are
associated with the distribution of the dependent variable,
χ2(40) = 228.28, p < 0.001 (i.e., the logit/logistic link function
is associated with binomial and Bernoulli distributions, the log
link function with gamma and Poisson distributions, and the
identity link function with the normal distribution). Fifty-two
analyses reported neither the shape of the distribution nor
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TABLE 1 | Characteristics of the design, sample, groups, and missing data in the
118 GLMM analyses.

N total N (%)

Type of design 118

Cross-sectional 46 (39)

Longitudinal/repeated measures 35 (29.7)

Mixed 37 (31.4)

Manipulated independent variables 118

Yes 46 (39)

No 72 (61)

Total sample size 118

Less than 100 34 (28.8)

101 – 500 34 (28.8)

501 – 1000 10 (8.5)

1001 – 5000 17 (14.4)

5001 – 10,000 8 (6.8)

More than 10,000 15 (12.7)

Number of groups 69

2 53 (76.8)

3 5 (7.2)

4 10 (14.5)

6 1 (1.5)

Not applicable (no group comparison) 49

Number of repeated measures 72

2 24 (33.3)

3 18 (25)

4 8 (11.1)

5 6 (8.3)

6 4 (5.5)

7 1 (1.4)

12 2 (2.8)

14 1 (1.4)

20 1 (1.4)

45 1 (1.4)

70 2 (2.8)

Factorial 4 (5.5)

Not applicable (cross-sectional design) 46

Missing data reported 118

Yes 80 (67.8)

No 38 (32.2)

Missing data handling reported 118

Yes 17 (14.2)

No 101 (85.6)

Hierarchical structure 118

Yes 64 (54.2)

No 54 (45.8)

Number of hierarchical levels 64

2 53 (82.8)

3 11 (17.2)

Not applicable (non-hierarchical structure) 54

the link function, 10 reported the link function but not the
distribution, and 20 reported the distribution but not the link
function (although in two of these cases it was merely stated
that the distribution was non-normal). Only 36 GLMM analyses
(30.5%) reported both the distribution and the link function. It

TABLE 2 | Characteristics of dependent variables in the 118 GLMM analyses.

N total N (%)

Number of dependent variables 118

1 73 (61.9)

2 16 (13.6)

3 4 (3.4)

4 6 (5.1)

5 2 (1.7)

6 5 (4.2)

8 2 (1.7)

9 3 (2.5)

10 3 (2.5)

12 1 (0.8)

13 1 (0.8)

14 1 (0.8)

31 1 (0.8)

Measurement scale 118

Nominal 59 (50)

Ordinal 6 (5.1)

Interval/ratio 43 (36.4)

Count data 10 (8.5)

Number of categories 65

2 57 (87.7)

3 2 (3.1)

4 3 (4.6)

5 2 (3.1)

6 1 (1.5)

Not applicable (interval/ratio or count data) 53

Distribution 118

Bernoulli 2 (1.7)

Binomial 23 (19.5)

Gamma 5 (4.2)

Multinomial 2 (1.7)

Negative binomial 3 (2.5)

Normal 7 (5.9)

Poisson 11 (9.3)

Non-normal 3 (2.5)

Not specified 62 (52.5)

should be noted that results from the GLMM using a normal
distribution with the identity link function are equivalent to those
obtained with the LMM.

Similarly, only 30.3% of the GLMM analyses reported the
goodness-of-fit method. The most widely used was the AIC,
either alone or in combination with other methods (18.6%).
Variants of the AIC, such as corrected AIC for small sample sizes
(AICc) and Watanabe AIC (WAIC), were also used (2.5%) as
an improvement on the deviance information criterion (DIC)
for Bayesian models (Watanabe, 2010; Vehtari et al., 2017).
Other goodness-of-fit methods employed, either alone or in
combination, were the BIC (9.3%), DIC (2.5%), log likelihood
(3.4%), –2 log likelihood (8.4%), and chi-square (2.5%). Overall,
10.1% of the analyses combined two or three goodness-of-fit
methods. The least used method was –2 restricted log pseudo-
likelihood (0.8%).
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TABLE 3 | Characteristics of estimation methods, link function, and
goodness-of-fit methods used in the 118 GLMM analyses.

N (%)

Estimation method

Maximum likelihood (ML) 12 (10.2)

Restricted maximum likelihood (REML) 3 (2.5)

Laplace approximation 2 (1.7)

Adaptive quadrature 1 (0.8)

Gauss–Hermite quadrature 2 (1.7)

Adaptive Gauss–Hermite quadrature 1 (0.8)

Not specified 97 (82.2)

Link function

Cumulative logit 2 (1.7)

Cumulative probit 1 (0.8)

Identity 4 (3.4)

Log 11 (9.3)

Logit/logistic 28 (23.7)

Not specified 72 (61)

Goodness-of-fit method

Akaike information criterion (AIC) 10 (8.5)

Corrected AIC (AICc) 2 (1.7)

Watanabe AIC (WAIC) 1 (0.8)

Bayesian information criterion (BIC) 2 (1.7)

Deviance information criterion (DIC) 1 (0.8)

Log likelihood (LogLik) 2 (1.7)

–2 log likelihood (–2LL) 3 (2.5)

–2 restricted log pseudo-likelihood 1 (0.8)

Chi-square 2 (1.7)

AIC and –2LL 1 (0.8)

AIC and DIC 2 (1.7)

AIC, BIC, and –2LL 6 (5.1)

AIC, BIC, and LogLik 2 (1.7)

AIC, BIC, and chi-square 1 (0.8)

Not specified 82 (69.5)

N total 118

Table 4 shows the inference of fixed effects in the 118
GLMM analyses. The purpose of statistical inference is to
provide significance tests of the relationships between dependent
and independent or predictor variables. The p-values refer to
the existence of an effect, while the parameter estimates and
confidence intervals provide information about the effect. Fixed
effects hypotheses were most commonly assessed with the t-test
or F-test (21.2%), and less frequently with the Z-test (5.9%),
likelihood ratio test (5.1%), and chi-square test (2.5%). However,
in the majority of cases (65.3%) the fixed effects test was not
reported. The p-value was reported in 89.8% of analyses, the
confidence interval in 50.8%, and the parameter estimation in
85.6% (50% coefficient estimate, 29.7% odds ratio, 3.4% incidence
rate ratio, 1.7% risk ratio, and 0.8% relative risk ratio). More than
half of the GLMMs (56.8%) included statistical modeling, that is,
comparison of models by introducing or eliminating predictors.
However, some analyses introduced all the predictor variables in
a single step and do not compare different models (41.5%), or first
chose the significant variables based on a previous study (1.7%).
Finally, only 12.7% of studies reported the effect size.

TABLE 4 | Statistical inference of fixed effects in the 118 GLMM analyses.

N (%)

Fixed effects test

t-test/F-test 25 (21.2)

Z-test 7 (5.9)

Chi-square test 3 (2.5)

Likelihood ratio test 6 (5.1)

Not specified 77 (65.3)

p-value reported

Yes 106 (89.8)

No 12 (10.2)

Confidence interval reported

Yes 60 (50.8)

No 58 (49.2)

Parameter estimation

Coefficient estimate 59 (50)

Odds ratio 35 (29.7)

Incidence rate ratio 4 (3.4)

Risk ratio 2 (1.7)

Relative risk ratio 1 (0.8)

Not specified 17 (14.4)

Statistical modeling

Yes 67 (56.8)

No 49 (41.5)

First chose the significant variables 2 (1.7)

Effect size reported

Yes 15 (12.7)

No 103 (87.3)

N total 118

It can be seen in Table 5 that the random effects test was
not usually reported (95.8%). Hypotheses concerning random
effects variances were most commonly tested using the likelihood
ratio test (3.4%). A single random effect was used in 56
GLMM analyses (47.5%), two random effects were used in 25
GLMM analyses (21.2%), and three or more in eight GLMM
analyses (6.7%).

The intercept as random effects was reported in 47 GLMM
analyses (39.8%). Random effects were usually the participant or
subject (n = 47; 39.8%), such as patient, child, student, player, etc.,
and also the grouping variable (n = 44; 37.3%), such as classroom,
community, hospital, school, geographical region, intervention
group, etc. Ten GLMM analyses (8.5%) used the item as a random
effect, and three (2.5%) used characteristics of subjects (e.g., age
and gender). Some GLMM analyses used time as a random effect
when data were collected repeatedly from the same individuals
(n = 3; 2.5%). The interaction between variables was rarely used
as a random effect (n = 4; 3.4%).

Table 5 also shows the percentage of analyses in which
information was provided about the ICC estimation, the variance
estimation, and the covariance structure. The ICC was reported
in 18 GLMM analyses (15.3%) and the variance estimates of
random effects in 38 analyses (32.2%). The covariance structure
was only reported in 10 of the 72 analyses of data from
longitudinal, repeated measures or mixed designs (13.9%). The
unstructured covariance matrix was used in seven GLMM
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TABLE 5 | Statistical inference of random effects and overdispersion evaluation in
the 118 GLMM analyses.

N total N (%)

Random effects test 118

Likelihood ratio test 4 (3.4)

Z-test 1 (0.8)

Not specified 113 (95.8)

Number of random effects 118

1 56 (47.5)

2 25 (21.2)

3 6 (5.1)

4 1 (0.8)

9 1 (0.8)

Not specified 29 (24.6)

ICC estimation reported 118

Yes 18 (15.3)

No 100 (84.7)

Variance estimation reported 118

Yes 38 (32.2)

No 80 (67.8)

Covariance structure 72

Autoregressive 2 (2.8)

Unstructured 7 (9.7)

Identity 1 (1.4)

Not specified 62 (86.1)

Not applicable (cross-sectional design) 46

Overdispersion evaluation reported 118

Yes 11 (9.3)

No 107 (90.7)

Alternatives for handling overdispersion 11

Negative binomial 4 (36.4)

Overdispersed Poisson 2 (18.2)

Tobit 1 (9.1)

Not specified 4 (36.4)

ICC, intra-class correlation.

analyses, the autoregressive structure in two, and the identity
covariance matrix in one.

Although it is important for GLMM analyses to assess
and report the presence of overdispersion, it can be seen
in Table 5 that only 9.3% of the analyses made reference
to this. We found that four negative binomial models, two
overdispersed Poisson models, and one Tobit model were used
because data were overdispersed. These models were fitted
to obtain standard errors corrected for the overdispersion
parameter.

Finally, it can be seen in Table 6 that 85.5% of the analyses
reported statistical software. The most widely used were SAS
(36.4%) and R (31.4%), followed much less frequently by SPSS
(6.8%), STATA (5.1%), HLM (3.4%), MATLAB (0.8%), Python
(0.8%), and Mplus (0.8%). Among the analyses that used SAS,
32.6% made specific reference to the glimmix procedure, while
64.9% of analyses in R reported using the lme4 package. The
specific package or procedure was not specified in 62.8% of SAS
and 29.7% of R analyses.

TABLE 6 | Statistical software and specific packages used in the
118 GLMM analyses.

N software (%) N package (%)

SAS 43 (36.4)

Proc glimmix 14 (32.6)

Proc mixed 2 (4.6)

Not specified 27 (62.8)

R 37 (31.4)

lme4 24 (64.9)

glmmADMB 1 (2.7)

Ordinal package 1 (2.7)

Not specified 11 (29.7)

STATA 6 (5.1)

xtmixed 1 (16.7)

Not specified 5 (83.3)

SPSS 8 (6.8)

Genlinmixed procedure 2 (25)

Not specified 6 (75)

MATLAB 1 (0.8)

Fitglme 1 (100)

Python 1 (0.8)

PYMC3 1 (100)

HLM 4 (3.4)

Not specified 4 (100)

Mplus 1 (0.8)

Not specified 1 (100)

Not specified 17 (14.4)

N total 118

DISCUSSION

Generalized linear mixed models combine linear mixed models
(which incorporate random effects) and generalized linear
models (that can handle non-normal data by using link functions
and fitting distributions from the exponential family such
as the binomial, multinomial, Poisson, gamma, lognormal or
exponential). Thus, GLMMs offer a more flexible approach to
analyzing data with distributions other than the normal, whether
continuous or discrete. When using them, however, it is necessary
to specify the distribution, the link function, and the structure of
random effects. There are different methods for estimating the
parameters and testing significance, and their suitability depends
on the properties of the data.

Psychologists have much to gain from GLMMs because these
models allow the analysis of categorical data and of count
or proportional responses. By incorporating random effects,
GLMMs also enable psychologists to generalize their conclusions.
Despite these advantages, GLMMs rarely feature in research
published in prominent psychology journals (Blanca et al., 2018).
Consequently, the aim of the present study was to review the use
of these models in psychology during the period 2014–2018. By
conducting a systematic review of empirical studies published
in 2018 that used GLMMs, we also provide more specific
information about how these models are being performed and
reported in psychology. This enabled us to identify gaps in the
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presentation of results and, therefore, to evaluate the quality
of reports involving GLMMs in psychology. In doing so, we
hope to foster the correct application of these statistical analyses
and to encourage applied researchers in psychology to make
greater use of them.

The number of articles using GLMMs in different areas of
psychology increased over the period 2014–2018, although at a
slower rate than was observed in clinical medicine by Casals et al.
(2014) between 2000 and 2012. This is similar to what occurred
with LMMs, employed prior to GLMMs, which were applied first
in medicine and then more gradually in psychology (Bono et al.,
2008). Our hope, therefore, is that GLMMs will also come to be
widely used in psychology once researchers in this field become
more aware of their advantages.

Our review of the period 2014–2018 included articles linked
to the area of psychology from 198 JCR-indexed journals. The
journal with the largest number of articles involving GLMMs
was PLOS ONE. The large majority of studies using these
models were published in first- or second-quartile journals,
suggesting that the use of these more advanced analytical models
is related to achieving publication in journals with a higher
impact factor. As regards the JCR categories to which articles
corresponded, the most common were Public, Environmental,
and Occupational Health, Substance Abuse, Psychiatry, and
Multidisciplinary Sciences. In terms of journal country, the
majority of articles using GLMMs were published in the
United States, followed by the United Kingdom. Regarding the
country of affiliation of the first author, the majority were from
the United States, followed (with much lower frequencies) by
Germany, Australia, United Kingdom, Netherlands, and Canada.

Although gamma and negative binomial distributions are
commonly used in health, education, and social sciences (Bono
et al., 2017), our results suggest that they are still not sufficiently
used. Consistent with what Casals et al. (2014) observed
in clinical medicine, we found that the distribution of the
response variable was most commonly binomial. Although the
reported percentages are not entirely equivalent across the two
studies [Casals et al. (2014) considered the number of articles,
whereas we considered the total number of different GLMM
analyses], there are consistent findings with regard to the type of
distribution and other variables analyzed.

More than half of the GLMM analyses we reviewed did not
report the shape of the distribution or the link function. Although
there is a natural association between these two variables (Garson,
2013), this information needs to be reported as different link
functions may be suitable for a given distribution. Furthermore,
in the event of overdispersion it is usual to use an alternative
distribution to the one fitting the data. Poisson data, for example,
frequently present overdispersion.

It is also important to report the estimation method used in a
study because it can influence the validity of GLMM estimates.
The estimation method for each model was reported in only
17.7% of the analyses we reviewed, a percentage very similar to
that found by Casals et al. (2014) in clinical medicine. Although,
when the estimation method is not reported, it is likely that the
authors used the default method (e.g., pseudo-likelihood is the
default method in the glimmix procedure of SAS), this should
nonetheless be specified.

In the field of psychology we found that the method
most frequently used for parameter estimation was maximum
likelihood. Although maximum likelihood underestimates the
standard deviations of random effects, except in very large data
sets, it is more useful for comparing models with different
fixed effects (Bolker et al., 2009). In our review we found that
maximum likelihood was mostly used with small samples (less
than 100), although the corresponding aim was to compare
models. Another alternative used was the Gauss–Hermite
quadrature, which can produce more accurate estimates of the
fixed effects and variance components in GLMMs (Pan and
Thompson, 2003), although it is not feasible for analyses with
more than two or three random effects (Bolker et al., 2009).
In the two GLMM analyses where it was used, there was just
one random effect and hence it was an appropriate method.
We also found three analyses that used restricted maximum
likelihood (REML). Although this method may be used, it is
most suitable when the dependent variable can be modeled
with a normal distribution (Thiele and Markussen, 2012). Of
the three analyses that used REML, one was modeled with a
binomial distribution, while in the other two the distribution
was not specified.

Casals et al. (2014) found that the most common estimation
method in clinical medicine was PQL, which is widely used as
it is computationally fast (Breslow and Clayton, 1993). In the
present review focusing on the field of psychology, only a small
percentage of GLMM analyses reported the estimation method,
and none of them used PQL.

The percentage of studies in the field of psychology that
reported the goodness-of-fit method was lower than that
observed by Casals et al. (2014) in clinical medicine (69.5%
vs. 84.3%), although both these percentages are high. In both
our study and that of Casals et al. (2014) the most widely
used method (with similar percentages) was the AIC. Reporting
this information is important for determining whether the
method used is the most suitable. For example, seven of the
GLMM analyses we reviewed used the AIC with samples of less
than 100, where the AICc would be much more appropriate.
Fifteen analyses involving small samples (less than 100) did
not specify the goodness-of-fit method, and thus it is not
clear whether the most suitable criterion was used. Only two
of the GLMM analyses reviewed used the AICc with small
samples (149 subjects).

In general, statistical methods were insufficiently described,
and consistent with the findings of Casals et al. (2014) we
found that very little information was given about the fixed
effects test. When performing likelihood ratio tests of fixed
effects it is recommended to use maximum likelihood to
estimate parameters (Bolker et al., 2009; Cheng et al., 2010),
although this method is not recommended for small and
moderate sample sizes (Pinheiro and Bates, 2000). In our
review, six GLMM analyses used the likelihood ratio test
without specifying the estimation method. Furthermore, in
three of the six GLMM analyses that used the likelihood
ratio test for fixed effects, the sample included fewer than
100 participants.

Regarding statistical modeling, we did not quantify the
strategies for model building (forward selection, backward
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elimination, best subset, and stepwise procedures) as they
were not, as a rule, described. Although a little over half
the GLMM analyses did perform statistical modeling, almost
all the remaining studies used a full model containing all
available predictor variables, reflecting a tendency to keep
psychological variables in the model even if they are not
significant. Generally speaking, statistical modeling is only
advisable if the number of predictor variables is large. Full models
give unbiased estimates, but they also contain insignificant
predictors. The decision over whether to perform statistical
modeling for inference will depend on the study objectives.
For inference, stepwise procedures have been criticized because
the order of entry or removal of the parameters can influence
the selection result, the parameter estimates can be biased, and
multiple tests involved in the procedures inflate type I errors
(Burnham and Anderson, 2002). Thiele and Markussen (2012)
recommend that model building is done by backward model
selection, and with GLMM the best subset modeling can easily
become computationally expensive when there are multiple fixed
or random effects.

Over 90% of the GLMM analyses reviewed did not report the
test used for the random effects, which is consistent with findings
in the field of clinical medicine (Casals et al., 2014). In general, the
likelihood ratio test is appropriate for random effects inferences,
but it is only applicable to nested models. This means that
information must be provided about the hierarchical structure.
The analyses reviewed here most often dealt with a single random
effect encompassing variation between participants.

Repeated measures are common in psychology, and GLMMs
allow the autocorrelation of such data to be modeled using
structured covariance matrices, such as the autoregressive.
However, the structure of the covariance matrix was rarely
reported in the analyses reviewed here. Consequently, it
is unclear whether the tendency in psychology is to use
structured or unstructured covariance matrices. It should
also be noted that not all statistical software allows the
researcher to define the covariance structure when using GLMMs
(Thiele and Markussen, 2012).

Regarding overdispersion, and despite the fact that ignoring
this phenomenon can cause problems, 90.7% of the GLMM
analyses did not specify whether it was assessed. This is an
identical result to that obtained by Casals et al. (2014) in the field
of medicine. However, it should be noted that overdispersion is
only relevant with some distributions.

In addition to all the information related to the use of
GLMMs, it is also important to indicate the statistical software
used, as the choice can mean differences in estimation methods
and computation time. In the analyses reviewed here, the most
popular statistical software suites were SAS and R. The glimmix
procedure was the first package used to fit GLMMs and it is
the standard procedure in SAS. Among other available packages
for fitting GLMMs, we found that lme4 (implemented in R) was
widely used. Other software suites (e.g., SPSS, STATA, and HLM)
were less common. Despite the availability of statistical software,
GLMMs are difficult to apply, even for statisticians. Furthermore,
it is quite often the case that the models do not converge,
especially when there are many random and fixed effects.

Our primary focus in this article has been on the quality of
reporting in studies involving GLMMs published in the field of
psychology, in other words, whether the information provided
is sufficient for researchers with experience of these models to
assess the methodological quality of studies and the validity of
the results obtained. Consistent with what Casals et al. (2014)
observed in clinical medicine, we found that report quality in
psychology was poor. A possible explanation for this is that
the psychological literature frequently uses models with only
fixed effects, even though the use of GLMMs is well known in
statistical literature. Because applied researchers in psychology
are not, as yet, accustomed to using models in which a lot of
information must be taken into account, there is a tendency to
report statistical significance without considering other aspects
that are important for decision making.

Although our aim in this article was to analyze the reporting
of key information when using GLMMs, rather than to detect
incongruities in their application, we nonetheless found that
they were not always used appropriately. Given that this
was evident even with the limited information reported in
studies, we suspect that the analyses may well include a high
number of model misspecifications. This highlights the need for
researchers to conduct these analyses with caution and a good
understanding of GLMMs.

After reviewing the publications included in the systematic
review, we believe it is important to have minimum standardized
guidelines for presenting the results of GLMMs in psychology
journals. The minimum information that should be provided,
in addition to that required in any statistical analysis (i.e.,
characteristics of the design, sample, groups, missing data,
effect size, p-values, etc.), is as follows: measurement scale
and distribution of the dependent variable, link function,
estimation method, goodness-of-fit method, fixed effects test,
statistical modeling, random effects test, variance estimates of
random effects, covariance structure for repeated measures,
overdispersion evaluation, and software package. Of particular
interest is the inclusion of random effects in a GLMM analysis.
Stroup et al. (2018) give recommendations and examples on how
to configure the random effects structure. Information about
power calculation should also be provided and would contribute
to improving the quality of GLMM analysis in psychology.
For power calculation, readers may consult Stroup (2013) and
Stroup et al. (2018).

Overall, our results indicate that there is a need for improved
reporting when GLMMs are used in psychology, suggesting
that within this field there is a lack of knowledge about what
information from a GLMM analysis must be presented. In fact,
most of the important information about GLMMs was not stated
in the majority of articles included in our systematic review. This
lack of reporting about key aspects (e.g., estimation method, link
function, goodness-of-fit method, and overdispersion evaluation)
makes it difficult to assess the adequacy of the GLMM approaches
used. Importantly, not a single article of those reviewed reported
all the necessary information.

Although we recognize that the proper use of GLMMs requires
a deep understanding of the technique, we hope that this article
serves to encourage researchers in psychology to explore and
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apply these models. Their appropriate application will thus
become increasingly common in the field.
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