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Abstract 
 
Fe(III) complexes are receiving ever-increasing attention as spin crossover (SCO) 

systems because they are usually air stable, as opposed to Fe(II) complexes, which are 

prone to oxidation. Here, we present the first systematic study exclusively devoted to 

assess the accuracy of several exchange-correlation functionals when it comes to 

predicting the energy gap between the high-spin (S=5/2) and the low-spin (S=1/2) 

states of Fe(III) complexes. Using a dataset of 24 different Fe(III) hexacoordinated 

complexes, it is demonstrated that the B3LYP* functional is an excellent choice not 
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only for predicting spin-state energy gaps for Fe(III) complexes undergoing spin-

transitions but also for discriminating Fe(III) complexes that are either low- or high-

spin in the whole range of temperatures. Our benchmark study has led to the 

identification of a very versatile Fe(III) compound whose SCO properties can be 

engineered upon changing a single axial ligand. Overall, this work demonstrates that 

B3LYP* is a reliable functional for screening new spin-crossover systems with 

tailored properties. 

 

Keywords: Spin-Crossover, Density Functional Theory, Electronic Structure, 
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1. Introduction 

Switchable molecules and materials are key elements in the design of the new 

generation of nanodevices due to their inherent bi-stable behavior. Among them, spin-

crossover (SCO) systems, molecules and materials that have access to two alternative 

electronic states close in energy, are particularly interesting due to their flexibility in 

design and tunability.1–18  In SCO systems, the spin-state manipulation can be done 

using an external stimulus, usually temperature, but can be also induced by means of 

pressure or electromagnetic radiation. The thermal transition, which is by far the most 

common one, takes place when the entropic term overcomes the enthalpic one, 

shifting the system from the low-spin state to the high-spin one.19,20 The temperature 

with equal populations of both spin-states is defined as the transition temperature 

(T1/2), and this is a key parameter in the physical characterization of the system. Since 

their discovery by Cambi and co-workers in 1931,21 SCO systems have been the focus 

of attention of many researchers due to their potential and practical application as 
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molecular level switches.4,5,7,9,14,22 Much development has been done in the field over 

the last decades, expanding the number of metal centers and coordination 

environments able to exhibit such behavior. As much experimental information as 

there is, the rational design of new SCO systems with tailored properties relies 

heavily on the experience. For that reason, the vast majority of newly reported SCO 

systems build upon the FeII-hexacoordinated motif with six nitrogen donor atoms.23–31 

However, d6-Fe(II) SCO complexes are air unstable, and tend to oxidize and lose their 

switching behavior, which makes its application in actual devices challenging. For 

that reason, there is an increasing interest in the design of new SCO systems with d5-

Fe(III) metal centers,31–35 systems that exhibit a much larger stability towards 

oxidation and, therefore, show more potential towards its use in technological 

devices. In the case of Fe(III) centers, the high-spin (HS) and low-spin (LS) states 

involved in the spin transition are commonly a sextet spin state (S=5/2) and a doublet 

spin state (S=1/2), respectively. Despite the increasing interest in such systems,31–35 

which has been recently reviewed, there is less experimental information and, 

therefore, the rational design of new Fe(III)-SCO systems with tailored properties 

becomes challenging. In particular, designing a molecule with a given transition 

temperature is extremely difficult. In that sense, great progress has been done in the 

field of computational modelling of SCO systems, and some methodologies have 

been presented aiming to reproduce the behavior of such systems, and even their 

intersystem crossing rates.20,36–62 In particular, much development has been done over 

the last years in the modelling of T1/2 for several families of SCO systems,63–68 

including the study of spin-state energy gaps in Fe(III) systems.45  Motivated by such 

results, we decided to explore the potential use of such methods to quantitatively 

calculate T1/2 in Fe(III)-SCO systems. In this work, several DFT methods have been 
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used towards a dataset of SCO Fe(III) systems to evaluate their performance in terms 

of accurate calculation of the T1/2. To the best of our knowledge, this is the first 

systematic work with an exclusive focus on Fe(III)-SCO systems, with the only 

exception of a specific study of Fe(III) quinolylsalicylaldiminate compounds, 

previously reported.69 While several benchmark studies have been reported on the 

accuracy of different exchange-correlation functionals to predict energy differences 

between spin states and T1/2 for Fe(II)-SCO systems,52,70 no systematic study on a 

large dataset of Fe(III)-SCO systems has been reported yet. Given that it has already 

been shown that a given functional (or a given value of U in DFT+U approaches) 

does not result in the same accuracy when predicting spin-state energetic gaps of 

Fe(II) or Fe(III) systems,45,52 it is clear that a systematic study fully devoted to Fe(III)-

SCO systems is mandatory. The results of the quantitative methodology we have 

employed will hopefully be used in the virtual screening of new spin-crossover 

molecules with tailored properties, a tool that will accelerate the discovery of new 

members of the Fe(III) SCO family. The paper is organized as follows. First, we will 

present the results, followed by their discussion, and finally, the conclusions of the 

work.  

 

Computational Details 

All density functional calculations (DFT) have been carried out with Gaussian 16 

(revision B0.1)71	   electronic structure package with a 10−8 convergence criterion for 

the density matrix elements, using the latest triple-ζ basis set with polarization 

functions for all elements (def2-TZVP) by Ahlrichs and co-workers.72,73 The 

corresponding vibrational analysis was done for all optimized structures to ensure that 

they were minimums along the potential energy surface. The transition temperatures 
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(T1/2) were estimated by means of the following expression, which holds under the 

condition of thermodynamical equilibrium: 

𝑇!/! =
∆𝐻!"!!"

∆𝑆!"!!"(𝑇!/!)
                                    (Eq. 1) 

In this equation, ∆𝐻!"!!" is the enthalpy difference between the HS and LS states 

(which is assumed to be a independent of temperature) and ∆𝑆!"!!" is the entropy 

difference between the HS and LS states. Both ∆𝐻!"!!"  and ∆𝑆!"!!"  have an 

electronic and a vibrational contribution: 

∆𝐻!"!!" = ∆𝐸!"!!" + ∆𝐻!"#                    (Eq. 2) 

∆𝑆!"!!"(𝑇) = ∆𝑆!"!# + ∆𝑆!"#(𝑇)                    (Eq. 3) 

∆𝐸!"!!" is the adiabatic energy difference between the HS and LS states. To obtain 

∆𝑆!"!#,  the electronic entropies for each state need to be evaluated, which can be done 

through Eq. 4: 

𝑆!"!# = 𝑅  ln(2𝑆 + 1)                (Eq. 4) 

 

The vibrational enthalpy and entropy for each state, which are needed to evaluate 

∆𝐻!"# and ∆𝑆!"#, can be obtained by means of the frequencies of the vibrational 

normal modes (𝜈!) and the standard harmonic-oscillator approximations employed in 

statistical thermodynamics: 

𝐻!"# =
1
2ℎ𝜈! +

ℎ𝜈!e!!!!/!!!

1− e!!!!/!!!

!!"#

!

      (Eq. 5)	  

 

𝑆!"# =
ℎ𝜈!
𝑇

1
𝑒!!!/!!! − 1   − 𝑘!ln   1− 𝑒

!!!!/!!!   
!!"#

!

    (Eq. 6) 

 

 



	   6	  

 

 

 

2. Results 

To evaluate the accuracy of DFT calculations towards spin-state energy gaps in FeIII 

spin-crossover systems, we assembled a benchmark dataset of 18 molecules, as 

illustrated in Figure 1. The dataset includes hexacoordinated FeIII ions with different 

types of donor atoms sets: N4O2, N3O2Cl, N2O2S2. For each system, we computed the 

energy difference between the high- and low-spin states (ΔEHS-LS, Table 1) using 

several functionals that provided with different degrees of success when tackling the 

problem of spin-state energetics in SCO systems. These functionals are OPBE,74,75 

OLYP,74,76 B3LYP,77,78 B3LYP*,79 TPSSh80,81 and M06L.82 Results are summarized 

in Table 1. 

 

Figure 1: Schematic depiction of the studied systems in this work. H2L1 =  

salicylaldehyde thiosemicarbazone, L2 = tris(2-Pyridylmethyl)amine-N,N',N'',N'''), L3 

= 3,4,5,6-tetrachlorocatecholato-O,O', L4 = N-(8-quinolyl)salicylaldimine-N,N',O, L5 

1 [Fe(HL1)(L1)] 4 [Fe(L5)2]+2 [Fe(L2)(L3)]+

14 [Fe(L14)2]+

5 [Fe(L6)N3] 6 [Fe(L7)NCS]

7 [Fe(L7)NCSe] 11 [Fe(L10)2]+

3 [Fe(L4)2]+

9 [Fe(L8)NCS]+

17 [Fe(L18)(L13)2]+

8 [Fe(L7)NCO] 10 [Fe(L9)2]+

18 [Fe(L19)py]+

12 [Fe(HL11)(L11)]

15 [Fe(L12)2(L15)]13 [Fe(L12)2(L13)] 16 [Fe(L16)(L17)]+
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= 2-(((2-(ethylamino)ethyl)imino)methyl)-5-methoxyphenolato, L6 = N,N'-bis(2-oxy-

4-bromo-benzylidene)-1,6-diamino-4-azahexane, L7 = 1-(((3-((2-(((2-(Hydroxy)-1-

naphthyl)methylene)amino)-ethyl)amino)propyl)imino)methyl)-2-naphtholato, L8 = 

2-ethoxy-6-(((3-((2-((3-ethoxy-2-

(oxy)benzylidene)amino)ethyl)amino)propyl)imino)methyl)phenolato, L9 = 2-(((2-

(Ethylamino)ethyl)imino)methyl)-6-methoxyphenolato-N,N',O, L10 = 4-Bromo-2-

(((quinolin-8-yl)imino)methyl)phenolato, H2L11 = 5-chlorosalicylaldehyde 

thiosemicarbazone, L12 = 1H-imidazole, L13 = 2,2'-(Ethane-1,2-diylbis((nitrilo)eth-1-

yl-1-ylidene))diphenolato, , L14 = 4-iodo-2-(((quinolin-8-yl)imino)methyl)phenolato, 

L15 = 2,2'-(ethane-1,2-diylbis((nitrilo)eth-1-yl-1-ylidene))bis(5-methoxyphenolato), 

H2L16 = 4-azaheptamethylene-1,7-bis(salicylideneiminate), L17 = 4-methylpyridine, 

L18 = N,N'-Ethylene-bis(acetylacetoniminato-N,N',O,O'), L19 = (3- 

methoxysalicylideneaminopropyl)amine 

 

 

Results from Table 1 can be properly visualized by plotting the average value as well 

as the standard deviation for the computed dataset. These results are shown in Figure 

2. As can be seen in the figure, only B3LYP* and TPSSh are able to correctly predict 

the ground state for most systems in our dataset. This is consistent with previous 

benchmarks done for the TPSSh functional.59,70 However, the most remarkable result 

is that B3LYP* provides with ΔEHS-LS values that fit in the energy window that 

usually is associated with SCO to occur, this is, ΔEHS-LS between 2 and 8 kcal/mol.  
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Figure 2: Average value for the spin-state energy gap (ΔEHS-LS) and the corresponding 

standard deviation for the studied dataset using different exchange-correlation 

functionals. In green, the region in which spin-crossover can occur. All values in 

kcal·mol-1. 

 

System Refcode OPBE OLYP B3LYP B3LYP* TPSSh M06L 
1 ATOJUO 2.79 -1.75 -3.59 2.24 7.96 -8.73 
2 TAMTEH 0.02 -2.47 -2.82 3.67 9.32 -3.48 
3 SUPHUH 2.38 -0.38 -0.39 5.98 11.32 -7.15 
4 BIMZUU -4.04 -6.17 -3.06 2.85 8.87 -8.90 
5 GOWSES -1.55 -4.14 -2.26 3.58 9.19 -9.32 
6 DADFAR -0.77 -3.81 -1.99 3.79 9.68 -9.58 
7 DADFOF -0.32 -3.43 -1.53 4.31 10.10 -9.07 
8 DADGAS -2.29 -4.91 -3.00 2.80 8.47 -10.73 
9 FONNAZ -2.15 -5.42 -3.49 2.28 8.09 -10.74 
10 HAJLAH -3.20 -5.63 -2.98 2.98 9.03 -7.92 
11 PORBUV 1.99 -0.92 -0.27 5.78 11.44 -6.84 
12 LIGZUY 3.19 -1.40 -3.29 2.53 8.30 -8.36 
13 LIZZUR -3.09 -6.19 -3.00 2.92 9.16 -9.02 
14 XIZKEY 2.78 -0.18 -0.28 6.18 11.84 -6.73 
15 XUJDOX -3.85 -6.43 -2.37 3.45 9.50 -8.20 
16 DETBEJ -3.29  -5.80 -1.84 3.94 8.42  -5.15 
17 FEWVIM  1.82  -1.21 1.42 7.61  14.13 -3.64 
18  [a][Fe(L19)py]+ -3.67 -6.24 -1.88 3.69 10.16 -5.63 

OPBE OLYP B3LYP B3LYP* TPSSh M06L
15

10

5

0
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-15
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Table 1: Spin-state energy differences (ΔEHS-LS = high-spin – low-spin) for the 18 

systems studied in this work. All energies include zero point corrections and are in 

kcal mol-1 . [a] No crystallographic data has been reported for system 18, and 

therefore no refcode can be provided. 

 

For both functionals, an estimation of the transition temperature has been calculated 

using the harmonic approximation (see Computational Details). Results are 

summarized in Table 2. 

 

    B3LYP* TPSSh    

System Refcode ∆H ∆S  T1/2  ∆H  ∆S  T1/2  
T1/2 

(exp) 
 

1 ATOJUO 3.13 15.59 192 8.85 15.15 571 252 83 

2 TAMTEH 4.61 13.70 336 10.24 13.00 767 232[c] 84 

3 SUPHUH 6.84 12.84 515 12.14 12.02 979 238[c] 85 

4 BIMZUU 3.91 14.91 248 9.91 14.40 662 152[c] 86 

5 GOWSES 4.54 13.68 317 10.18 13.67 719 140 87 

6 DADFAR 4.72 12.32 364 10.61 12.45 821 151 87 

7 DADFOF 5.24 12.62 395 11.04 13.28 799 170 87 

8 DADGAS 3.72 12.61 281 9.40 12.42 726 155 87 

9 FONNAZ 3.20 12.71 239 9.02 12.91 671 83 88 

10 HAJLAH 4.04 14.62 262 10.12 14.83 658 238[c] 89 

11 PORBUV 6.588 11.60 546 12.259 11.93 997 298[b] 90 

12 LIGZUY 3.42 15.71 208 9.21 15.81 569 231 83 

13 LIZZUR 3.95 14.76 256 10.21 15.07 656 95[c] 91 

14 XIZKEY 7.03 12.82 529 12.70 13.05 940 225[c] 92 

15 XUJDOX 4.44 14.02 303 10.54 14.81 690 169[c] 93 

16 DETBEJ 4.96 13.88 342 9.55 15.40 597 224b] 94 

17 FEWVIM 8.79 18.49 461 15.33 19.16 779 318[b] 95 

18  [b][Fe(L19)py]+ 4.73 13.74 328 11.23 13.95 806 237[b] 96 
Table 2: Enthalpy and entropy change for the 18 systems studied in this work using 

B3LYP* and TPSSh functionals, as well as the corresponding computed and 
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experimental values for the transition temperature (T1/2). Enthalpies in kcal·mol-1, 

entropies in cal·K-1·mol-1 and temperatures in K. [b] The experimental T1/2 has been 

obtained from the ∆H and ∆S measured by the Evans 1H-NMR method (see Table S5 

of ESI). [c] Average T1/2 value for different counterions and co-crystallizing solvent 

molecules (see Table S4 of ESI) 

 
As can be seen from Table 2, even though both functionals perform correctly in terms 

of predicting the ground state for all the studied systems, the computed range in 

energies using TPSSh is larger than with B3LYP*. This translates in much larger 

computed T1/2 values when using the TPSSh functional, while B3LYP* provides with 

much closer values towards the experimental data.  

 

3. Discussion 

The accurate calculation of transition temperatures in SCO systems is a hard task for 

any computational method. However, Table 2 shows that both, TPSSh and, in a more 

quantitative way B3LYP* can be used to compute T1/2 in FeIII-based SCO systems. 

One may assume that the amount of exact exchange Hartree-Fock mixed in the 

functionals (10% for TPSSh and 15% for B3LYP*) is responsible for their different 

accuracy towards T1/2, given that this quantity modulates the relative stability of the 

different spin-states. For that reason, we explored the possibility of adjusting the 

amount of Hartree-Fock in the B3LYP functional towards the calculation of the spin-

state energy gap in FeIII systems. Using S4, S6 and S11 as test cases (all of them have 

a sharp single step transition without hysteresis), we computed the spin state energy 

gap adjusting the amount of Hartree-Fock exchange mixed in the BLYP functional 

from 10 to 20%. Results are shown below for S6 (see ESI for S4 and S11 systems), 
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both for the spin-state energy gap as well as the computed T1/2. As can be seen in 

Figure 3, there is a linear correlation between the amount of Hartree-Fock mixed and 

the spin-state energy gap. Thus, one can envision a specific ad-hoc functional for FeIII 

systems. The problem is that the optimal amount of Hartree-Fock exchange mixed to 

reproduce the experimental temperature is different for each system, being 14%, 16% 

and 17% for systems S4, S6 and S11 respectively (see ESI). Thus, it seems that in 

order to quantitatively match the experimental values, individual reparameterizations 

are required, with values oscillating around the optimal 15% adjusted for B3LYP*.  

 

Figure 3: Computed spin-state energy (ΔEHS-LS) and T1/2 against the amount of exact 

exchange Hartree-Fock mixed in the BLYP functional for system S6 ([Fe(napet)NCS]). 

Red circle corresponds to the experimental value. 

 

Thus, we have to assume that without any further reparameterization, B3LYP* should 

be a good method of choice to study FeIII SCO systems. A close inspection to our 

dataset provides with a nice test case, formed by the family of compounds S6, S7 and 

S8, of general formula [Fe(napet)L] (napet = N,N’-bis(2-hydroxy-naphthylidene)-1,6-

diamino-4-azahexane, L = NCS, NCSe and NCO).87 Our calculations show increasing 

transition temperatures for the studied systems, this is T1/2[Fe(napet)NCO] < 

T1/2[Fe(napet)NCS] < T1/2[Fe(napet)NCSe], in agreement with the expected trend in 
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the spectrochemical series. Thus, we decided to explore the applicability of the 

B3LYP* functional in studying the range of energies for SCO to occur, using 

different L ligands (L = Cl-, N3
-, OH-, NCO-, NCS-, NCSe-, NH3 and CN-). The 

computed spin-state energies and T1/2 are shown in Table 3.  

 

 

 

L group f ΔEHS-LS ΔH ΔS T1/2 

Cl- 0.78 3.83 2.68 10.93 246 

N3
- 0.83 5.38 4.11 14.00 294 

NCO- 0.87 4.95 3.73 12.16 307 (155) 

OH- 0.94 3.92 2.60 12.88 202 

NCS- 1.02 6.05 4.72 12.33 383 (151) 

NCSe- 1.03 6.53 5.18 12.67 409 (170) 

NH3
 1.25 8.04 6.62 13.21 501 

CN- 1.70 14.64 13.29 13.04 1019 

Table 3: Computed ΔEHS-LS, ΔH, ΔS and T1/2 for the formula [Fe(napet)L] (napet = 

N,N’-bis(2-hydroxy-naphthylidene)-1,6-diamino-4-azahexane, L = Cl, N3, OH, NCO, 

NCS, NCSe, NH3 and CN). Energies and enthalpies in kcal mol-1, entropies in cal·K-

1·mol-1 and temperatures in K. The T1/2 values given in brackets for NCO-, NCS- and 

NCSe- correspond to the experimental values. The f factor is an empirical parameter 

for calculating 10Dq, aiming to quantify the strength of the ligand.97 

 

A plot of the computed T1/2 against the empirical f factor for the calculation of the 

splitting among the d-based MOs in octahedral complexes (Figure 4) reveals a 
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correlation that allows us to calibrate the SCO properties of the [Fe(napet)L] systems. 

As can be seen, using ammonia or stronger field ligands generates a larger enough 

splitting of the d-based MOs to stabilize the low-spin state. This situation can be 

pushed even further using the cyanide ligand. Much in the same way, weaker field 

ligands decrease the T1/2, and open the door for a fine-tuning degree of this property. 

It is thus concluded that [Fe(napet)L] provides an excellent platform for designing 

FeIII complexes with tailored SCO properties.  

 

 

Figure 4: Computed T1/2 for the [Fe(napet)L] (L = Cl-, N3
-, NCO-, OH-, NCS-, NCSe-, 

NH3 and CN-) systems against the f ligand factor (R2 = 0.93). 

 

A key difference between B3LYP* and TPSSh in terms of computing T1/2 for Fe(III) 

systems is the energy window that the first one gives for SCO to occur (Figure 2). 

Thus, we wanted to validate the functional towards other Fe(III) systems that are 

either low-spin or high-spin, but do not exhibit SCO. The results are summarized in 

Table 4. As can be seen from the computed data, the functional provides with 

negative values for the spin-state energy gap for high-spin systems, and, in the case of 

1000
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low-spin systems, with values that are notably larger than the ones for Fe(III) SCO 

systems. Thus, the functional is not only able to provide with the right energy window 

for SCO to occur in Fe(III) systems, but also can discriminate between high- and low-

spin state systems.  

 

 

System Spin-State ΔEHS-LS ΔH ΔS 

[Fe(acac)3] High-spin98 -2.63 -3.70 12.99 

[Fe(bmp)Cl3(H2O)] High-spin99 -17.10 -17.53 11.44 

[Fe(Cl)(La)] High-spin100 -3.75 -2.88 11.19 

[Fe(CN)6]3- Low-spin101 47.49 49.41 21.02 

[Fe(CN)5(Py)]2- Low-spin102 16.86 15.52 29.47 

[Fe(bipy)3]3+ Low-spin103 23.56 24.56 15.42 

Table 4: Computed ΔEHS-LS, ΔH, ΔS for Fe(III) systems that do not exhibit SCO. 

Energies and enthalpies in kcal mol-1 and entropies in cal·K-1·mol-1. La = bis(3-

salicylideneimino-propyl)amine 

 

4. Conclusions 

 In this work, several DFT methods have been benchmarked towards a dataset 

of more than 20 different Fe(III) compounds, some exhibiting spin-crossover 

behavior, and others being either high- or low-spin state. From our analysis, TPSSh 

and B3LYP* both can correctly predict the ground state for all systems in the dataset, 

but B3LYP* can compute the spin-state energy gap for such systems in an energy 

window that allows for accurate calculation of the transition temperature in the 

studied systems. The overall error towards this parameter allows us to approximate 

the error that B3LYP* has on computing spin-state energy gaps for Fe(III) systems, 

which is approximately 2.00 kcal/mol (7.49 kcal/mol for TPSSh), an excellent result 
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for DFT calculations. Moreover, the functional can be used to study the 

experimentally observed trends for different members of the same family as a 

function of the electronic structure of the molecule. In particular, we modelled the 

[Fe(napet)L] family, and showed that not only we can reproduce the experimental 

values with great accuracy, but also we can predict the corresponding T1/2 for other 

members of the same family and explain the trend on the basis of the relevant d-based 

molecular orbitals. Obviously, the lack of inclusion of crystal packing effects in our 

calculations, and the use of the lowest energy harmonic frequencies to compute the 

thermochemical quantities makes the quantitative agreement between computed and 

experimental T1/2 a much more challenging problem. The B3LYP* functional is also 

able to discriminate between Fe(III) systems that do not exhibit SCO, and classify 

them as either high-spin or low-spin, in excellent agreement with the experimental 

data. The presented work thus enables the use of the B3LYP* functional to scan for 

new spin-crossover systems and predict, to some extent, their transition temperatures 

using computational tools.   
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