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Abstract

The Gauss-Bonnet theorem is one of the earliest classical results in differential geometry. It provides a link
between the topology and the geometry of a smooth surface (that is, a smooth 2-manifold). A well-known, highly
non-trivial generalisation of this to arbitrary (finite) dimension exists, which was first proven intrinsically (in other
words, without recourse to the existence of an embedding of the manifold into an Euclidean space) by Shiing-Shen
Chern in 1944. The aim of this work is to provide a full proof of a slightly more general result, which is valid
for arbitrary vector bundles over a differential manifold, that gives as a direct corollary the Gauss-Bonnet-Chern
theorem when considering the tangent bundle.
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Chapter 1

Introduction

The Gauss-Bonnet theorem is one of the earliest classical results in differential geometry. It provides a link
between the topology and the geometry of a smooth surface (that is, a smooth 2-manifold). In particular:

Theorem 1.0.1. (Gauss-Bonnet). Let M be a compact Riemannian surface (without boundary).
Then,

χ(M) =
1

2π

∫
M

KdA, (1.1)

where K is the Gaussian curvature and dA is the element of area of the surface.

Proof. See ([40], p. 4).

A well-known, highly non-trivial generalisation of this to arbitrary (finite) dimension exists, which was first
proven intrinsically (in other words, without recourse to the existence of an embedding of the manifold into an
Euclidean space) by Shiing-Shen Chern in 1944, while on a stay at the Institute for Advanced Study, in a cardinal
paper [14] now become classic. Naturally, such a proof is most faithful to the spirit of the original result, which
involves intrinsic magnitudes (recall that the Gaussian curvature is intrinsic by virtue of the celebrated Theorema
Egretium).

The aim of this work is to provide a full proof of a slightly more general result, which is valid for arbitrary
vector bundles over a differential manifold, that gives as a direct corollary the Gauss-Bonnet-Chern theorem when
considering the tangent bundle.

To be able to do this, we will need to plunge into the universe of modern differential geometry, on the way
acquiring some necessary tools coming from abstract algebra or algebraic topology. In Chapters 2 and 3, we lay out
the basic framework of fibre bundles over manifolds and the basics of calculus on manifolds (the exterior derivative,
integration of differential forms and connections playing the lead role). Some elementary Riemannian geometry is
reviewed in Chapter 4. Chapter 5 is the topological core of the text, where we expose the De Rham cohomology and
some elements of intersection theory (including the relevant Thom isomorphism theorem). We will also compute
the integral of the topological Euler class of a vector bundle over a manifold. In Chapter 6 -in some sense the
central chapter of the text- we give a first glimpse into the fundamental tool of characteristic classes, in the process
presenting some important examples. One of them, the geometrical Euler class of an oriented, real vector bundle
over a smooth manifold, will be the key element generalising the right-hand side of Equation (1.1). In the final
Chapter 7, we will at last arrive at our main result. We will show that the two definitions of the Euler class, in
the topological and the geometrical sense, in fact coincide, from which an extension of Theorem 1.0.1 to arbitrary
finite dimension is immediately derived. We have also collected some final thoughts in Chapter 8, outlining some
possible further developments of this work.

In the effort to make this work as self-contained as possible, we have included, in Appendix I, some preliminary
definitions and results from linear algebra and smooth manifolds. Furthermore, on account of space restrictions a
second Appendix II made itself necessary, containing some lengthy proofs.
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2

We advise the reader that we have not followed Chern’s original approach via Cartan’s formalism: so-called
moving frames, of which the well-know Frenet trihedron in low-dimensional differential geometry is a particular
case. In the present work, we have favoured a presentation in terms of the more usual modern differential geometric
language, but a very natural transition from one to the other is of course possible. For more details on this matter
we refer the reader to Yin Li’s exhaustive paper ([32]). The necessary background may be found in the book by
Cartan himself [13].

Note: in this work, we will extensively make use of Einstein’s summation convention without explicitly ac-
knowledging it, whereby one sums over indices appearing twice, once as a subscript, and once as a superscript.



Chapter 2

Natural constructions on manifolds

In this section, we introduce the main constructions that make up the basis for analysis on manifolds. The
notion of a bundle over a manifold will be of pivotal importance, since, as Liviu Nicolaescu points out:

Chern had the remarkable insight that the Gauss-Bonnet formula is not just a statement about a
Riemann manifold: it is a statement about an oriented vector bundle (the tangent bundle) together
with a special connection on it (the Levi-Civita connection). The shift of emphasis from the manifold
to the vector bundle is fundamental. ([40], p.9).

Indeed, the fundamental role that bundles play in the general framework of our pursued theorem will become
clear as the machinery we are developing unfolds, and it will be definitely settled once we reach Chapter 6, where
a general method for producing bundle-invariant cohomological classes -one of which, the Euler class, is key to
proving our main theorem- is explored.

We mainly follow ([41], Chapter 2) throughout.

2.1 The tangent bundle

2.1.1 The tangent space at a point

The tangent space of a manifold at a point, a first-order linear approximation of the manifold near that point,
is a key concept through which the linear-algebraic notions laid out in Section A of Appendix I can be transferred
to the manifold. It turns out that these collection of spaces can be endowed with a manifold structure and can be
organized in a very particular way (that of a bundle) that may be shared by other, less immediate structures on
manifolds.

([41], section 2.1), chooses the construction of the tangent space at a point in terms of equivalence classes of
curves. This, however, has the drawback that its vector-space character is less straightforward. For this reason,
we follow, with ([17], Ch. 2), the construction in terms of derivations, and we briefly show the equivalence of these
two perspectives at the end.

Definition 2.1.1. (a) Let M be an m-dimensional smooth manifold. A map δp : C∞(M) → R is called a
derivation at a point p ∈M if it verifies the following properties:

(i) δp(f1 + f2) = δp(f1) + δp(f2)

(ii) δp(λf) = λδp(f),∀λ ∈ R

(iii) δp(f1 · f2) = f1(p) · δp(f2) + f2(p) · δp(f1), (Leibniz’s rule)
where · in C∞(M) is pointwise defined as the natural product in R.
Note that, as a direct consequence of (iii), δp(λ) = 0,∀λ ∈ R.

(b) We denote by Dp(M,R) the space of derivations of C∞(M) at a point p ∈ M . It clearly has a vector-space
structure (notice we are simply considering a closed restriction on the set of linear maps C∞(M)→ R).

Definition 2.1.2. We denote by TpM the tangent space of M at p ∈ M , and we define it to be the vector space
Dp(M,R).

3



2.1 The tangent bundle 4

Lemma 2.1.3. Let f : M → N be a diffeomorphim. Then, f induces an isomorphism f# : Dp(M,R) →
Df(p)(N,R).

Proof. Let δp ∈ Dp(M,R). We define f#(δp) by setting f#(δp)(h) B δp(h ◦ f). As f is a diffeomorphism, it is
immediate to check, using f−1, that f# is an isomorphism.

Corollary 2.1.4. Let (U, φ) be a chart of M such that p ∈ U . Then, φ# : Dp(U,R) → Dφ(p)(φ(U),R) is an
isomorphism.

Proof. It is a direct application of the above lemma. One needs only point out that φ : U → φ(U) ⊂ Rm is a
diffeomorphism, considering the smooth structures of U as an open set of M and of φ(U) as an open set of Rm

(see Remark B.2.3).

The above results imply that the task of studying any tangent space at a point reduces to studying the space
of derivations at a point of Rm. In particular:

Proposition 2.1.5. D0(Rm,R) ∼= Rm.

Proof. Let x = (x1, . . . , xm) be coordinates in Rm. We can interpret them as a smooth family {xi ∈ C∞(Rm)}
with xi(p) = xip ∈ R.

We denote by ∂
∂xi |0 the derivation along any differential curve through 0, with initial vector ei.

Let δ0 ∈ D0(Rm,R) with δ0(xi) = λi ∈ R. We consider the derivation at 0, η0 =
∑m
i=1 λ

i( ∂
∂xi |0), and we will

show that it coincides with δ0.
Let f ∈ C∞(Rm), f(q) = f(0) +

∫ 1

0
d
dt (f(tq))dt.

By the chain rule, we have:

f(q) = f(0) +

∫ 1

0

(

m∑
i=1

xi(q)
∂f

∂xi
(tq))dt = f(0) +

m∑
i=1

xi(q)(

∫ 1

0

∂f

∂xi
(tq))dt),

from which we deduce:

δ0(f) =

m∑
i=1

δ0(xi)
( ∫ 1

0

∂f

∂xi
(0)dt

)
+

m∑
i=1

xi(0) · δ0(

∫ 1

0

∂f

∂xi
(tq)dt

)
=

m∑
i=1

λi
∂

∂xi
|0(f)

It is easy to see that the derivations { ∂
∂xi |0}i=1,...,m are linearly independent, so that we infer that they form a

basis of D0(Rm,R) and it has dimension m. Furthermore, the i-th component of a derivation δ0 expressed in this
basis is δ0(xi).

Consequently,

Corollary 2.1.6. TpM ∼= Rm.

Remark 2.1.7. It is now easy to explicitly describe a basis of TpM . Let p ∈ M and (U, φ) a chart centered at 0

(i.e., φ(p) = 0 ∈ Rm). We can describe TpU using the isomorphism φ# : Dp(U,R) → D0(φ(U),R) from Corollary
2.1.4. Indeed, the elements {φ−1

# ( ∂
∂xi |0)}i=1,...,m form a basis of TpU , that we denote by { ∂

∂xi |p)}i=1,...,m.
Now, if f ∈ C∞(U), we have that

∂

∂xi
|p(f) =

∂

∂xi
|0(f ◦ φ−1)

Finally, bearing in mind that i : U ↪→M induces an isomorphism i# : TpU → TpM (cfr. ([17], p.26)), we have
that the images of the above basis by i# are a basis of TpM . We use the same notation for them.

We now provide the construction of the tangent space at a point in terms of equivalence classes of paths and
show its correspondence with the above notions.
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Definition 2.1.8. (a) Let M be a smooth m-dimensional manifold and p0 a point in M . Two smooth paths
α, β : (−ε, ε) → M such that α(0) = β(0) = p0 are said to have a first order contact at p0 if there exist
local coordinates x = (x1, . . . , xm) centered at p0 such that the expression of the derivative of α and β in x

coincides at 0, i.e., ẋα(0) = ẋβ(0).

We write α ∼ β. It can be shown that ∼ is an equivalence relation.

(b) A tangent vector to M at p is a first-order-contact equivalence class of curves through p. The set of these
equivalence clases is denoted by T̃pM .

Remark 2.1.9. Let γ be a path representing a tangent vector to M at the point γ(0). Clearly, γ̇(0)(f) =
d(f◦γ(t))

dt |t=0 defines a derivation at γ(0). It is easy to check that equivalent curves define equivalent derivations.

Proposition 2.1.10. Every element δp ∈ TpM is equal to γ̇(0) for some path γ, with γ(0) = p.
In particular, T̃pM ∼= TpM .

Proof. Let (U, φ) be a chart centered at p, with coordinates (xi). We have shown that the element δp ∈ TpM can
be written in the form δp =

∑m
i=1 λ

i ∂
∂xi |p.

If we pick the path γ(t) = φ−1(tλi), it is easy to check that γ̇(0) = δp.

Remark 2.1.11. This motivates the use of the term tangent vector of M at p when referring to the elements of
TpM .

2.1.2 The tangent bundle

We have learnt that we can naturally associate to an arbitrary point p in a manifold M a vector space TpM .
We will now show how to coherently organise the family {TpM}p∈M . Concretely, we will formalise the intuitive
idea that the dependence of TpM on p is smooth.

Definition 2.1.12. Consider the disjoint union of all tangent spaces of a smooth manifold M , TM B
⊔
p∈M TpM .

There is a natural surjection π : TM →M , π(v) = p ⇔ v ∈ TpM .
Now, we know that any local coordinate system x = (x1, . . . , xm) on an open set U ⊂M induces a natural basis

{ ∂
∂xi |p)}i=1,...,m = {∂xi(p)}i=1,...,m of TpM , for any p ∈ U . Thus, an element v ∈ TU =

⊔
p∈U TpM is completely

determined by two pieces of information:

(1) The point p = π(v) ∈M , i.e., the tangent spaces it belongs to.

(2) The coordinates Xi(v) of v in the basis {∂xi(p)}i=1,...,m.

Therefore, we have a bijection Ψx : TU → Ux × Rm ⊂ Rm × Rm, where Ux is the image in Rm of U by the
coordinates x = (xi). We can use Ψx to transfer the topology of Rm × Rm to TU .

The natural topology of TM is obtained by patching together the topologies of {TUα}α∈Λ, where (Uα, φα)α∈Λ is
a countable atlas of M (see B.2.3, (a)). A set D ⊂ TM is open if its intersection with any TUα is open in TUα.
Thus, TM is a smooth manifold with (TUα,Ψα)α∈Λ a defining atlas (with Ψα defines in an analogous manner to
Ψx above). Furthermore, the natural projection π : TM →M is a smooth map.

The above-described smooth manifold TM is called the tangent bundle.

For this definition to be valid, we need to ascertain that the topology is independent of the choice of local
coordinates. This is indeed the case:

Proposition 2.1.13. The topology of TU induced by Ψx is independent of the chosen coordinate system x = (xi).

Proof. Let us pick an alternative coordinate system y = (yi) on U . It suffices to show that the transition map
Ψy ◦Ψ−1

x : Ux × Rm → TU → Uy × Rm is smooth.
Let A B (x̄, X) ∈ Ux × Rm. Then Ψ−1

x (A) = (p, α̇(0)), where x(p) = x̄, and α : (−ε, ε)→ U is a path through
p given in the x coordinates as α(t) = x̄+ tX.

Denote by F : Ux → Uy the transition map x 7→ y. Then, Ψy ◦ Ψ−1
x (A) = (y(x̄);Y 1, . . . , Y m), where

α̇(0) = (ẏjα(0)) =
∑
j Y

j∂yj (p), and (yα(t)) is the description of the path α(t) in the coordinates y.
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Applying the chain rule, we deduce:

Y j = ẏjα(0) =
∑
i

∂yj

∂xi
ẋi(0) =

∑
i

∂yj

∂xi
Xi, (2.1)

which finishes the proof.

Definition 2.1.14. Let M,N be smooth manifolds and f : M → N a smooth map.
We define the differential of f at a point p ∈ M to be the map dpf : TpM → Tf(p)N uniquely determined by

(dpf(vp))(g) = vp(g ◦ f), for any differential function g defined in a neighbourhood of f(p).

Remark 2.1.15. (a) The map above is well-defined, i.e., dpf(vp) is a derivation at the point f(p). The linearity
is straightforward. As for Leibniz’s rule, observe that

(dpf(vp))(g · h) = vp((g · h) ◦ f) = vp((g ◦ f) · (h ◦ f))

= vp(g ◦ f) · (h ◦ f)(p) + (g ◦ f)(p) · vp(h ◦ f)

= dpf(vp)(g) · h(f(p)) + g(f(p)) · dpf(vp)(h)

(b) A geometrical interpretation of the differential at a point can be derived from the description of TpM in terms
of tangent vectors. In particular:

Recall that vp = γ̇(0) for a certain path representative γ. If we compute

dpf(γ̇(0))(g) = γ̇(0)(g ◦ f) =
d

dt

(
(g ◦ f)(γ(t))

)
|t=0 =

d

dt

(
(g ◦ (f ◦ γ))(t)

)
|t=0,

we see that dpf(γ̇(0)) is the tangent vector at f(p) to the curve f ◦ γ.

(c) It is easy to see that, chosen local coordinates x = (xi) in M around p and local coordinates y = (yj) in N
around f(p), dpf is given with respect to the natural bases of TpM and Tf(p)N by the matrix (∂y

j

∂xi )1≤j≤n,1≤i≤m
(see Remark B.2.3 (c)).

This implies that f induces a smooth map df : TM → TN such that ∀p ∈M,df(TpM) ⊂ Tf(p)N .

Definition 2.1.16. (a) A smooth map f : M → N is called immersion (resp. submersion) if for every p ∈ M
the differential dpf : TpM → Tf(p)N is injective (resp. surjective).

(b) A smooth map f : M → N is called an embedding if it is an injective immersion.

2.2 Vector bundles

It turns out that the tangent bundle TM of a manifold M has a special structure over M that happens to be
shared by a more general type of objects over manifolds, vector bundles. Formally:

Definition 2.2.1. (a) A vector bundle over a smooth manifold M is a quadruple (E, π,M,F ), where E is a
smooth manifold, π : E →M is a surjective submersion and F is a vector space of dimension k over the field
K = R,C, such that there exists a trivialising cover of M , i.e., an open cover U = {Uα}α∈Λ of M together
with diffeomorphisms Ψα : F × Uα → E|Uα B π−1(Uα) that make the below diagram commutative:

F × Uα E|Uα

Uα

Ψα

p π

where p is the natural Cartesian projection.

(b) The manifold E is called the total space and M is called the base space. The vector space F is called the
standard fibre and its dimension over K is called the rank of the bundle. A line bundle is a vector bundle of
rank one.

We will frequently use the notation E π−→M to denote a vector bundle E over M .
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(c) The definition above implies that if U, V ∈ U are two trivialising neighbourhoods with non-empty overlap
U ∩V , then for any p ∈ U ∩V , the transition map ΨUV B Ψ−1

U ◦ΨV : F ×U ∩V → F ×U ∩V is well-defined
and satisfies

ΨUV (v, p) = (gUV (p)(v), p),

for some smooth map gUV : U ∩ V → Aut(F ) = GL(k,R).

Remark 2.2.2. Note that the definition above implies, in particular, that for any p ∈ M , Ep B π−1(p) has the
structure of F (i.e., it is a K-vector space of dimension k).

Figure 2.1: Visualisation of a vector bundle. Extracted from [28].

Remark 2.2.3. As in the case of manifolds (see Remark B.2.2 (a)), the reflection on examples is the shortest path
to an adequate grasp of this notion. We refer to ([41], subsection 2.1.5) for a collection.

Remark 2.2.4. We saw in the previous section that, given a coordinate chart of M , (U, φ) with local coordinates
x = (x1, . . . , xm) around p ∈M , the tangent bundle can be (locally) described as U ×Rm, where the second space
encodes the coordinates of a given v ∈ TpM in the base {∂xi}i=1,...,m and the first one encodes the point p. This
defines a local trivialisation of the tangent bundle.

The vector-bundle formalisation captures the intuitive idea that TM locally looks like U × Rm.

Remark 2.2.5. The transition maps from Definition 2.2.1 allow one to give an alternative, equivalent definition
of a vector bundle. In particular, it can be shown that given an open cover U = {Uα}α∈Λ, the smooth maps
gαβ : Uα ∩ Uβ → GL(F ) (which we will also refer to as transition functions) satisfy the cocycle condition:

(i) gαα = 1F

(ii) gαβgβγgγα = 1F on Uα ∩ Uβ ∩ Uγ

Conversely, given an open cover U = {Uα}α∈Λ of M and a collection of smooth maps gαβ : Uα ∩ Uβ → GL(F )

satisfying the cocycle condition, we can construct a vector bundle by gluing the product bundles Eα = F × Uα on
the overlaps Uα ∩ Uβ according to the gluing rules prescribed by gαβ . In detail:

Eα 3 (v, p) ∼ (gβα(p)v, p) ∈ Eβ , ∀p ∈ Uα ∩ Uβ

We will refer to such a collection of maps {gαβ} satisfying the cocycle condition as a gluing cocycle.

Remark 2.2.6. In the case of the tangent bundle, the transition functions are explicitly described by the matrix
expressed in Equation (2.1) (that is, the change of coordinates in the tangent bundle).

Definition 2.2.7. (a) A section of a vector bundle E π−→ M , defined over the open subset U ⊂ M is a smooth
map s : U → E such that s(p) ∈ Ep ∀p ∈ U , which is equialent to π ◦ s = 1U .

The space of smooth sections of E over U will be denoted by Γ(U,E) or C∞(U,E). Note that the vector-space
character of Ep, ∀p ∈ U , implies that Γ(U,E) is naturally a vector space.

We will use C∞(E) of Γ(E) when referring to the space of sections of E over M .
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(b) A section of the tangent bundle of a smooth manifold M is called a vector field of M . The space of vector
fields over an open subset U of a smooth manifold is denoted by Vect(U).

Example 2.2.8. Consider the trivial vector bundle RnM →M over the smooth manifold M (that is, we assign to
each point of M a copy of Rn, so that RnM = Rn ×M).

A section of this vector bundle can be interpreted as a smooth map s : M → Rn. We can think of s as a smooth
family of vectors {s(p) ∈ Rn}p∈M .

Definition 2.2.9. (a) Let Ei πi−→ Mi be two smooth vector bundles. A vector bundle map consists of a pair of

smooth maps f : M1 →M2 and F : E1 → E2 satisfying the following properties:

(i) The map F covers f , i.e., F (E1
p) ⊂ E2

f(p) ∀p ∈M1. In other words, the following diagram is commuta-
tive:

E1 E2

M1 M2

π1

F

π2

f

(ii) The induced map F : E1
p → E2

f(p) is linear.

The composition and the identity morphism are defined in the obvious manner, so that a natural notion of
bundle isomorphism can be defined.

(b) If E and F are two vector bundles over the same manifold, then we denote by Hom(E,F ) the space of bundle
maps E → F that cover the identity 1M . Such bundle maps are called bundle morphisms.

Example 2.2.10. The differential df of a smooth map f : M → N is a bundle map df : TM → TN covering f .

Definition 2.2.11. Let f : X → M be a smooth map between manifolds, and E a vector bundle over M defined
by an open cover U = {Uα}α∈Λ and gluing cocycle {gαβ}.

The pullback of E by f is the vector bundle f∗E over X defined by the open cover {f−1(Uα)}α∈Λ and the gluing
cocycle {gαβ ◦ f}.

Remark 2.2.12. It is easy to see that the isomorphism class of the pullback of a vector budle E is independent
of the choice of gluing cocycle describing E. The pullback operation defines a linear map between the spaces of
sections of E and the space of sections of f∗E.

In detail, if s ∈ Γ(E) is defined by the open cover {Uα}α∈Λ and the collection of smooth maps {sα}α∈Λ, then
the pullback f∗s is defined by the open cover {f−1(Uα)}α∈Λ and the smooth maps {(sα ◦ f)}α∈Λ. Again, the
independence of the various choices is proven easily.

Definition 2.2.13. (a) Given a rank-r vector bundle E π−→ M over K, a frame at a point p ∈ M is an ordered
basis of the vector space Ep (notice that this can be seen, alternatively, as an isomorphism Kr → Ep).

(b) A rank-r vector bundle E π−→ M (over K = R,C) is said to be trivial or trivialisable if there exists a bundle
isomorphism E ∼= KrM .

A bundle isomorphism E → KrM is called a trivialisation of E, whereas an isomorphism KrM → E is called a
framing of E.

Remark 2.2.14. Let us explain the intuition behind the term framing. Consider a bundle isomorphism ϕ : KrM →
E and denote by {e1, . . . , er} the canonical basis of Kr. We can regard the vectors ei as constant maps M → Kr,
i.e., as particular sections of KrM . The isomorphism ϕ determines sections fi = ϕ(ei) of E with the property that
for every p ∈M , the collection {f1(p), . . . , fr(p)} is a frame of the fibre Ep.

In other words, this observation shows that we can interpret any framing of a rank-r vector bundle as a collection
of r sections {s1, . . . , sr} that are pointwise linearly independent.

Example 2.2.15. Let G be a Lie group (see Definition B.2.8). Then, its tangent bundle TG is trivial.
To see this, we set dimG = n and consider {e1, . . . , en}, the basis of the tangent space at the origin T1G. We

denote by Rg the right translation by g in the group, defined by Rg : x 7→ x · g ∀x ∈ G, where · denotes the group
operation. This is a diffeomorphism with inverse Rg−1 , so that the differential dRg defines a linear isomorphism
dRg : T1G→ TgG. We set Ei(g) = dRg(ei) ∈ TgG, for i = 1, . . . , n.
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Since the multiplication G ×G → G is a smooth map, we deduce that the vectors Ei(g) define smooth vector
fields over G. Furthermore, for every g ∈ G, the collection {E1(g), . . . , En(g)} is a basis of TgG. Therefore, there
exists a well-defined map: Φ : RnG → TG

(g;X1, ..., Xn) 7→
(
g;
∑
i

XiEi(g)
)

It is immediate to verify that Φ is a vector-bundle isomorphism, which proves the claim.

Remark 2.2.16. (a) We see then that the tangent bundle TM of an m-dimensional manifoldM is trivial if, and
only if, there exist vector fields {X1, . . . , Xm} such that, for each p ∈ M , {X1(p), . . . , Xm(p)} spans TpM .
This suggests the more general problem of computing v(M), the maximum number of pointwise linearly
independent vector fields over M . For Michael Atiyah’s approach through the theory of elliptic operators on
manifolds, see ([6]).

(b) Another approach to measuring the triviality of an arbitrary vector bundle is given by the so-called theory
of characteristic classes, that we expose in Chapter 6. It does hold that trivial bundles have vanishing
characteristic classes, as we will see. However, counterexamples to the opposite statement exist (for details,
see ([24], p.75)).

Remark 2.2.17. Let E,F be two vector bundles over a smooth manifold M with standard fibres VE and re-
spectively VF , given by a common open cover U = {Uα}α∈Λ and gluing cocycles gαβ : Uα ∩ Uβ → GL(VE) and
respectively hαβ : Uα ∩ Uβ → GL(VF ).

Then one can show that the collections

gαβ ⊕ hαβ : Uα ∩ Uβ → GL(VE ⊕ VF ), gαβ ⊗ hαβ : Uα ∩ Uβ → GL(VE ⊗ VF )

(g†αβ)−1 : Uα ∩ Uβ → GL(V ∗E), Λrgαβ : Uα ∩ Uβ → GL(ΛrVE),

where † denotes the dual of a linear map, satisfy the cocycle condition, and therefore define vector bundles
which we denote by E ⊕ F , E ⊗ F , E∗ and ΛrVE respectively.

In particular, if E is of rank r, then ΛrVE has rank 1. It is called the determinant line bundle of E and it is
denoted by detE.

Given the adjunction isomorphism V ∗E ⊗ VF ∼= Hom(VE , VF ), we set Hom(E,F ) B E∗ ⊗ F .

Definition 2.2.18. Let E π−→ M be a K-vector bundle over M (K = R,C). A metric on E is a section h of

E∗ ⊗K E∗ (E = E when K = R) such that, for any m ∈M , h(m) defines a metric on Em (Euclidean if K = R or
Hermitian if K = R) (see Definition A.5.2).

2.2.1 Tensor fields

In this subsection we apply the above operations of vector bundles to the particular case of the tangent bundle,
thereby exposing the main objects of study of tensor calculus. This was a very important development, as, in the
words of Chern:

In our subject of differential geometry, where you talk about manifolds, one difficulty is that the
geometry is described by coordinates, but the coordinates do not have meaning. They are allowed to
undergo [arbitrary] transformations. And in order to handle this kind of situation, an important tool
is the so-called tensor analysis, or Ricci calculus, which was new to mathematicians ([27], p.861).

The modern approach to said difficulty, pioneered by the influential Élie Cartan, is via so-called differential
forms. Intuitively, one of the motivations for defining differential forms on Rn is the pathological implication of
the elementary change-of-variable integration formula: namely, that integration is not a coordinate-free operation.
In particular, as Daniel Litt asserts:

Diffeomorphic distortions of the coordinate system (that is, continuously differentiable and invertible
maps, whose inverse is also continuously differentiable) change the integrals of maps, even though no
information is added or lost ([33], p.19).

This is undesirable, as there seems to be no canonical choice of a given coordinate system over any other. In a
more down-to-earth spirit, Jerrold Marsden points out that when defined on arbitrary manifolds:
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[The main idea behind differential forms is to] generalize the basic operations of vector calculus, div,
grad, curl, and the integral theorems of Green, Gauss, and Stokes to manifolds of arbitrary dimension
([34], p.1).

Definition 2.2.19. (a) The cotangent bundle of a smooth manifold M is T ∗M B (TM)∗

(b) The tensor bundles of M are Trs(M) B Trs(TM) = (TM)⊗r ⊗ (T ∗M⊗s).

Definition 2.2.20. Let M be a smooth manifold.

(a) A tensor field of type (r, s) over the open set U ⊂M is a section of Trs(M) over U .

(b) A degree-r differential form (or r-form for brevity) is a section of Λr(T ∗M). The space of smooth r-forms
over M is denoted by Ωr(M). We define

Ω•(M) B
⊕
r≤0

Ωr(M)

(c) A Riemannian metric onM is a metric on the tangent bundle. In other words, it is a symmetric (0, 2)-tensor
field g, such that for every p ∈ M , the bilinear map gp : TpM × TpM → R defines a Euclidean metric on
TpM .

Remark 2.2.21. If we interpret the tangent bundle as a smooth family of vector spaces, then a tensor field can
be interpreted as a smooth selection of a tensor in each of the tangent spaces. In particular, a Riemann metric
defines a smoothly-varying procedure of measuring lengths of vectors in tangent spaces.

Remark 2.2.22. As in Remark A.1.9, it is useful to have a local description of these objects. Let x = (x1, . . . , xm)

be local coordinates on an open set U of a smooth manifold M . Then, we have seen that the vector fields
{∂x1 , . . . , ∂xm} trivialise TM |U . We can form a dual framing of T ∗M |U using the 1-forms {dx1, . . . , dxm} uniquely
defined by the duality conditions

dxi(∂xj ) = δji ∀i, j ∈ {1, . . . ,m},

where δji is the usual Kronecker symbol.
This means that a basis of Trs(TxM) is given by

{∂xi1 ⊗ · · · ⊗ ∂xir ⊗ dxj1 ⊗ · · · ⊗ dxjs : 1 ≤ i1, . . . , ir ≤ m, 1 ≤ j1, . . . , js ≤ m

and that any tensor field T ∈ Trs(TM) has a local description

T = T i1...irj1...js
∂xi1 ⊗ · · · ⊗ ∂xir ⊗ dxj1 ⊗ · · · ⊗ dxjs ,

so that any r-form ω has the local description:

ω =
∑

1≤i1<···<ir≤m

ωi1...irdx
i1 ∧ · · · ∧ dxir , where ωi1...ir = ω(∂xi1 , . . . , ∂xir ),

while a Riemannian metric g has the local description:

g =
∑
i,j

dxi ⊗ dxj , where gij = gji = g(∂xi1 , ∂xij )

Remark 2.2.23. (a) A covariant tensor field (i.e., a (0, s)-tensor field S) naturally defines a C∞(M)-multilinear
map

S :

s⊕
1

Vect(M)→ C∞(M)

(X1, . . . , Xs) 7→
(
p 7→ Sp

(
X1(p), . . . , Xs(p)

))
∈ C∞(M)

Conversely, any such map uniquely defines a (0, s)-tensor field. In particular, an r-form η can be identified
with a skew-symmetric C∞(M)-multilinear map η :

⊕r
1 Vect(M)→ C∞(M).

(b) Let f ∈ C∞(M). Its differential df : TM → TR ∼= RR is naturally a 1-form. Indeed, we get a smooth
C∞(M)-multilinear map df : Vect(M)→ C∞(M) defined by (dfX)p B df(p)f(X) ∈ Tf(p)R ∼= R, ∀p ∈M .
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Definition 2.2.24. Any smooth map between manifolds f : M → N defines a linear map f∗ : T0
s(N) → T0

s(M)

called the pullback by f .
Explicitly, if S is a covariant tensor field of N defined by a C∞(N)-multilinear map S :

⊕s
1 Vect(N)→ C∞(N),

then f∗S is the covariant tensor field of M defined by

(f∗S)p(X1(p), . . . , Xs(p)) B Sf(p)(dpf(X1), . . . , dpf(Xs)),

for any X1, . . . , Xs ∈ Vect(M) and p ∈M .

Remark 2.2.25. (a) A Riemann metric g on a manifold M induces metrics in all the associated tensor bundles
Trs(M). In detail, let us choose local coordinates x = (x1, . . . , xm) on an open set U of M . Using the local
descriptions explained in Remark 2.2.22 and denoting by (gij) the inverse of the matrix (gij), then, for every
point p ∈ U the length of T (p) ∈ Trs(TpM) is |T (p)|g ∈ R, defined by

|T (p)|g = gi1k1
. . . girkrg

j1l1 . . . gjslsT i1...irj1...js
T k1...kr
l1...ls

(b) The exterior product defines an exterior product on the space of smooth differential forms: ∧ : Ω•(M) ×
Ω•(M)→ Ω•(M). Thus, (Ω•(M),+,∧) is an associative algebra.

It is then easy to see that:

Proposition 2.2.26. Let f : M → N be a smooth map between manifolds.
The pullback by f defines a morphism of associative algebras f∗ : Ω•(N)→ Ω•(M).

2.3 Fibre bundles

In the preceding section, we learnt that the tangent bundle of a manifold is a particular case of the more general
vector bundles. In turn, these are special instances of fibre bundles, where the standard fibre no longer needs to
be a vector space, but an arbitrary smooth manifold. The mathematical theory of fibre bundles has a remarkable
conceptual specularity with physical gauge theories ([15], p.348).

We will also introduce the notion of principal bundles, which are fibre bundles with fibre a Lie group G that
satisfy a further compatibility condition with an action by G. A special case of these bundles, the orthonormal
frame bundle of a vector bundle over a manifold, will play an important role in our main proof. Principal bundles
can be thought of as the mathematical formalisation of what in physics is called "symmetry". For more details
on these sort of correspondences, which we already mentioned above, between differential geometry and modern
physics, see [25].

Definition 2.3.1. In an analogous fashion to Definition 2.2.1:

(a) A fibre bundle over a smooth manifold B is a quadruple (E, π,B, F ), where E,B and F are smooth manifolds
and π : E → M is a surjective submersion such that there exists a trivialising cover of the base B, i.e., an
open cover U = {Uα}α∈Λ of B together with diffeomorphisms Ψα : F × Uα → E|Uα that make the below
diagram commutative:

F × Uα E|Uα

Uα

Ψα

p π

where p is the natural Cartesian projection.

(b) Again, the definition above implies that the transition maps Ψαβ B Ψ−1
α ◦ Ψβ : F × Uαβ → F × Uαβ,

Uαβ = Uα∩Uβ, satisfy Ψαβ(f, b) = (Tαβ(b)(f), b), where {Tαβ(b)}b∈Uαβ is a smooth family of diffeomorphisms
of F .

Example 2.3.2. Let E be a rank-k vector bundle over a smooth manifoldM . Any metric h on E (either Hermitian
or Euclidean) defines a submanifold S(E) ⊂ E by S(E) = {v ∈ E : |v|h = 1|}.

It is easy to see that S(E) is a fibre bundle over M with standard fibre Sk−1. It is called the (unitary) sphere
bundle.
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Definition 2.3.3. A section of a fibre bundle E π−→ B is a smooth map s : B → E such that π ◦ s = 1B (i.e.,
s(b) ∈ Eb ∀b ∈ B).

Definition 2.3.4. (a) Let M be a smooth manifold and G a Lie group. We say that the group G acts on M

from the left (respectively right) if there exists a smooth map Φ : G×M →M , (g,m) 7→ TgM , such that

(i) T1 ≡ 1M
(ii) Tg(Thm) = Tghm (respectively Tg(Thm) = Thgm) ∀g, h ∈ G,m ∈M .

In particular, we infer that Tg is a diffeomorphism of M ∀g ∈ G. For any m ∈ M , the set G · m =

{Tgm : g ∈ G} is called the orbit of the action through m.

(b) Let G act on M . The action is called effective if, ∀g ∈ G \ {1}, Tg 6= 1M .

The action is called free if, ∀g ∈ G \ {1} and ∀m ∈M , Tgm 6= m.

Definition 2.3.5. Let G be a Lie group. A linear representation of G on a vector space V is a left action of G on
V such that each Tg is a linear map.

Example 2.3.6. The tautological linear action of SO(n) on Rn defines a linear representation of SO(n).

Definition 2.3.7. Let G be a Lie group and (E, π,B, F ) a fibre bundle. Then, it is called a G-fibre bundle if it
satisfies the following additional conditions:

(i) There exists an effective left action of the Lie group G on F , G× F → F , (g, f) 7→ g · f = Tgf .

G is called the symmetry group of the bundle.

(ii) There exist smooth maps gαβ : Uαβ → G satisfying the cocycle condition (see Remark 2.2.5) and such that,
∀b ∈ B, Tαβ(b) = Tgαβ(b).

Intuitively, this formalises the requirement that the above action on the fibre be compatible with the transition
functions of E.

Example 2.3.8. A rank-r vector bundle over K = C,R is a GL(r,K)-fibre bundle with standard fibre Kr and
where the symmetry group GL(r,K) (the group of linear endomorphisms of Kr) acts on Kr in the natural way.

2.3.1 Principal and associated bundles

Definition 2.3.9. Let G be a Lie group. A principal G-bundle is a G-bundle P π−→ B with fibre G, where G acts
on itself by left translations.

Remark 2.3.10. Let P π−→ B be a principal G-bundle. Consider a trivialising cover U = {Uα}α∈Λ.
Then, two collection of gluing maps on U , hαβ , gαβ : Uα ∩ Uβ → G define isomorphic principal bundles (in

a sense completely analogous to that of Definition 2.2.9) if, and only if, there exists a family of smooth maps
Tα : Uα → G such that

hαβ(p) = Tβ(p)gαβT
−1
α (p), ∀α, β ∈ Λ, ∀p ∈ Uα ∩ Uβ

We say in this case that the cocycles hαβ , gαβ are cohomologous.

Example 2.3.11. The canonical example of a principal bundle is the frame bundle of a vector bundle.
Recall that if E π−→M is a rank-k K-vector bundle over a smooth manifoldM (K = C,R), a frame at any p ∈M

can be seen as a linear isomorphism Kr → Ep (see Definition 2.2.13). Thus, we can identify the set of all frames at
a point, Fp, with the linear group GL(k,K), which acts naturally on itself by left composition. As it is well-known,
there is a unique non-singular linear map sending one given basis of a vector space onto another, which means that
this action is both free and transitive. For details, see Section 6.1.

The intuitive relation between a vector bundle and its frame bundle is formalised in the following definitions.

Definition 2.3.12. Let P π−→ B be a principal G-bundle. Consider a trivialising cover U = {Uα}α∈Λ and collection
on U of gluing maps gαβ : Uα ∩ Uβ → G.

Suppose that G acts on the left on a smooth manifold F, τ : G× F → F , (g, f) 7→ τ(g)f .
The collection ταβ = τ(gαβ) : Uα ∩ Uβ → Diffeo(F ) satisfies the cocycle condition and can be used to define

a G-fibre bundle with fibre F in a manner analogous to that of Remark 2.2.5. This bundle is independent of the
choice of cover and gluing maps.

It is called the fibre bundle associated to P via τ and it is denoted by P ×τ F .
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Definition 2.3.13. Let G be a Lie group and E π−→M a vector bundle over a smooth manifold M , with standard
fibre a vector space V . A G-structure on E is defined by the following data:

(1) A representation ρ : G→ GL(V ).

(2) A principal G-bundle P over M such that E is associated to P via ρ.

In other words, there exist an open cover U = {Uα}α∈Λ of M and a gluing cocycle gαβ : Uα ∩ Uβ → G such
that the vector bundle E can be defined by the cocycle ρ(gαβ) : Uα ∩ Uβ → GL(V ).

We denote a G-structure by the pair (P, ρ).

Remark 2.3.14. In Section 6.1 we will further explore the structures defined above in the particular cases where
G = U(r), O(r), SO(r) (that is, the unitary, orthogonal and special orthogonal groups).

2.3.2 Orientation

The notions introduced in Section A.4, together with the existence of the tangent space at a point allow us to
talk about orientation on manifolds. In particular:

Definition 2.3.15. Let M be a smooth m-manifold.

(a) We define a pointwise orientation on M to be a choice of orientation of each tangent space TpM .

Of course, we would like these collection of orientations to be coherently related to each other, i.e., to have
some link to the smooth structure. This asks for some additional conditions.

(b) Let M be endowed with a pointwise orientation. Let E = (E1, . . . , Em) be a local frame of TM in the open
subset U of M , i.e., Ep = (E1(p), . . . , Em(p)) is a frame of TpM for every p ∈ U .
We say that E is positively oriented if Ep is a positively oriented basis of TpM for every p ∈M . A negatively
oriented local frame is analogously defined.

(c) A pointwise orientation on M is said to be continuous if every point of M is in the domain of an oriented
local frame.

(d) An orientation of M is a continuous pointwise orientation. We say that M is orientable if there exists an
orientation on it.

Definition 2.3.16. Let M be a smooth manifold.

(a) Let x = (x1, . . . , xm) be local coordinates on an open subset U ⊂ M provided by a chart (U,ϕ) of M . The
chart is said to be positively oriented if the coordinate frame (∂xi) is positively oriented, and negatively
oriented analogously.

(b) A smooth atlas {(Uα, ϕα)}α∈Λ of M is said to be consistently oriented if for each α, β ∈ Λ the transition map
ϕβ ◦ ϕ−1

α has positive Jacobian determinant everywhere on ϕα(Uαβ).

We can now define orientation on fibre bundles:

Definition 2.3.17. Let E π−→ B be a smooth fibre bundle with standard fibre F . The bundle E is said to be
orientable if the following conditions hold:

(i) The manifold F is orientable.

(ii) There exists an open cover {Uα}α∈Λ of B with trivialisations {Ψα}α∈Λ such that the gluing maps Ψαβ are
fibrewise orientation-preserving, i.e., for each p ∈ Uαβ the diffeomorphism of F , f 7→ Ψαβ(f, p) preserves any
orientation on F .

Remark 2.3.18. (a) It can be shown that if the base B of an orientable bundle π : E → B is orientable, then
so is the total space (as an abstract smooth manifold).

(b) If π : E → B is an orientable bundle with oriented basis B, then the natural orientation of the total space E
is defined as follows:

If E = F × B, then the orientation of the tangent space T(f,b)E is given by ωF × ωB , where ωF ∈ detTfF
(respectively ωB ∈ detTbB) defines the orientation of TfF (respectively TbB) (see Remark A.4.6).

The general case reduces to this one, since any bundle is locally a product and the gluing maps are fibrewise
orientation-preserving. This will be our chosen default orientation on fibre bundles.



Chapter 3

Calculus on manifolds

Once established the basic scaffolding of modern differential geometry in the preceding chapter, it is time to
learn how to operate on these objects. We present some basic definitions and results of global analysis fundamental
to the generalisation of the Gauss-Bonnet theorem. In particular, as announced in the introduction, the notion of
a connection will be of utmost importance.

We will also present the basic exterior derivative as well as integration of differential forms over manifolds and
bundles defined on them, exposing the fundamental Stokes’s theorem, which completes the programme indicated
by Marsden in Chapter 2 (see 2.2.1).

We mainly follow ([41], Ch. 3) throughout; in section 3.2, ([31], Ch. 16); and in section 3.4, ([41], subsection
8.1.1).

3.1 The exterior derivative

For a smooth manifold M , several derivations of Ω•(M), such as the Lie derivative or the contraction along
a vector field, can be defined. However, for our purposes we can restrict ourselves to the study of the exterior
derivative.

Proposition 3.1.1. Let M be a smooth manifold. There exists a linear map d : Ω•(M) → Ω•+1(M) uniquely
characterised by the following conditions:

(i) For any differential function f ∈ Ω0(M) = C∞(M), df coincides with the differential of f .

(ii) d2 = 0

(iii) d(ω ∧ η) = dω ∧ η + (−1)p(ω ∧ dη), where ω is a p-form.

In other words, d is an antiderivation of degree 1 on the algebra Ω•(M).

Proof. See ([41], p.90).

Definition 3.1.2. The above conditions determine a local description of the operator d.
In particular, if x = (x1, . . . , xm) are local coordinates on an open set U of a smooth manifold M , we know

from Remark 2.2.22 that any r-form ω has the local expression:

ω =
∑

1≤i1<···<ir≤m

ωi1...irdx
i1 ∧ · · · ∧ dxir

Then, we have that

dω =
∑

1≤i1<···<ir≤m

(

m∑
i=1

∂ωi1...ir
∂xi

) ∧ (dxi1 ∧ · · · ∧ dxir )

Note that that any addend where i = ij for some i = 1, . . . ,m; j = 1, . . . , r vanishes.
The operator d is called the exterior derivative.

14
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Remark 3.1.3. Condition (iii) in Proposition 3.1.1 can be substituted by the equivalent one: d is natural, i.e.,
for any smooth map between manifolds φ : N →M and any form ω on M , we have dφ∗ω = φ∗dω.

Example 3.1.4. Let us look at some examples of the exterior derivative in R3:

(a) Let f ∈ C∞(R3). Then, df = ∂f
∂xdx+ ∂f

∂y dy + ∂f
∂z dz looks like the gradient of f .

(b) Let ω ∈ Ω1(R3), ω = Pdx+Qdy +Rdz. Then, dω = dP ∧ dx+ dQ ∧ dy + dR ∧ dz

= (
∂Q

∂x
− ∂P

∂y
)dx ∧ dy + (

∂R

∂y
− ∂Q

∂z
)dy ∧ dz + (

∂P

∂z
− ∂R

∂x
)dz ∧ dx

Thus, dω looks like a curl.

(c) Let ω ∈ Ω2(R3), ω = P (dy ∧ dz) +Q(dz ∧ dx) +R(dx∧ dy). Then, dω = (∂P∂x + ∂Q
∂y + ∂R

∂z )dx∧ dy ∧ dz, which
ressembles a divergence.

In other words, with the introduction of the exterior derivative we have already acquired some of the generalisa-
tions announced by Marsden (see 2.2.1). The second part of his statement, that concerns integration, will become
clear in the following section.

3.2 Integration on manifolds

The purpose of this section is to generalise integrals of Rn to arbitrary manifolds. Differential forms turn
out to be the objects that permit an intrinsic definition of integration. We will see that this is invariant under
orientation-preserving diffeomorphisms, thereby solving the undesired consequences indicated by Litt (see 2.2.1).

After presenting the basics of integration on differential forms, we present the salient Stokes’ theorem, which
has far-reaching implications and contains as particular cases both the fundamental theorem of calculus and the
fundamental theorem for line integrals, as well as the three great classical theorems of multivariable calculus:
Green’s, (the classical) Stokes’ and the divergence theorem.

Finally, we extend integration to vector bundles over a manifold, introducing the integration-along-fibres oper-
ator. The constructions and results we present here are all very standard, so that for limitations of space we will
only provide references to the proofs.

3.2.1 Integration of differential forms on manifolds

In this subsection, we consider all manifolds to be with or without boundary (cfr. Subsection B.2.1).
We begin by defining integrals of n-forms over appropriate subsets of Rn:

Definition 3.2.1. (a) A domain of integration in Rn is a bounded subset whose boundary has measure zero.

(b) Let D ⊆ Rn be a domain of integration and let ω be an n-form on D. We know that ω = fdx1 ∧ · · · ∧ dxn for
some smooth f : D → R.

We define the integral of ω over D to be:
∫
D
ω B

∫
D
fdx1 . . . dxn.

(c) Somewhat more generally, let U be an open subset of Rn and suppose ω is a compactly supported n-form on
U (i.e., an n-form on U with compact support, see Definition B.2.11).

We define
∫
U
ω B

∫
D
ω, where D ⊆ Rn is any domain of integration containing supp ω, and ω is extended

to be zero on the complement of its support.

It is easy to see that this definition does not depend on the domain D chosen.

Proposition 3.2.2. Let U, V be open subsets of Rn and g : U → V an either orientation-preserving or orientation-
reversing diffeomorphism.

If ω is a compactly-supported n-form on V , then
∫
V
ω = ±

∫
U
g∗w,

where the sign is positive if g is orientation-preserving and it is negative in the other case. g∗ denotes the
pullback by g (see Definition 2.2.24).
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Proof. See ([31], p.404).

We can now define the integral of a differential form over an oriented manifold.

Definition 3.2.3. Let M be an oriented smooth manifold of dimension m and let ω be an m-form on M .
Suppose that ω is compactly supported in the domain of a chart (U,ϕ) that is either positively or negatively

oriented.
We define the integral of ω over M to be:

∫
M
ω = ±

∫
ϕ(U)

(ϕ−1)∗ω,

with the positive sign for a positively oriented chart, and the negative sign otherwise.
Note that, since (ϕ−1)∗ω is a compactly-supported n-form on the open subset ϕ(U) ⊆ Rn, its integral is defined

as above.

Proposition 3.2.4. The above-defined integral
∫
M
ω does not depend on the choice of smooth chart whose domain

contains suppω.

Proof. See ([31], p.405).

Now, to integrate over an entire manifold, we will use a partition of unity (see subsection B.2.3) to patch up
the above local definition:

Definition 3.2.5. Let M be an oriented smooth manifold of dimension m and let ω be a compactly supported
m-form on M .

Let {Ui} be a finite open cover of supp ω (recall it is a compact) by domains of positively or negatively oriented
smooth charts, and let {fβ}β∈B ⊂ C∞(M) be a smooth partition of unity subordinated to this cover.

The integral of ω over M is defined to be ∫
M

ω =
∑
i

∫
M

fiω

Proposition 3.2.6. The above-defined integral
∫
M
ω does not depend on the choice of open cover or partition of

unity.

Proof. See ([31], p.405).

Remark 3.2.7. If S ⊂M is an oriented immersed k-dimensional manifold and ω is a k-form onM whose restriction
to S is compactly supported, we set

∫
S
ω to mean

∫
S
ι∗ω, where ι : S ↪→M is the inclusion.

Proposition 3.2.8. (Properties of integrals of forms). Suppose M and N are non-empty smooth n-manifolds
with or without boundary, and ω, η are compactly supported n-forms on M .

Then, the following properties hold:

(i) (Linearity)
∫
M

(aω + bη) = a
∫
M
ω + b

∫
M
η ∀a, b ∈ R

(ii) (Orientation reversal) If −M denotes M with the opposite orientation, then
∫
−M ω = −

∫
M
ω.

(iii) (Diffeomorphism invariance) If f : N → M is an orientation-preserving or orientation-reversing diffeomor-
phism, then: ∫

M

ω =


∫
N
f∗ω if f is orientation-preserving

−
∫
N
f∗ω if f is orientation-reversing

Proof. See ([31], p.408).

Remark 3.2.9. It is possible to define integrals of a more general class of objects that allow for the compact-
support requirement to be dropped, called densities. In particular, the 1-densities of an oriented smooth n-manifold
M can be identified with the n-forms of M . For details, see ([41], subsection 3.4.1).
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3.2.2 Stokes’ theorem

Recall Definition B.2.9.

Theorem 3.2.10. (Stokes’ theorem). Let M be an oriented smooth n-manifold with boundary, and let ω be a
compactly supported smooth (n− 1)-form on M .

Then, ∫
M

dω =

∫
∂M

ω

Proof. See ([31], p.412).

Remark 3.2.11. In the statement above, d is the exterior derivative, ∂M is understood to have the induced
orientation and

∫
∂M

ω is interpreted, as in Remark 3.2.7, to be
∫
∂M

ι∗ω.

Remark 3.2.12. Let us list some consequences of this result that are useful (particularly for cohomology theory,
see Ch. 5):

(a) If M is a compact oriented smooth manifold without boundary, then the integral of any differential form η

of M , such that η = dω for some other form ω, vanishes.

(b) Suppose M is a compact oriented smooth manifold with boundary. If ω is a form on M such that dω = 0,
then the integral of ω over ∂M vanishes.

(c) In particular, the facts above imply that if M is a smooth manifold with or without boundary, S ⊆ M is
an oriented compact smooth k-dimensional submanifold without boundary and ω is a k-form on M as in (b)
such that

∫
S
ω 6= 0, then the following hold:

(i) ω is not of the form ω = dη for any other form η on M .

(ii) S is not the boundary of an oriented compact smooth submanifold with boundary in M .

Remark 3.2.13. We can finally lay out some of the generalisations promised in 2.2.1:

(a) Let M be a smooth manifold and suppose that γ : [a, b] → M is a smooth embedding, so that S = γ([a, b])

is an embedded 1-submanifold with boundary in M .

If we choose the orientation of S such that γ is orientation-preserving, then for any smooth function f ∈
C∞(M), Stokes’ theorem guarantees that∫

γ

df =

∫
[a,b]

γ∗df =

∫
S

df =

∫
∂S

f = f(γ(b))− f(γ(a))

Thus, Stokes’ theorem reduces to the fundamental theorem of line integrals. In particular, choosing γ :

[a, b] → R to be the inclusion map, then Stokes’ theorem is simply the ordinary fundamental theorem of
calculus.

(b) Recall the statement of Green’s theorem: Suppose D is a compact regular domain in R2, and P,Q are smooth
real-valued functions on D. Then, ∫

D

(
∂Q

∂x
− ∂P

∂y
)dxdy =

∫
∂D

Pdx+Qdy

We now realise that this is just Stokes’ theorem applied to the 1-form Pdx+Qdy.

3.2.3 Fibered calculus

In this subsection, we will extend the integration operation to orientable (see 2.3.2) smooth fibre bundles
E

π−→ B. We can informally regard this operation as the integration of a family of forms indexed on the base B.

We will work with split coordinates (x,y) = (xi; yj), where x = (xi) are local coordinates on the standard fibre
F and y = (yj) are local coordinates on the base B.



3.3 Connections on vector bundles 18

Proposition 3.2.14. Let E π−→ B be an orientable smooth fibre bundle with standard fibre F of dimension r and
base B of dimension m. We denote by Ω•cpt(·) the algebra of compactly-supported differential forms.

Then, there exists a linear operator

π∗ =

∫
E/B

: Ω•cpt(E)→ Ω•−rcpt (B)

uniquely defined by its action on forms supported on domains D of split coordinates, D ∼= Rr × Rm π−→ Rm,
(x,y) 7→ y.

If ω is a form on E such that ω = fdxI ∧ dxJ , f ∈ C∞cpt(Rr+m), with respect to such a domain, then

∫
E/B

=


0 |I| 6= r

(
∫
Rr fdx

I)dyJ |I| = r

The operator
∫
E/B

is called the integration-along-fibres operator.

Proof. The idea is completely analogous to that of integration on manifolds. We use a partition of unity to show
that these local definitions patch up to a well-defined operator.

Proposition 3.2.15. Let E π−→ B be an orientable smooth fibre bundle with r-dimensional standard fibre F .
Then, for any ω ∈ Ω•cpt(E) and η ∈ Ω•cpt(B) such that degω + degη = dimE, we have:∫

E/B

dEω = (−1)rdB

∫
E/B

ω

If additionally B is oriented, then:

(i) (Fubini)
∫
E

(ω ∧ π∗η) =
∫
B

(
∫
E/B

ω) ∧ η.

(ii) (Projection formula)
∫
E/B

(ω ∧ π∗η) = (
∫
E/B

ω) ∧ η.

Proof. See ([40], p.135).

3.3 Connections on vector bundles

We now come to the fundamental notion of a connection. As Chris Wendl points out, the need for such a notion
arises when trying to answer a question like the following:

If M is a manifold, X is a vector field and γ is a smooth path in M , how can we judge whether X is
constant along γ? ([52], p.1).

Of course, this questions would have a clear-cut answer if we had a canonical way to measure lengths of tangent
vectors and angles between them in an abstract smooth manifold M . As this is not the case (it calls for the
additional structure of a Riemannian metric -see Definition 2.2.20 (c)-),

Intuitively, one would think that one should callX constant along γ if its derivative in directions tangent
to γ is always zero. ([52], p.1).

However, if we try to compute such a derivative with respect to a choice of local coordinates, we hit the snag of
it being non-invariant under chart transformations. A connection, then, defines a notion of constant vector fields
along paths. This, in turn, allows us to define a notion of parallel transport of a tangent vector along a path. We
will elaborate a bit more on the ideas behind the latter later on. We strongly recommend ([52], Ch. 1) for further
motivations of the concept at hand.

More generally, given E a K-vector bundle over a smooth manifold M (K = C,R), we would like to establish a
procedure of measuring the rate of change of a section u of E along a direction described by a vector field X. The
properties one should expect from such an operation could we listed as:



3.3 Connections on vector bundles 19

Figure 3.1: Visualisation of the notion of parallel transport. Extracted from ([52], p.2).

(i) It should be an operator
∇ : Vect(M)× C∞(E)→ C∞(E)

(X,u) 7→ ∇Xu

(ii) If we think of the usual directional derivative, we should expect that the rescalation of the direction X implies
rescalation of the derivative along X by the same factor. In other words:

∇f ·Xu = f · ∇Xu, ∀f ∈ C∞(M),

where the multiplication of a smooth function by a section is pointwise defined in the natural way, as scalar
multiplication in the fibres.

(iii) Since ∇ is to be some sort of derivative, it should satisfy some sort of Leibniz rule. The only product that
is defined in an abstract vector bundle is the above-mentioned multiplication of a section with a smooth
function. Therefore, we expect

∇X(fu) = (Xf)u+ f∇Xu, ∀f ∈ C∞(M), u ∈ C∞(E),

where
(
Xf : p 7→ Xp(f)

)
∈ C∞(M), thinking of Xp as a derivation (see Definition 2.1.1), and

(
X : f 7→ Xf

)
is the derivation of the algebra C∞(M) induced by the vector field X (for details, see ([17], p. 52)).

Remark 3.3.1. With Xf defined as above, we can introduce the Lie bracket of two vector fields over a smooth
manifold, the vector field [X,Y ] uniquely defined by its action on smooth maps: [X,Y ]f B X(Y f)− Y (Xf).

We can finally give the following definition:

Definition 3.3.2. Let E π−→M be a smooth K-vector bundle over a smooth manifold M (K = C,R). A covariant
derivative (or linear connection) on E is a K-linear map ∇ : C∞(E)→ C∞(T ∗M ⊗E) ∼= Hom(TM,E) such that

∇(fu) = df ⊗ u+ f∇u, ∀f ∈ C∞(M), u ∈ C∞(E)

(Note: for clarification on the above isomorphism, cfr. Definition 2.2.9 and Remark 2.2.17).

Example 3.3.3. Let KrM ∼= Kr ×M be the rank-r trivial vector bundle over M . The space C∞(KrM ) of smooth
sections coincides with the space C∞(M,Kr) of Kr-valued smooth functions on M . We can define

∇0 : C∞(M,Kr)→ C∞(M,T ∗M ⊗Kr)

(f1, . . . , fr) 7→ (df1, . . . , dfr)

It is easy to check that ∇0 is a covariant derivative, the so-called trivial connection.

Remark 3.3.4. Let ∇0,∇1 be two connections on a vector bundle E → M . Note that for any α ∈ C∞(M), the
map ∇ = α∇1 + (1− α)∇0 : C∞(E)→ C∞(T ∗M ⊗ E) is again a connection.
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Definition 3.3.5. For any vector bundle E over a smooth manifold M , we set Ωk(E) B C∞(ΛkT ∗M ⊗ E), and
we will refer to these sections as differential k-forms with coefficients in the vector bundle E.

We can work locally with connections via the so-called connection 1-forms:

Definition 3.3.6. Let ∇ be a connection on a K-vector bundle E π−→M of rank k over a smooth manifold M . Let
(U,Ψ) be a trivialisation of E.

Then, the connection 1-form of ∇ with respect to the trivialisation Ψ is defined to be the k × k-matrix-valued
1-form

A B Ψ ◦ ∇ ◦Ψ−1 − d ∈ Ω1
(
U,M(k,R)

)
,

where d is the exterior derivative.
In other words, given a section s : U → E, Ψ(∇s)) = d(Ψ ◦ s) +A(Ψ ◦ s).

Lemma 3.3.7. Let Ψ be as above and (V,Φ) be another trivialisation of E. Let g : U ∩ V → End(Kk) such that
the associated transition function verifies Φ ◦Ψ−1(p, v) =

(
p, g(p)(v)

)
.

Then, for the connection 1-forms AΨ and AΦ, we have: AΨ = g−1dg + g−1AΦg.

Proof. See ([38], p.28).

Conversely, one can show that:

Proposition 3.3.8. Let E π−→M be a K-vector bundle of rank k over a smooth manifold M . Let U = {Uα}α∈Λ be
a trivialising cover with transition maps gαβ : Uα ∩ Uβ → GL(k,K).

Then, any collection of matrix-valued 1-forms Γα ∈ Ω1(End KkUα) satisfying

Γβ = g−1
αβdgαβ + g−1

αβΓαgαβ on Uα ∩ Uβ (3.1)

uniquely defines a covariant derivative on E.

This result allows us to define the pullback of a connection:

Definition 3.3.9. Let f : M → N be a smooth map between manifolds and E a K-vector bundle of rank k over
M defined by the trivialising cover U = {Uα}α∈Λ with transition maps gαβ : Uα ∩ Uβ → GL(k,K).

Let ∇ be a connection on E defined by a collection of matrix-valued 1-forms Γα ∈ Ω1(End KkUα) satisfying the
gluing conditions expressed in Equation (3.1).

Then, the pullback of ∇ by f is the connection f∗∇ on f∗E described by the open cover {f−1(Uα)}α∈Λ,
transition maps gαβ ◦ f and 1-forms f∗Γα.

One can check that this connection is independent of the various choices made.

To finish off, we can now give some intuition of how a connection defines a notion of parallel transport on a
manifold M . The main idea to bear in mind is that it provides a way of identifying different fibres. Indeed:

Remark 3.3.10. Let E π−→ M be a rank-r vector bundle over a smooth m-manifold M and let ∇ be a covariant
derivative on E. For any smooth path γ : [0, 1]→M , we will define a linear isomorphism Tγ : Eγ(0) → Eγ(1) called
the parallel transport along γ. In fact, we will construct an entire family of linear isomorphisms Tt : Eγ(0) → Eγ(t).

As stated, we will think of Tt as identifying different fibres. In particular, if u0 ∈ Eγ(0), then the path
t 7→ ut B Tt(u0) ∈ Eγ(t) should be a "constant path". Of course, we now have a rigorous way of expressing this
requirement: as usual, an object is constant if its derivative is identically 0.

The only derivative we have at hand is ∇. In other words, we should require ut to satisfy

∇ d
dt
ut = 0,where

d

dt
= γ̇

The above equation suggests a way of defining Tt. For any u0 ∈ Eγ(0), and any t ∈ [0, 1], define Ttu0 to be the
value at t of the solution of the initial value problem:

∇ d
dt
u(t) = 0

u(0) = u0

Choosing local coordinates x = (x1, . . . , xm) and using the above-described connection 1-forms, this equation
can be seen to be a system of linear ordinary differential equations.
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3.3.1 The curvature of a connection

Proposition 3.3.11. Let E π−→M be a rank-r vector bundle over a smooth m-manifold M and let ∇ be a covariant

derivative on E. Note that ∇ can be thought of as an operator ∇ : Ω0(E) = C∞(E)→ Ω1(E).
The connection ∇ has a natural extension to an operator d∇ : Ωk(E) → Ωk+1(E) uniquely defined by the

requirements:

(i) d∇|Ω0(E) = ∇

(ii) ∀ω ∈ Ωk(M), η ∈ Ωs(E), d∇(ω ∧ η) B dω ∧ η + (−1)kω ∧ d∇η.

This is usually called the exterior derivative associated to ∇.

Proof. See ([41], p.102).

Example 3.3.12. The extension d∇
0

of the trivial connection from Example 3.3.3 is the ordinary exterior deriva-
tive.

Lemma 3.3.13. For any smooth function f ∈ C∞(M) and any ω ∈ Ωk(E) we have: (d∇)2(f ·ω) = f ·
(
(d∇)2(ω)

)
.

In other words, (d∇)2 is a bundle morphism ΛrT ∗M ⊗ E → Λr+2T ∗M ⊗ E.

Proof. It is a straightforward computation:

(d∇)2(f · ω) = d∇(df ∧ ω + fd∇ω)

= −df ∧ d∇ω + df ∧ d∇ω + f(d∇)2ω

= f(d∇)2ω

Remark 3.3.14. As a map Ω0(E)→ Ω2(E), the operator (d∇)2 can be identified with a section of

HomK(E,Λ2T ∗M ⊗R E) ∼= E∗ ⊗ Λ2T ∗M ⊗R E ∼= Λ2T ∗M ⊗R EndK(E)

Thus, (d∇)2 is an EndK(E)-valued 2-form.

Definition 3.3.15. For any connection ∇ on a smooth vector bundle E → M , the object (d∇)2 ∈ Ω2
(
EndK(E)

)
is called the curvature of ∇, and it is denoted by F (∇).

Example 3.3.16. Consider the trivial bundle KrM . The sections of this bundle can be seen as smooth Kr-valued
functions on M . We know (cfr. Example 3.3.3) that the exterior derivative d defines the trivial connection on KrM ,
and any other connection differs from d by a M(K, r)-valued 1-form on M .

If A is such a form, then the curvature of the connection d+A is the 2-form F (A) defined by

F (A)s = (d+A)2s = (dA+A ∧A)s, ∀s ∈ C∞(M,Kr),

where ∧ above is the operation defined for any vector bundle E as the bilinear map

∧ : Ωj(End(E))× Ωj(End(E))→ Ωj+k(End(E))

(ωj ⊗ f) ∧ (ηs ⊗ g) = ωj ∧ ηs ⊗ fg, ∀f, g ∈ C∞(End(E))

The curvature can be seen as indicating the failing, in general, of the associated exterior derivative d∇ : Ωr →
Ωr+1 satisfying the usual (d∇)2 = 0. We have, however, the following result:

Proposition 3.3.17. (Bianchi identity). Consider a connection ∇ on a smooth vector bundle E → M . This
induces a connection in E∗ ⊗ E ∼= End(E) that we denote by ∇End(E). This extends to an associated exterior
derivative DE = d∇

End(E)

: Ωp(End(E))→ Ωp+1(End(E)).
Then, DEF (∇E) = 0.
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Proof. See ([41], p.108).

Example 3.3.18. Let K be a trivial line bundle over a smooth manifold M . As we remarked in Example 3.3.16,
any connection on K has the form ∇ω = d+ω, where d is the trivial connection and ω is a K-valued 1-form on M .

The curvature of this connection is F (ω) = dw. The Bianchi identity in this case is precisely the equality
d2ω = 0.

3.4 Connections on principal bundles

We will now extend the notion of a connection to principal G-bundles. We will assume all the appearing Lie
groups to be matrix Lie groups. This is not a severe restriction, since, as a corollary of the Peter-Weyl theorem,
any compact Lie group is isomorphic to a matix Lie group (see [51] for details).

Definition 3.4.1. The Lie algebra g of a matrix Lie group G is a Lie algebra of matrices in which the bracket is
the usual commutator. The Lie group G operates on its Lie algebra g via the adjoint action Ad : G× g→ g

(g,X) 7→ Adg(X) B gXg−1

We denote by Ad(P ) the vector bundle with standard fibre g associated to P via the adjoint representation (see
Definition 2.3.12).

Now, using Proposition 3.3.8 as motivation, we can introduce the following definitions:

Definition 3.4.2. Consider a principal G-bundle P π−→ M over a smooth manifold M , defined by an open cover
{Uα}α∈Λ and gluing cocycles gαβ : Uαβ → G, where Uαβ B Uα ∩ Uβ.

(a) A connection A on P is a collection {Aα ∈ Ω1(Uα)⊗ g}α∈Λ, satisfying the transition rules

Aβ(p) = g−1
αβ (p)dgαβ(p) + g−1

αβ (p)Aα(p)gαβ(p) for any p ∈ Uαβ

(b) The curvature of a connection A on the principal bundle P is the collection {Fα = dAα + 1
2 [Aα, Aα] ∈

Ω2(Uα)⊗ g}α∈Λ.

We have the following results:

Proposition 3.4.3. For any connection A, on a principal G-bundle P π−→ M over a smooth manifold M , defined

as in 3.4.2, the collection {Fα = dAα + 1
2 [Aα, Aα] ∈ Ω2(Uα)⊗ g}α∈Λ defines a global g-valued 2-form.

We will denote it by F (A) and we will refer to it as the curvature of the connection A.

Proof. See ([41], p. 313).

Remark 3.4.4. In particular, Proposition 3.4.3 tells us that a collection {Fα}α∈Λ as in Definition 3.4.2 satisfies,
on each Uαβ , the transition rule Fβ = gαβFαg

−1
αβ , so that the locally defined curvature 2-forms patch up to a global

form on account of their compatibility on the overlaps.

Proposition 3.4.5. (Bianchi identity). Consider a connection A on a principal G-bundle P π−→ M over a

smooth manifold M , as in Definition 3.4.2. Let {Fα = dAα + 1
2 [Aα, Aα] ∈ Ω2(Uα)⊗ g}α∈Λ be its curvature.

Then, it holds:

dFα + [Aα, Fα] = 0, ∀α ∈ Λ

Proof. See ([41], p. 314).
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Remark 3.4.6. It is common practice to think of the connection and curvature forms of a principal fibre bundle as
matrices of K-valued forms, assuming we are working with a K-matrix Lie group. We thought it useful to provide
the reader here with a brief, explicit description of this convention.

Let P π−→ M be a principal G-bundle over a smooth n-manifold M as in Definition 3.4.2, where G is a matrix

Lie group. Consider the element ω B Aα ∈ Ω1(Uα)⊗ g. This is a g-valued 1-form, which means that ωp B ω(p) :

TpM → g, for any p ∈ Uα.
Provided that g is a matrix Lie subalgebra of M(n,K), (K = C,R), we have that ωp(v) is a K-valued n × n

matrix. We set then ωp(v) = (aij). If we now vary v along TpM , we get K-valued 1-forms aij(p) : TpM → K.
Thus, we can think of ω as a matrix of such forms and write ω = [ωij ].

Analogously, let Ω be the curvature form associated to a connection on P . Then, ∀p ∈M , Ω(p) : TpM×TpM →
g, so, as above, we have a matrix Ω(p)(v1, v2) = [bij ] for each pair v1, v2 ∈ TpM . We can therefore write Ω = [Ωij ],
with Ωij : M → Λ2T ∗M .



Chapter 4

Elements of Riemannian geometry

In the two previous chapters, we have already hinted at the notion of a Riemannian metric, which allows one to
define on an arbitrary smooth manifold such classical geometric notions as the length of a curve or the angle at an
intersection of curves. A manifold with an additional such structure is called a Riemannian manifold. Intuitively,
the only transformations that such a manifold is allowed to undergo are those which preserve the length of paths
on it.

The setting of the original proof of the Gauss-Bonnet-Chern theorem was in fact that of a Riemannian manifold.
Therefore, it is only natural we expose here some basic definitions and results concerning these objects.

We mainly follow ([41], Ch. 4) throughout.

4.1 Connections on tangent bundles

We start off by making some remarks on the special case when we have a connection on the tangent bundle of
a manifold.

Definition 4.1.1. Let ∇ be a connection on the tangent bundle TM of a smooth m-manifold M .
Note that a choice of local coordinates x = (x1, . . . , xm) naturally defines a local frame d = (∂x1 , . . . , ∂x1).

Furthermore, recall that the algebra of vector fields is invariant under covariant derivation along a vector field. In
other words, for any i, j = 1, . . . ,m, the result of the covariant derivation of the vector field ∂xj along the vector
field ∂xi can again be expressed in the frame d:

∇∂xi∂xj =

m∑
k=1

Γkij∂xk

The coefficients Γkij are known as the Christoffel symbols of the connection.
In the case where E = TM , the description of a connection in terms of these coefficients is equivalent to a

description in terms of the 1-forms described in Definition 3.3.6.

Definition 4.1.2. In this case, we can explicitly describe the curvature tensor field in the following way. Given
two vector fields X,Y over the smooth manifold M and a connection ∇ on TM :

F (X,Y ) B [∇X ,∇Y ]−∇[X,Y ] ∈ C∞(End(TM)),

where [·, ·] is the Lie bracket (see Remark 3.3.1).

However, in this case there is an additional tensor field naturally associated to the connection. Indeed, it is
easy to see that:

Lemma 4.1.3. For a smooth manifold M , a connection ∇ on TM and X,Y ∈ Vect(M), consider

T (X,Y ) = ∇XY −∇YX − [X,Y ] ∈ Vect(M)

Then, for any f ∈ C∞(M), T (fX, Y ) = T (X, fY ) = fT (X,Y ), so that T (·, ·) ∈ Ω2(TM), i.e., a 2-form whose
coefficients are vector fields on M (recall Definition 3.3.5).

The tensor field T is called the torsion of the connection ∇.

Definition 4.1.4. A connection ∇ on TM is said to be symmetric if T = 0.

24
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4.2 Metric properties

We have already pointed out (see Definition 2.2.20 (c) ) that to define a Riemannian metric on a manifold, one
needs only endow it with precisely what we pointed out was lacking for a canonical notion of parallel transport to
be defined on an arbitrary manifold (see section 3.3): a canonical way to measure lengths of tangent vectors. More
precisely:

Definition 4.2.1. (a) A Riemannian manifold is a pair (M, g) consisting of a smooth manifold M and a real
metric g on the tangent bundle, i.e., a smooth, symmetric, positive definite (0, 2)-tensor field on M , called a
Riemann metric on M .

(b) Two Riemann manifolds (Mi, gi) (i = 1, 2) are said to be isometric if there exists a diffeomorphism φ : M1 →
M2 such that φ∗g2 = g1.

Remark 4.2.2. If (M, g) is a Riemann manifold then, for any p ∈M , the restriction gp : TpM × TpM → R is an
inner product on the tangent space TpM .

(a) The length of a tangent vector v ∈ TpM is defined as usual: |v|p B gp(v, v)
1
2 .

(b) The length of a piecewise smooth path γ : [a, b]→M is defined as l(γ) B
∫ b
a
|γ̇(t)|γ(t)dt.

Example 4.2.3. The space Rn has a natural Riemann metric g0 = (dx1)2 + · · ·+(dxn)2. The geometry of (Rn, g0)

is the classical Euclidean geometry.

Remark 4.2.4. Let (M, g) be a Riemann manifold and S ⊂ M a submanifold. If ι : S → M denotes the natural
inclusion, then we obtain by pullback a metric on S: gs = ι∗g = g|S .

Proposition 4.2.5. Let M be a smooth m-manifold. Then, there exists a Riemannian metric on M .

Proof. Let U = {(Uα, φα)}α∈Λ be an atlas of M and let xα = (xiα) be corresponding local coordinates on Uα.
Using these local coordinates we can construct the metric gα on Uα by

gα = (dx1
α)2 + · · ·+ (dxmα )2

Now, pick a partition of unity {fβ}β∈B ⊂ C∞(M) subordinated to the cover U . This means that there exists some
φ : B → Λ such that suppfβ ⊂ Uφ(β). Then define

g =
∑
β∈B

fβgφ(β)

It is easy to check that g is well defined and it is a Riemann metric on M .

4.2.1 The Levi-Civita connection

Definition 4.2.6. Let (M, g) be a smooth Riemannian manifold. A connection ∇ on a vector bundle E π−→ M is
said to be compatible with the metric g on M if for any vector fields X,Y, Z on M :

Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ),

where the vector field X operates on the left-hand side, pointwise, as a derivation on the smooth function
g(Y,Z) : p 7→ gp

(
Y (p), Z(p)

)
.

Proposition 4.2.7. Consider a Riemann manifold (M, g). Then, there exists a unique symmetric connection ∇
on TM compatible with the metric g.

The connection ∇ is called the Levi-Civita connection associated to the metric g.

Proof. See ([41], p.142).
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Definition 4.2.8. (a) A neighborhood N of {0} ×M in R ×M is called balanced if, ∀m ∈ M , there exists
r ∈ (0,∞] such that

(R× {m}) ∩N = (−r, r)× {m}

(b) A local flow is a smooth map Φ : N →M , (t,m) 7→ Φt(m), where N is a balanced neighbourhood of {0}×M
in R×M , such that:

(i) Φ0(m) = m, ∀m ∈M
(ii) Φt(Φs(m)) = Φt+s(m) for all s, t ∈ R, m ∈M such that

(s,m), (s+ t,m), (t,Φs(m)) ∈ N

When N = R×M , Φ is called a flow.

The conditions (i) and (ii) above mean that a flow is simply a left action of the additive Lie group (R,+) on
M .

Now, observe that a line segment of R3 can be thought of as a smooth path γ : [0, 1]→ R3 satisfying γ̈(t) = 0.
This motivates the following definition, that tries to formalise the notion of a "straight line" on an abstract Riemann
manifold:

Definition 4.2.9. A geodesic on a Riemann manifold (M, g) is a smooth path γ : (a, b)→M satisfying

∇γ̇(t)γ̇(t) = 0, (4.1)

where ∇ is the Levi-Civita connection.

Proposition 4.2.10. Let (M, g) be a Riemann manifold of dimension m. For any compact subset K ⊂ TM there
exists ε > 0 such that for any (x,X) ∈ K there exists a unique geodesic γ = γ(x,X) : (−ε, ε)→M such that

(i) γ(0) = x

(ii) γ̇(0) = X

Proof. Using local coordinates x = (x1, . . . , xm) we can rewrite Equation 4.1 as a second order, nonlinear system
of ordinary differential equations (for details, see ([17], subsection 13.3)):

ẍk + Γkij ẋ
iẋj = 0, ∀k = 1, . . . ,m (4.2)

Since the Chrystoffel symbols Γkij = Γkij(p) depend smoothly upon p ∈M , the proof boils down to an application
of the classical theorem of existence for initial-value problems (see [3], section 31).

Definition 4.2.11. One can think of a geodesic as defining a path in the tangent bundle t 7→ (γ(t), γ̇(t)). Propo-
sition 4.2.10 shows that the geodesics define a local flow Φ on TM by Φt(x,X) = (γ(t), γ̇(t)), γ = γ(x,X).

This is called the geodesic flow of the Riemann manifold (M, g).

4.2.2 The exponential map and normal coordinates

There are severe deviations of Riemannian geometry from the classical Euclidean geometry. For instance, two
distinc geodesics on a Riemann manifold may intersect at more than one point (see ([41], 4.1.2)). However, one can
define some special collections of local coordinates on (M, g) in which the expression of the metric closely resembles
the Euclidean situation g0 = δijdy

idyj .

More precisely, let x = (x1, . . . , xm) be local coordinates on the open set U ⊂ M . Let q ∈ U be the point
with coordinates (0, . . . , 0). Via a linear change in coordinates we may assume without loss of generality that
gij(q) = δij . We say in this case that (gij) is Euclidean up to order zero.

We would like to extend the above equality to an entire neighbourhood of q. To achieve this we try to find local
coordinates y = (yj) near q such that in these new coordinates the metric is Euclidean up to order one, i.e.,

gij(q) = δij and
∂gij
∂yk

(q) =
∂δij
∂yk

(q) = 0, ∀i, j, k = 1, . . . ,m
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It is the purpose of this subsection is to explain how to construct, based on the above-presented geodesic flow,
these useful sets of coordinates.

Definition 4.2.12. (a) Denote by γ(q,X)(t) the geodesic from q with initial direction X ∈ TqM . Note the fol-
lowing easy-to-check fact:

∀s > 0, γ(q,sX)(t) = γ(q,X)(st)

Hence, there exists a small neighbourhood V of 0 ∈ TqM such that, for any X ∈ V , the geodesic γ(q,X)(t) is
defined for all |t| ≤ 1.

We define the exponential map at q by expq : V ⊂ TqM →M

X 7→ γ(q,X)(1)

(b) The tangent space TqM is a Euclidean space, and we can define Dq(r) ⊂ TqM , the open "disk" of radius r
centered at the origin.

Proposition 4.2.13. Let (M, g) and q ∈ M as above. Then, there exists r > 0 such that the exponential map
expq : Dq(r) ⊂ TqM →M is a diffeomorphism.

The supremum of all radii r with this property is denoted by ρM (q) and it is called the injectivity radius of M
at q.

The infimum ρM B infq ρM (q) is called the injectivity radius of M .

Proof. See ([41], p.148).

Definition 4.2.14. Choose an orthonormal frame (e1, . . . , em) of TqM and denote by (x1, . . . ,xm) the resulting
Cartesian coordinates in TqM . Notice that for 0 < r < ρM (q), any point p ∈ expq(Dq(r)) can be uniquely written
as

p = expq(x
iei),

so that the collection (x1, . . . ,xm) induces a coordinatisation of the open set expq(Dq(r)) ⊂M . The coordinates
thus obtained are called normal coordinates at q.

The open set expq(Dq(r)) is called a normal neighbourhood and will be denoted by Br(q).

Lemma 4.2.15. In normal coordinates (x1, . . . ,xm) at q, the Christoffel symbols Γkij vanish at q.

Proof. See ([41], p. 149).

With this lemma, we can finally complete our programme:

Proposition 4.2.16. Let (x1, . . . ,xm) be normal coordinates at q ∈ M and denote by gij the expression of the
metric tensor in these coordinates. Then, we have:

gij(q) = δij and
∂gij
∂xk

(q) = 0, ∀i, j, k = 1, . . . ,m

Proof. See ([41], p. 149).

4.3 Riemannian curvature

With the introduction of the Riemann curvature, we are already approaching some deeper understanding of
our main result. Indeed, the original Gauss-Bonnet theorem states that this local object encodes global information
about the surface. In Chapter 7 we will see how this extends to arbitrary dimension via the so-called Euler class
of a vector bundle E π−→M ., defined using the curvature of a connection on E.

Definition 4.3.1. Let (M, g) be a Riemann manifold, and denote by ∇ the Levi-Civita connection.
The Riemann curvature tensor is the tensor field R = R(g) B F (∇), where F (∇) is the curvature of this

connection.
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4.3.1 Theorema Egregium

Definition 4.3.2. Let (M, g) be a Riemannian manifold and (S, ι∗g) ⊂ (M, g) a Riemann submanifold of M .
Define, for a given p ∈ S, a vector vp ∈ TpM to be normal to S whenever g(vp, wp) for all wp ∈ TpS (i.e., vp is
orthogonal to TpS). The set NpS of all such vp is called the normal space to S at p.

Analogously to the definition of the tangent bundle (see 2.1.12), the total space of the normal bundle NS to S
is defined to be

NS B
⊔
p∈S

NpS

Local trivialisations are then constructed in the obvious way, by composition of local trivialisations of the tangent
bundle with the linear orthogonal projection.

Definition 4.3.3. Let (M, g) be a Riemannian manifold and (S, ι∗g) ⊂ (M, g) a Riemann submanifold of M . Let
∇M be the Levi-Civita connection on TM .

(a) The first fundamental form of S ↪→M is the induced metric gS = ι∗g.

(b) The second fundamental form of S ↪→M is the map

N : Vect(S)×Vect(S)→ C∞(NS)

(U, V ) 7→ (∇MV U)ν ,

where ν is the orthogonal projection with respect to gS.

The second fundamental form can be used to establish a relationship between the curvatures of M and S. In
particular:

Theorem 4.3.4. (Gauss’ Theorema Egregium.) Let (M, g) be a Riemannian manifold and (S, ι∗g) ⊂ (M, g)

a Riemann submanifold of M .
Let RM denote the Riemann curvature of (M, g) and, respectively, let RS denote that of (S, ι∗g). Then, for any

X,Y, Z, T ∈ Vect(S), we have:

g(RM (X,Y )Z, T ) = gS(RS(X,Y )Z, T ) + gS(N (X,Z),N (Y, T ))− gS(N (X,T ),N (Y,Z))

Proof. See ([41], p.175).



Chapter 5

De Rham cohomology

Cohomology is a basic technique in algebraic topology, which may be defined as the field that studies procedures
of associating to topological spaces algebraic objects that encode information about their topological properties.
Cohomology is the dual of homology, whose intuitive original motivation can be described as acquiring a technique
for "counting holes" on a space. See ([2], Lecture 1) for more details.

In particular, we will be presenting the De Rham cohomology. Intuitively, this technique can be used to study
the global solvability of equations of the form du = α, where u, α are forms on a certain smooth manifold M .
Notice that if such an equation has at least one solution u, then 0 = d2u = dα, so this is a necessary condition for
solvability. The Poincaré lemma states that this also is sufficient locally (see ([41], subsection 7.1.1) for details).

We mainly follow ([41], Ch. 7) throughout.

5.1 De Rham cohomology

Definition 5.1.1. Let M be an n-dimensional smooth manifold.

(a) We define the exact k-forms on M to be

Bk(M) B {dω ∈ Ωk(M) : ω ∈ Ωk−1(M)}

and the closed k-forms to be
Zk(M) B {η ∈ Ωk(M) : dη = 0}

(b) Clearly Bk ⊂ Zk. We construct the quotient: Hk(M) B Zk(M)/Bk(M).

This vector space is called the k-th De Rham cohomology group of M . It is clearly diffeomorphism invariant.

Intuitively, it consists of the closed k-forms ω for which the equation du = ω has no global solution u ∈
Ωk−1(M), as hinted at above.

(c) Thus, to any smooth manifold M we can now associate the Z-graded vector space H•(M) B
⊕

k≥0H
k(M).

Definition 5.1.2. Let M be an n-dimensional smooth manifold.

(a) The k-th Betti number of M is bk(M) B dimHk(M)

(b) The Euler characteristic of M is the alternating sum χ(M) B
∑
k(−1)kbk(M).

These are special instances of the general framework of (co)homology theory, so that it is useful to introduce a
little terminology from homological algebra. We assume all rings to be unitary and commutative.

Definition 5.1.3. (a) Let R be a ring and let C• =
⊕

n∈Z C
n, D• =

⊕
n∈ZD

n be two Z-graded left R-modules.

A degree k-morphism φ : C• → D• is an R-module morphism such that φ(Cn) ⊂ Dn+k, ∀n ∈ Z.

(b) Let C• be a Z-graded R-module as above. A boundary (respectively coboundary) operator is a degree -1
(respectively degree 1) endomorphism d : C• → C• such that d2 = 0.

A chain (respectively cochain) complex over R is a pair (C•, d), where C• is a Z-graded R-module, and d is
a boudary (respectivley a coboundary) operator.

29
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Definition 5.1.4. Let
· · · → Cn−1 dn−1−−−→ Cn

dn−→ Cn+1 → . . .

be a cochain complex of R-modules. Set

Zn(C) B ker(dn), Bn(C) B Im(dn−1)

The elements of Zn(C) are called cocyles and the elements of Bn(C) are called coboundaries.
Two cocycles c, c′ ∈ Zn(C) are said to be cohomologous if c− c′ ∈ Bn(C). The quotient module of equivalence

classes of cohomologous cycles
Hn(C) B Zn(C)/Bn(C)

is called the n-th cohomology group of C.

Example 5.1.5. (The de Rham complex). Let M be an m-dimensional smooth manifold. Then the sequence

0→ Ω0(M)
d−→ Ω1(M)

d−→ . . .
d−→ Ωm(M)→ 0,

where d is the exterior derivative, is a cochain complex of real vector spaces called the De Rham complex. Its
cohomology groups are the De Rham cohomology groups of the manifold.

Definition 5.1.6. Let (A•, d) and (B•, δ) be two cochain complexes of R-modules.

(a) A cochain morphism is a degree 0 morphism φ : A• → B• such that φ ◦ d = δ ◦ φ, i.e., the diagram below is
commutative for any n:

An An+1

Bn Bn+1

dn

φn φn+1

δn

(b) Two cochain morphisms φ, ψ : A• → B• are said to be cochain homotopic, and we write φ ' ψ, if there exists
a degree -1 morphism χ : A• → B• such that φ(a)− ψ(a) = ±(δ ◦ χ)(a)± (χ ◦ d)(a).

(c) Two cochain complexes (A•, d) and (B•, δ) are said to be homotopic if there exist cochain morphisms φ :

A• → B•, ψ : B• → A• such that ψ ◦ φ ' 1A and φ ◦ ψ ' 1B.

Proposition 5.1.7. (a) Any cochain morphism φ : (A•, d) → (B•, δ) induces a degree-zero morphism in coho-
mology, φ∗ : H•(A)→ H•(B).

(b) If the cochain maps φ, ψ : A• → B• are cochain homotopic, then they induce identical morphisms in coho-
mology, φ∗ = ψ∗.

(c) (1A)∗ = 1H•(A), and if (A•0, d
0)

φ−→ (A•1, d
1)

ψ−→ (A•2, d
2) are cochain morphisms, then (ψ ◦ φ)∗ = ψ∗ ◦ φ∗.

Proof. See ([41], p. 231).

Corollary 5.1.8. If two cochain complexes (A•, d) and (B•, δ) are cochain homotopic, then their cohomology
groups are isomorphic.

Remark 5.1.9. Let φ : M → N be a smooth map between smooth manifolds. The pullback φ∗ : Ω•() → Ω•(M)

is a cochain morphism (i.e., φ∗dN = dMφ
∗). Thus, φ∗ induces a morphism in cohomology which we use the same

notation to denote, φ∗ : H•(N)→ H•(M).

Definition 5.1.10. (a) Two smooth maps φ0, φ1 : M → N are said to be (smoothly) homotopic, and we write
this φ0 'sh φ1 if there exists a smooth map Φ : I ×M → N , (t,m) 7→ Φt(m) such that Φi = φi, for i = 0, 1.

(b) A smooth map φ : M → N is said to be a (smooth) homotopy equivalence if there exists a smooth map
ψ : N →M such that φ ◦ ψ 'sh 1N and ψ ◦ φ 'sh 1M .
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(c) Two smooth manifolds M and N are said to be homotopy equivalent if there exists a homotopy equivalence
φ : M → N .

Proposition 5.1.11. Let φ0, φ1 : M → N be two homotopic smooth maps. Then they induce identical maps in
cohomology φ∗0 = φ∗1 : H•(N)→ H•(M .

Proof. According to Proposition 5.1.7, it suffices to show that the pullbacks are cochain homotopic. See ([41], p.
236).

The following result is a fundamental tool for performing computations.

Theorem 5.1.12. (Mayer-Vietoris). Let M = U ∪ V be an open cover of the smooth manifold M . Denote by
ιU : U ↪→ M and ιV : V ↪→ M the inclusions. These induce the restriction maps ι∗U : Ω•(M) → Ω•(U), ω 7→ ω|U
and ι∗V : Ω•(M)→ Ω•(V ), ω 7→ ω|V .

We get a cochain morphism r : Ω•(M)→ Ω•(U)⊕ Ω•(V ), ω 7→ (ι∗Uω, ι
∗
V ω).

We have another cochain morphism given by δ : Ω•(U)⊕ Ω•(V )→ Ω•(U ∩ V ), (ω, η) 7→ −ω|U + η|U∩V .
Then, there exists a long exact sequence

· · · → Hk(M)
r−→ Hk(U)⊕Hk(V )

δ−→ Hk(U ∩ V )
∂−→ Hk+1(M)→ . . . ,

where ∂ are called the connection morphisms.
It is called the long Mayer-Vietoris sequence.

Proof. See ([41], p. 237).

The De Rham cohomology vector spaces introduced in 5.1.1 may, a priori, be infinite-dimensional. We now
give a sufficient condition for finite-dimensionality.

Definition 5.1.13. A smooth m-manifold M is said to be of finite type if it can be covered by finitely many open
sets U1, . . . , Un such that any non-empty intersection Ui1 ∩ · · · ∩ Uik (k ≥ 1) is diffeomophic to Rm. Such a cover
is called a good cover.

In particular, any compact manifold is of finite type.

Proposition 5.1.14. Any finite type manifold has finite Betti numbers (see Definition 5.1.2).

Proof. See ([41], p. 244).

We close this section stating a seminal result in cohomology theory, proved by Georges de Rham himself in
1931. In particular, it holds that the De Rham cohomology of a smooth manifold M (encoding information about
the solutions of certain differential equations on M) is isomorphic to its singular cohomology with coefficients in
R (encoding information of the number of "holes" in each dimension). Thus, it shows a connection between the
analytical and the topological properties of a smooth manifold. A proof can be given relying on Stokes’ theorem,
which establishes a duality between de Rham cohomology and singular homology. It can be shown that this is in
fact an isomorphism:

Theorem 5.1.15. (De Rham). Let M be an n-dimensional manifold. Then, for any k ≥ 0, its de Rham
cohomology group Hk

dR(M) is isomorphic to its singular cohomology group with real coefficients Hk(M ;R).

Proof. A complete proof using the programme we have outlined above can be found in [42]. The necessary back-
ground in singular (co)homology is remarkably well covered in ([23], Ch. 2), and a very good expanded treatment
of de Rham theory is to be found in the classic work ([11], Ch.1).
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5.2 The cohomological Poincaré duality

In this section, we present the (de Rham) cohomological Poincaré duality, which relies on integration of differ-
ential forms (cfr. Subsection 3.2.1) and establishes a pairing between the de Rham cohomology groups and the de
Rham cohomology groups with compact supports of a certain type of manifolds. For the (singular) Poincaré dual-
ity, which relies on the so-called cap product and provides a relationship between singular homology and singular
cohomology, see ([23], section 3.3).

5.2.1 Cohomology with compact support

Definition 5.2.1. Let M be a smooth m-dimensional manifold. Denote by Ωkcpt(M) the space of smooth compactly-

supported k-forms. Then, 0→ Ω0
cpt(M)

d−→ Ω1
cpt(M)

d−→ . . .
d−→ Ωmcpt(M)→ 0 is a cochain complex.

Its cohomology is denoted by H•cpt(M) and it is called the de Rham cohomology with compact supports. Note
that when M is compact this coincides with the usual de Rham cohomology.

Remark 5.2.2. The are important differences between this and the usual de Rham cohomology, the most obvious
of which beign the fact that the pullback of a smooth form by an arbitrary smooth map may not have compact
support, so smooth maps no longer induce, in general, cohomology morphisms.

However, if φ : M → N is an embedding between two smooth manifolds of the same dimension, we can identify
M with an open subset of N , and then any η ∈ Ω•cpt(M) can be extended by 0 outside M ⊂ N . This extension by
zero defines a push-forward map φ∗ : Ω•cpt(M) → Ω•cpt(N). It is easy to check that it is a cochain map, so that it
induces a morphism in cohomology.

An analog to the Mayer-Vietoris sequence from Theorem 5.1.12 exists also for compact supports. From it one
can deduce:

Proposition 5.2.3. Any finite type manifold has finite Betti numbers with compact supports.

5.2.2 The Poincaré duality

Definition 5.2.4. Let M be an n-dimensional, finite-type, oriented smooth manifold.
There is a natural pairing 〈·, ·〉κ : Ωk(M)× Ωn−kcpt → R

(ω, η) 7→
∫
M

ω ∧ η,

called the Kronecker pairing. We can extend this pairing to any (ω, η) ∈ Ω•(M)× Ω•cpt as

〈ω, η〉κ =


0 if deg ω + deg η 6= n∫
M
ω ∧ η if deg ω + deg η = n

Remark 5.2.5. (a) The Kronecker pairing induces mapsD = Dk : Ωk(M)→ (Ωn−kcpt (M))∗ defined by 〈D(ω), η〉 =

〈ω, η〉κ, where 〈·, ·〉 denotes the natural pairing between a vector space and its dual (cfr. Example A.3.2).

(b) Stokes’ theorem implies that D(ω) vanishes on the space of exact, compactly-supported (n − k)-forms and
that if ω is furthermore exact, D(ω) is identically zero (for details, see ([41], p.250)). Hence D descends to a
map in cohomology D : Hk(M)→ (Hn−k

cpt (M))∗.

Equivalently, this means that the Kronecker pairing descends to a pairing in cohomology 〈·, ·〉κ : Hk(M) ×
Hn−k
cpt (M)→ R.

Theorem 5.2.6. (Poincaré duality). The Kronecker pairing in cohomology is a duality for all oriented, smooth
manifolds of finite type.

Proof. See ([41], p. 251).
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Corollary 5.2.7. IfM is an oriented, smooth n-dimensional manifold of finite type, then H•cpt(M) ∼=
(
Hn−•(M)

)∗.
Proof. AsHk

cpt is finite-dimensional for every k, the transpose D†M :
(
Hn−k
cpt (M)

)∗∗ → (
Hk(M)

)∗ is an isomorphism.
From here it only remains to recall that for any finite-dimensional vector space V , there exists a natural isomorphism
V ∗∗ ∼= V .

Corollary 5.2.8. Let M be a compact, connected, oriented, n-dimensional manifold. Then, the pairing

Hk(M)×Hn−k(M)→ R

(ω, η) 7→
∫
M

ω ∧ η

is a duality.
In particular, bk(M) = bn−k(M), ∀k. �

5.3 Intersection theory

5.3.1 Cycles and their duals

Definition 5.3.1. Let M be a smooth manifold. A k-dimensional cycle inM is a pair (S, φ), where S is a compact,
oriented k-manifold and φ : S →M is a smooth map. We denote by Ck(M) the set of k-dimensional cycles in M .

Definition 5.3.2. (a) Two cycles (S0, φ0), (S1, φ1) ∈ Ck(M) are said to be cobordant, and we write this (S0, φ0) ∼c
(S1, φ1), if there exists a compact, oriented manifold with boundary Σ (see Definition B.2.9) and a smooth
map Φ : Σ→M such that:

(i) ∂Σ = (−S0) t S1, where −S0 denotes S0 with the reversed orientation.

(ii) Φ|Si = φi, i = 0, 1.

(b) A cycle (S, φ) ∈ Ck(M) is called trivial if there exists a (k + 1)-dimensional, oriented manifold Σ with
(oriented) boundary S, and a smooth map Φ : Σ → M such that Φ|∂Σ = φ. We denote by Tk(M) the set of
trivial cycles.

Remark 5.3.3. For an expanded presentation of the notion of (co)bordism and its relationship to (co)homology,
see [5]. The basic background can be gathered from ([53], section 21).

Example 5.3.4. Consider M a compact, smooth, oriented manifold of finite type. In M ×M we can consider the
diagonal cycle ∆ = ∆M : M →M ×M, x 7→ (x, x).

Definition 5.3.5. Suppose M is a smooth, oriented manifold of finite type. Any k-cycle (S, φ) defines a linear
map Hk(M) → R given by ω 7→

∫
S
φ∗ω. Stokes’ theorem guarantees that this map is well defined, i.e., that is is

independent of the closed form representing a cohomology class on account of its vanishing on exact forms.
In other words, each cycle defines an element in (Hk(M))∗. Via the Poincaré duality we identify this space

with Hn−k
cpt (M). Thus, there exists δS ∈ Hn−k

cpt (M) such that∫
M

ω ∧ δS =

∫
S

φ∗ω, ∀ω ∈ Hk(M)

The compactly-supported cohomology class δS is called the Poincaré dual of (S, φ).

Proposition 5.3.6. Let M be a smooth, oriented manifold of finite type. Suppose that (Si, φi) ∈ Ck(M) (i = 0, 1)

are two k-cycles in M .

(a) If (S0, φ0) ∼c (S1, φ1), then δS0
= δS1

in Hn−k
cpt (M).

(b) If (S0, φ0) is trivial, then δS0
= 0 in Hn−k

cpt (M).
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Proof. Consider a compact manifold Σ with boundary ∂Σ = −S0 t S1 and a smooth map Φ : Σ → M such that
Φ|∂Σ = φ0 t φ1. For any closed k-form ω ∈ Ωk(M), we have

0 =

∫
Σ

Φ∗(dω) =

∫
Σ

dΦ∗ω
Stokes

=

∫
∂Σ

ω =

∫
S1

φ∗1ω −
∫
S0

φ∗0ω

Definition 5.3.7. Let M be a smooth, oriented manifold of finite type and S a k-dimensional, compact, oriented
submanifold of M . We denote the inclusion by ι : S ↪→M so that (S, ι) is a k-cycle.

(a) A smooth map φ : T → M from a (n − k)-dimensional, oriented manifold T is said to be transversal to S,
and we write S t φ, if the following hold:

(i) φ−1(S) is a finite subset of T .

(ii) For every x ∈ φ−1(S), we have φ∗(TxT )⊕ Tφ(x)S = Tφ(x)M .

(b) If S t φ, then for each x ∈ φ−1(S) we define the local intersection number at x to be

ix(S, T ) =


1 if or(Tφ(x)S) ∧ or(φ∗TxT ) = or(Tφ(x)M)

−1 if or(Tφ(x)S) ∧ or(φ∗TxT ) = −or(Tφ(x)M)

(c) We define the intersection number of S with T to be S · T B
∑
x∈φ−1(S) ix(S, T ).

Proposition 5.3.8. Let M be a a smooth, oriented manifold of finite type. Consider a compact, oriented, k-
dimensional submanifold S ↪→ M and (T, φ) ∈ Cn−k(M) a (n− k)-dimensional cycle intersection S transversally,
i.e., S t φ.

Then, S · T =
∫
M
δS ∧ δT .

Proof. See ([41], p.259).

5.3.2 The Thom isomorphism

Definition 5.3.9. Let p : E → B be an orientable fibre bundle (cfr. Definition 2.3.17) with standard fibre F and
compact, oriented basis B of dimensions r and m, respectively. Then, the total space E is a compact, orientable
manifold which we equip with the natural orientation (cfr. Remark 2.3.18).

We know that the integration along fibres p∗ =
∫
E/B

: Ω•cpt(E) → Ω•−rcpt (B) satisfies p∗dE = (−1)rdBp∗ (see
Proposition 3.2.15), so that it induces a map in cohomology p∗ : H•cpt(E)→ H•−rcpt (B) called the Gysin map.

Remark 5.3.10. Any smooth section σ : B → E of a bundle as above defines an embedded cycle in E of dimension
m = dim B. Denote by δσ its Poincaré dual in Hr

cpt(E). Notice that:

(1) Using the properties of the integration along fibres we deduce that, for any ω ∈ Ωm(B), we have∫
E

δσ ∧ p∗ω =

∫
B

(∫
E/B

δσ

)
ω

(2) On the other hand, by Poincaré duality we get∫
E

δσ ∧ p∗ω = (−1)rm
∫
E

p∗ω ∧ δσ

= (−1)rm
∫
B

σ∗p∗ω = (−1)rm
∫
B

(pσ)∗ω = (−1)rm
∫
B

ω

Thus, combining the two results we infer p∗δσ =
∫
E/B

δσ = (−1)rm ∈ Ω0(B).
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Proposition 5.3.11. Let p : E → B be a bundle as above. If it admits at least one section σ, then the Gysin map
p∗ : H•cpt(E)→ H•−r(B) is surjective.

Proof. It suffices to show that p∗ has a right inverse. Denote by τσ the map τσ : H•(B) → H•+rcpt (E), ω 7→
(−1)rmδσ ∧ p∗ω = p∗ω ∧ δσ.

Then, we have:
ω = (−1)rmp∗δσ ∧ ω = (−1)rmp∗(δσ ∧ p∗ω) = p∗(τσω),

as we wanted.

Remark 5.3.12. The map p∗ is not injective in general. For example, if (S, φ) is a k-cycle in F , then it defines a
cycle in any fibre π−1(b), and consequently in E. Denote by δS its Poincaré dual in Hm+r−k

cpt (E). Then, for any
ω ∈ Ωm−k(B), we have ∫

B

(p∗δS) ∧ ω =

∫
E

σS ∧ p∗ω = ±
∫
S

φ∗p∗ω =

∫
S

(p ◦ φ)∗ω = 0,

since p ◦ φ is constant. Hence p∗δS = 0, and we conclude that if there are non-trivial cycles in F then ker p∗ may
not be trivial.

We will now see that if the fibre is a vector space, then p∗ is an isomorphism, an important result due to Thom.

Definition 5.3.13. Let p : E → B be an orientable rank-r vector bundle over the compact oriented manifold B of
dimension m. The Thom class of E, denoted by τE ∈ Hr

cpt(E), is the Poincaré dual of the cycle defined by the zero
section ζ0 : B → E, b 7→ 0 ∈ Eb.

We state now a preliminary technical result:

Lemma 5.3.14. Let p : E → B be an orientable rank-r real vector bundle. Denote by p∗ the integration-along-fibre
map. Then, there exists a smooth bilinear map

m : Ωicpt(E)× Ωjcpt(E)→ Ωi+j−r−1
cpt (E)

such that
p∗p∗α ∧ β − α ∧ p∗p∗β = (−1)rd(m(α, β))−m(dα, β) + (−1)deg(α)m(α, dβ)

Proof. See ([9], p.52).

Theorem 5.3.15. (Thom isomorphism.) Let p : E → B be an orientable rank-r vector bundle over the compact
oriented manifold B of dimension m. Then, the map

τ : H•(B)→ H•+r(E)

ω 7→ τE ∧ p∗ω

is an isomorphism called the Thom isomorphism. Its inverse is the map (−1)rmp∗ : H•cpt(E)→ H•−r(B).

Proof. We have already established in Proposition 5.3.11 that p∗τ = (−1)rm. To prove the reverse equality, we
deduce from Lemma 5.3.14 that, for any β ∈ Ω•cpt(E), we have

(p∗p∗τE) ∧ β − τE ∧ (p∗p∗β) = (−1)rd(m(τE , β)),

where m(τE , β) ∈ Ω•cpt(E). Note that the two additional addends in Lemma 5.3.14 vanish, since cohomology classes
are represented by closed forms and m is bilinear.

Now, since p∗p∗τE = (−1)rm, we deduce that

(−1)rmβ = τE ∧ p∗(p∗β) + exact form ⇒ (−1)rmβ = τE ◦ p∗(β) in H•cpt(E)

Remark 5.3.16. Note that this is equivalent to saying that the Thom class of E is the unique element in H•(E)

the integration of which along every fibre is identically 1. In fact, this is a usual formulation of the above theorem
(see, for example, ([8], p.4)).
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5.3.3 The Euler class

In this subsection, we will establish an important result for our main theorem: namely, we will compute
the integral of the topological Euler form of a certain manifold M and we will see it coincides with the Euler
characteristic of E.

Definition 5.3.17. Let E → M be a real orientable vector bundle over the compact, oriented, n-dimensional,
smooth manifold M . Denote by τE ∈ Hn

cpt(E) the Thom class of E. The Euler class of E is defined by

e(E) B ζ∗0 τE ∈ Hn(M),

where ζ0 denotes the zero section.
The Euler class of M , denoted by e(M), is e(TM).

Proposition 5.3.18. Let σ0, σ1 : M → TM be two sections of TM . They determine cycles in TM of complemen-
tary dimension, which means their intersection number is a well-defined integer independent of the two sections.
Any two such cycles are homotopic: it suffices to pick an affine homotopy along the fibres of TM .

Then,
∫
M

e(M) = σ0 · σ1. In particular, if dimM is odd, then
∫
M

e(M) = 0.

Proof. We have that the sections σ0, σ1 are cobordant, and their Poincaré dual in Hn
cpt(TM) is the Thom class τM .

Hence, by proposition 5.3.8:

σ0 · σ1 =

∫
TM

δσ0 ∧ δσ1 =

∫
TM

τM ∧ τM

=

∫
TM

τM ∧ σζ0 =

∫
M

ζ∗0 τM =

∫
M

e(M)

If M is odd-dimensional, then ∫
M

e(M) = σ0 · σ1 = −σ1 · σ0 = −
∫
M

e(M)

To prove the general result, we present a set of preliminary lemmas. Let M be a compact, oriented, n-
dimensional, smooth manifold.

Lemma 5.3.19. Denote by ∆ the diagonal cycle in M ×M (see Example 5.3.4). Then, χ(M) = ∆ ·∆.

Proof. See ([41], p. 270).

Lemma 5.3.20. Denote by exp the exponential map of a Riemann metric g onM×M . Regard ∆ as a submanifold
in N∆ via the embedding given by the zero section. Then, there exists an open neighbourhood U of ∆ ⊂ N∆ ⊂
T (M ×M) such that

exp|U : U →M ×M

is an embedding. (N∆ is defined in the proof of Theorem 5.3.21).

Proof. See ([41], p. 271).

Theorem 5.3.21. Let M be a compact, oriented, n-dimensional manifold and denote by e(M) ∈ Hn(M) its Euler
class. Then, ∫

M

e(M) = χ(M)

In particular, χ(M) = 0 if M is odd-dimensional (see Proposition 5.3.18).
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Proof. We use the description of χ(M) given by Lemma 5.3.19. Note that the tangent bundle of M ×M restricts
to the diagonal ∆ as a rank-2n vector bundle. If we choose a Riemann metric on M ×M (Proposition 4.2.5 ensure
that this can be done), then we get an orthogonal splitting

T (M ×M)|∆ = N∆ ⊕ T∆

The diagonal map M →M ×M identifies M with ∆ so that T∆ ∼= TM .
We claim, furthermore, that N∆

∼= TM . Indeed, it suffices to use the isomorphisms T (M×M)|∆ ∼= T∆⊕N∆
∼=

TM ⊕N∆ and the fact that T (M ×M)|∆ = TM ⊕ TM . From this we immediately deduce the equality of Thom
classes

τN∆
= τM (5.1)

Now, let U be a neighbourhood of ∆ ⊂ N∆ as in Lemma 5.3.20. Set N B exp(U). Denote by δU∆ the Poincaré
dual of ∆ in U , δU∆ ∈ Hn

cpt(U) and by δN∆ ∈ Hn
cpt(N ) the Poincaré dual of ∆ in N . Then,∫

U

δU∆ ∧ δU∆ =

∫
N
δN∆ ∧ δN∆ =

∫
M×M

δM × δM = χ(M),

where δM is the Poincaré dual of ∆ (cfr. Example 5.3.4).
The cohomology class δU∆ is the Thom class of the bundle N∆ → ∆, which on account of Equation (5.1) means

that δU∆ = τN∆
= τM . We therefore obtain∫

U

δU∆ × δU∆ =

∫
∆

δU∆ =

∫
∆

ζ∗0 τN∆
=

∫
M

ζ∗0 τM =

∫
M

e(M)

Thus, ∫
M

e(M) = χ(M),

as we wanted to show.

5.3.4 The Poincaré-Hopf theorem

We end this chapter with a brief subsection where we touch upon the celebrated Poincaré-Hopf theorem.
Although we will not make use of it in our proof of the Gauss-Bonnet-Chern theorem, it was a key ingredient in
the original proof by Chern, which motivates its inclusion in the present work. We refer to the classic [36] for a
very good approximation to this result via Sard’s theorem (see, in particular, Ch. 6).

Definition 5.3.22. Let M be a compact, oriented, n-dimensional, smooth manifold. Let X be a smooth vector
field on M

(a) The graph of X in TM is the n-dimensional submanifold of TM ΓX = {(x,X(x)) ∈ TxM : x ∈M}.

(b) A point x0 ∈M is said to be a non-degenerate zero of X if X(x0) = 0 and

det
(
∂Xi

∂xj

)
|x=x0

6= 0

for some (or, equivalently, any) local coordinates x = (xi) near x0 such that the orientation of T ∗x0
M is given

by dx1 ∧ · · · ∧ dxn.

From Definiton 5.3.7 it is easy to deduce the following result:

Proposition 5.3.23. If X and x0 are as above, then the local intersection number of ΓX with M at x0 is given by

ix0(ΓX ,M) = sign det
(
∂Xi

∂xj

)
|x=x0

This is called the local index of X at x0 and it is denoted by i(X,x0).

This proposition ultimately implies:

Theorem 5.3.24. (Poincaré-Hopf). If X is a vector field along a compact, oriented manifold M , with only
non-degenerate zeros x1, . . . , xk, then

χ(M) =

k∑
j=1

i(X,xj)

�



Chapter 6

Characteristic classes

The Gauss-Bonnet-Chern theorem is a classic result in differential topology, which studies the interactions
between the topology and the smooth structure of a manifold. John Milnor, a towering figure in the field, points
out:

The most powerful tools in this subject have been derived from the methods of algebraic topology. In
particular, the theory of characteristic classes is crucial, where-by one passes from the manifold M to
its tangent bundle, and thence to a cohomology class in M which depends on this bundle ([35], p.1).

We will present here the Chern-Weil theory, a method for producing so-called characteristic classes of arbitrary
vector bundles, exposing the necessary ingredients for it. We will also review some of the most important exam-
ples. One of them, the Euler class of an oriented, even-rank vector bundle over a smooth manifold, will play a
fundamental role in the statement of our main theorem.

We mainly follow ([41], Ch. 8) throughout.

6.1 Frame bundles

One of the elements necessary for the Chern-Weil construction is a principal bundle. In particular, we will be
working with frame bundles of vector bundles. It is important to bear the following remarks in mind:

Remark 6.1.1. Let π : E →M be a vector bundle over a smooth manifold M and (ρ, P ) a G-structure on E (cfr.
Definition 2.3.13). If the collection {Aα ∈ Ω1(Uα) ⊗ g}α∈Λ defines a connection on the principal bundle P , then
the collection {ρ∗(Aα)}α∈Λ, where ρ∗ : g → End(V ) denotes the differential of ρ at 1 ∈ G, defines a connection
on the vector bundle E. A connection on E obtained in this manner is said to be compatible with the G-structure.
Note that if {Fα}α∈Λ is the curvature of the connection on P , then the collection {ρ∗

(
F (Aα)

)
}α∈Λ coincides with

the curvature {F
(
ρ∗(Aα)

)
}α∈Λ of the connection {ρ∗(Aα)}α∈Λ.

In particular, a connection compatible with some metric on a vector bundle is compatible with the orthogo-
nal/unitary structure of that bundle (more details on this will be given below). The curvature of such a connection
is skew-symmetric.

Remark 6.1.2. Let π : E →M be a complex (respectively real) vector bundle over a smooth manifold M .
The existence of Hermitian (respectively Riemann) metrics is guaranteed under weak assumptions on the base:

it suffices for it to be paracompact. Indeed, if this holds, there exists a locally-finite cover U = {Ui} over which
the bundle is trivial. Then, we can choose any Hermitian (respectively Riemann) metric hi on the trivialisations
Ui×Cn (respectively Ui×Rn) and use a partition of unity {fi} subordinate to U to get a global metric h =

∑
i fihi.

This procedure is completely analogous to that of Proposition 4.2.5.
Now, any locally compact, second countable topological space is paracompact (see ([17], p.5)). In particular,

any smooth manifold is. Therefore, it is not with loss of generality that we can assume metrics to exist on the
arbitrary vector bundles appearing in this section.

6.1.1 The orthogonal frame bundle of a real vector bundle

Let E π−→M be a rank k real vector bundle over a smooth manifold M equipped with a Riemannian metric g.
The latter allows us to consider orthogonal frames of each fibre Ex. We denote by Fx the set of all such frames at
a point x ∈M , and set O(E) B

⊔
x∈M Fx.

38
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O(E) can be given the structure of a principal O(k)-fibre bundle over M . There is a natural action of O(k) on
each fibre Fx induced by the restriction of the natural action of GL(k,R) on Fx. As it is known that, given a basis
of a vector space, there exists a unique invertible linear map that sends it to another basis, this action is free.

Now, the elements of O(E) can be thought of as pairs (x,b), where x ∈ M and b is a basis of Ex. There is
then a natural projection π̃ : O(E)→M , (x,b) 7→ x.

Finally, we will describe the bundle structure of O(E). Pick a local trivialisation (Ui, ϕi) of E. This determines,
for each x ∈ Ui, a linear isomorphism ϕi|x : Ex → Rk. Now, we can produce local trivialisations of the orthogonal
frame bundle by defining

ψi : π̃(Ui)→ Ui ×GL(k,R)

(
x,b = (b1, ..., bk)

)
7→
(
x, [ϕi|x(b1), ..., ϕi|x(bk)]

)
and then applying the Gram-Schmidt orthonormalisation technique.
In short, a Riemann metric on a rank-r vector bundle E induces an O(r)-structure on it. ρ : O(r) ↪→ GL(r,R)

is the fundamental representation given by the natural group inclusion.

Remark 6.1.3. Given two different metrics g, h, on the vector bundle E, one easily deduces from Proposition
A.5.3 that the induced orthogonal frame bundles Og(E), Oh(E) are isomorphic as principal bundles.

In other words, the orthogonal frame bundle of a vector bundle is independent of the metric chosen to construct
it.

Remark 6.1.4. If the vector bundle E is additionally oriented, then we can speak of positively oriented orthonormal
frames at a point x ∈ M . All the above constructions and results are valid in this case, so that we can consider
SO(E), the orthonormal frame bundle of an oriented vector bundle E. This is a SO(r)-structure on E.

6.1.2 The unitary frame bundle of a complex vector bundle

Definition 6.1.5. (a) A complex square matrix U is said to be unitary if its conjugate transpose is also its
inverse.

(b) The unitary group of degree n, U(n) is the group of n× n unitary matrices. It is a Lie group of dimension
n2.

Definition 6.1.6. Let π : E →M be a complex vector bundle of rank r over the smooth manifold M endowed with
a Hermitian metric h. A unitary frame of E is a complex linear frame of E that is orthonormal with respect to h.

In a manner completely analogous to that of the previous subsection, we can now construct the unitary frame
bundle of E with respect to h, and see that it is in fact independent of the Hermitian metric used to construct it.
This is a U(r)-structure on E. ρ : U(r) ↪→ GL(r,C) is the fundamental representation given by the natural group
inclusion.

6.2 Invariant polynomials

Remark 6.2.1. Let V a vector space over K = C,R and consider the symmetric power Sk(V ∗) ⊂ (V ∗)⊗k, which

consists of symmetric, multilinear maps φ :

k︷ ︸︸ ︷
V × · · · × V → K.

(a) Note now that any φ ∈ Sk(V ∗) is completely determined by its polynomial form Pφ(v) B φ(v, . . . , v), which
follows immediately from the well-known polarisation formula

φ(v1, . . . , vk) =
1

k!

∂k

∂t1 . . . ∂tk
Pφ(t1v1 + · · ·+ tkvk)

Thus, if dimV = n and we fix a basis of V , we can identify Sk(V ∗) with the space of degree-k homogeneous
polynomials in n variables (for details on this identification and a proof of the above formula, see ([43], section
3.2)).
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(b) Now, let A be a unitary algebra over K. Given φ ∈ Sk(V ∗)) we can obtain a K-multilinear map φA :
k times︷ ︸︸ ︷

(A⊗ V )× ...× (A⊗ V )→ A, uniquely determined by

φA(a1 ⊗ v1, ..., ak ⊗ vk) = φ(v1, ..., vk)a1a2...ak ∈ A

The above form is symmetric if A is commutative.

Definition 6.2.2. Consider now a matrix Lie group G. The adjoint action of G on its Lie algebra g (see Definition
3.4.1) induces an action on Sk(g∗) still denoted by Ad. We denote by Ik(G) the subset of those elements of the
symmetric power Sk(g∗) that are invariant under the adjoint action of G on its Lie algebra g: i.e., φ ∈ Sk(g∗)

belongs to Ik(G) if, and only if:

φ(gX1g
−1, . . . , gXkg

−1) = φ(X1, . . . , Xk), ∀X1, . . . , Xk ∈ g, and ∀g ∈ G

Set I•(G) B
⊕

k≥0 I
k(G). The elements of I•(G) are called invariant polynomials.

Proposition 6.2.3. Let φ ∈ Ik(G). Then, for any X,X1, . . . , Xk ∈ g we have

φ([X,X1], X2, . . . , Xk) + · · ·+ φ(X1, X2, . . . , [X,Xk]) = 0

Proof. It follows immediately from the equality

d

dt
|t=0φ(etXX1e

−tX , . . . , etXXke
−tX) = 0

Remark 6.2.4. Let P ∈ Ik(g), U be an open subset of Rn and

Fi = ωi ⊗Xi ∈ Ωdi(U)⊗ g, A = ω ⊗X ∈ Ωd(U)⊗ g

Then,

P (F1, . . . , Fi−1, [A,Fi], Fi+1, . . . , Fk) = (−1)d(d1+···+di−1)ωω1 . . . ωkP (X1, . . . , [X,Xi], . . . , Xk)

In particular, if F1, . . . , Fk−1 have even degree, we deduce that for every i = 1, . . . , k we have

P (F1, . . . , Fi−1, [A,Fi], Fi+1, . . . , Fk) = ωω1 . . . ωkP (X1, . . . , [X,Xi], . . . , Xk)

Summing over i, and using the Ad-invariance of the polynomial P , we deduce

k∑
i=1

P (F1, . . . , Fi−1, [A,Fi], Fi+1, . . . , Fk) = 0 (6.1)

∀F1, . . . , Fk−1 ∈ Ωeven(U)⊗ g;Fk, A ∈ Ω•(U)⊗ g.

6.3 The Chern-Weil theory

Definition 6.3.1. The Chern-Weil construction is a tool that enables one to produce invariants of a principal fibre
bundle over a smooth manifold. In particular, we obtain a class in the de Rham cohomology of the manifold which
is independent of the connection on the principal fibre bundle chosen to construct it.

It requires three ingredients:

(i) A principal G-bundle P π−→ M over a smooth manifold M , defined by an open cover {Uα}α∈Λ, and gluing
cocycles gαβ : Uαβ → G, where Uαβ B Uα ∩ Uβ (see Subsection 2.3.1).

(ii) A connection A on P , defined by the collection {Aα ∈ Ω1(Uα) ⊗ g}α∈Λ, satisfying, on Uαβ, the transition
rules Aβ = g−1

αβdgαβ + g−1
αβAαgαβ .

Its curvature is then defined by the collection {Fα = dAα + 1
2 [Aα, Aα] ∈ Ω2(Uα)⊗ g}α∈Λ, which satisfies, on

Uαβ, the transition rules Fβ = gαβFαg
−1
αβ (see Section 3.4).
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(iii) An invariant polynomial φ ∈ Ik(G).

Let us now consider the case A = Ωeven(Uα), V = g. We can define as in Remark 6.2.1 (b), given φ ∈ Ik(G):

Pφ(Fα) B φ(

k times︷ ︸︸ ︷
Fα, ..., Fα) ∈ Ω2k(Uα).

From the transition rules for the curvature along with the Ad-invariance of φ we deduce that Pφ(Fα) = Pφ(Fβ)

on Uαβ. This means that the locally defined forms Pφ(Fα) are compatible so that they patch up to a global 2k-form
on M denoted by Pφ(FA).

Theorem 6.3.2. (Chern-Weil).

(a) The form Pφ(FA) is closed for any connection A on P .

(b) If A0, A1 are two connection on P , then the forms Pφ(FA0) and Pφ(FA1) are cohomologous.

In particular, this means that the closed form Pφ(FA) defines a cohomology class in H2k(M) which is inde-
pendent of the connection A.

Proof. (a) We use the Bianchi identity dFα = −[Aα, Fα] (see Proposition 3.4.5). The Leibniz rule yields

dφ(Fα, . . . , Fα) = φ(dFα, Fα, . . . , Fα) + · · ·+ φ(Fα, . . . , Fα, dFα)

= −φ([Aα, Fα], Fα, . . . , Fα)− · · · − φ(Fα, . . . , Fα, [Aα, Fα]),

which vanishes by Proposition 6.2.3.

(b) Let the connections Ai on P , (i = 0, 1), be defined by the collections {Aiα ∈ Ω1(Uα) ⊗ g}α∈Λ. Set Cα B
A1
α −A0

α. For 0 ≤ t ≤ 1, we define Atα ∈ Ω1(Uα)⊗ g by Atα B A0
α + tCα.

The collection {Atα}α∈Λ defines a connection At on P , and t 7→ At is a path connecting A0 to A1. Note that
C B {Cα}α∈Λ = dAt

dt . Denote by F t = {F tα}α∈Λ the curvature of At. It is easy to compute that

F tα = F 0
α + t(dCα + [A0

α, Cα]) +
t2

2
[Cα, Cα], (6.2)

from which one deduces

dF tα
dt

= dCα + [A0
α, Cα] + t[Cα, Cα] = dCα + [Atα, Cα]

Consequently,

φ(F 1
α)− φ(F 0

α) =

∫ 1

0

[
φ(
dF tα
dt

, F tα, . . . , F
t
α) + · · ·+ φ(F tα, . . . , F

t
α,
dF tα
dt

)

]
dt

=

∫ 1

0

[
φ(dCα, F

t
α, . . . , F

t
α) + · · ·+ φ(F tα, . . . , F

t
α, dCα)

]
dt

+

∫ 1

0

[
φ([Atα, Cα], F tα, . . . , F

t
α) + · · ·+ φ(F tα, . . . , F

t
α, [A

t
α, Cα])

]
dt

Now, as the algebra Ωeven(Uα) is commutative, we deduce that φ(ωσ(1), . . . , ωσ(k)) = φ(ω1, . . . , ωk) for all
∈ Sk and any ω1, . . . , ωk ∈ Ωeven(Uα)⊗ g. Hence, by reordering to the right:

φ(F 1
α)− φ(F 0

α) = k

∫ 1

0

φ(F tα, . . . , F
t
α, dCα + [Atα, Cα])dt

We claim that φ(F tα, . . . , F
t
α, dCα + [Atα, Cα]) = dφ(F tα, . . . , F

t
α, Cα).

By using again the Bianchi identity, we get

dφ(F tα, . . . , F
t
α, Cα) = φ(F tα, . . . , F

t
α, dCα) + φ(dF tα, . . . , F

t
α, Cα) + · · ·+ φ(F tα, . . . , dF

t
α, Cα)

= φ(F tα, . . . , F
t
α, dCα)− φ(Cα, [A

t
α, F

t
α], F tα, . . . , F

t
α)− · · · − φ(Cα, F

t
α, . . . , F

t
α, [A

t
α, F

t
α])
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= φ(F tα, . . . , F
t
α, dCα + [Atα, Cα])− φ(F tα, . . . , F

t
α, [A

t
α, Cα])

−φ([Atα, F
t
α], F tα, . . . , F

t
α, Cα)− · · · − φ(F tα, . . . , F

t
α, [A

t
α, F

t
α], Cα)

(6.1)
= φ(F tα, . . . , F

t
α, dCα + [Atα, Cα]) = φ(dCα + [Atα, Cα], F tα, . . . , F

t
α),

which implies

φ(F 1
α)− φ(F 0

α) = d

∫ 1

0

kφ(
dAtα
dt

, F tα, . . . , F
t
α)dt (6.3)

We set

Tφ(A1
α, A

0
α) B

∫ 1

0

kφ(
dAtα
dt

, F tα, . . . , F
t
α)dt

As dAtβ
dt = Cβ = gαβCαg

−1
αβ and Fβ = gαβFαg

−1
αβ on Uαβ , we conclude from the Ad-invariance of φ that the

collection {Tφ(A1
α, A

0
α)}α∈Λ defines a global (2k−1)-form onM which we denote by Tφ(A1, A0) and we name

it the φ-transgression from A0 to A1. We have thus established the transgression formula

φ(FA1)− φ(FA0) = dTφ(A1, A0), (6.4)

that guarantees that the difference above is exact, thus vanishing in cohomology, as we wanted to see.

Definition 6.3.3. We have just proved that the cohomology class Pφ(FA) ∈ H2k(M) is independent of the connec-
tion A on P used to define its representative. In other words, it is only dependent on the principal bundle P . We
capture this by referring to it as φ(P ).

Thus, the principal bundle P defines a map, called the Chern-Weil correspondence:

cwP : I•(G)→ H•(M)

φ 7→ φ(P )

The following results are straightforward from the naturality of cohomology (cfr. ([41], subsection 7.1.4) ) and
the definition of pulled-back principal bundles (completely analogous to Definition 2.2.11):

Proposition 6.3.4. (a) If P is a trivial G-bundle over the smooth manifold M , then φ(P ) = 0 ∈ H•(M) for
any φ ∈ I•(G).

(b) Let f : M → N ne a smooth map between smooth manifolds. Then, for every principal G-bundle over N and
any φ ∈ I•(G) we have φ(f∗(P )) = f∗(φ(P )).

Remark 6.3.5. (a) We have thus solved one direction of the characterisation of trivial G-principal bundles over
a smooth manifold M (see the discussion in Remark 2.2.16).

(b) There are no other characteristic classes (defined with the requirements stated in ([41], p. 323) generalising
the above laid-out properties) valued in the De Rham cohomology other than those obtainable via the Chern-
Weil construction. We have not provided the necessary background in this work to supply a proof for that,
yet we refer the interested reader to the reference work [37] (see, in particular, Appendix C).

(c) There exist characteristic classes valued in cohomology groups other than the De Rham ones, for instance,
the so-called Čech cohomology groups. Cfr. the above-referenced work or the classical [49] (see, in particular,
part III).

6.4 Important examples

Definition 6.4.1. (a) A torus in a compact Lie group G is a compact, connected, Abelian Lie subgroup of
G of dimension n (which is then isomorphic to the standard n-dimensional torus Tn = S1 × · · · × S1 =

U(1)× · · · × U(1)).

(b) A torus T in a compact Lie group G is maximal if for any torus T ′ such that T ⊂ T ′, it holds that T = T ′.



6.4 Important examples 43

6.4.1 Chern classes

Recall that in Subsection 6.1.2 we saw that any Hermitian metric on a rank-r complex vector bundle E over
a smooth manifold M induces a metric-independent U(r)-structure in E, so that E can be identified with the
principal U(r)-bundle of unitary frames of E. This will be the principal bundle that will be used in the Chern-Weil
construction of the characteristic classes of E.

Furthermore, recall from Remark 6.1.1 that a connection on this U(r)-bundle is equivalent to a connection ∇ on
E compatible with a Hermitian metric (a notion completely analogous to that given in Definition 4.2.6). To elucidate
the characteristic classes of E, then, it only remains to compute the ring of invariants I•(U(r)), i.e., the symmetric,
r-linear maps u(r) × · · · × u(r) → C invariant with respect to the adjoint action u(r) 3 X 7→ TXT−1 ∈ u(r),
for T ∈ U(r), where u(r) denotes the Lie algebra of r × r complex skew-Hermitian matrices. We know a skew-
Hermitian matrix is diagonalisable and that its eigenvalues are all purely imaginary (and possibly zero) (see [26],
section 2.5). In other words, for any X ∈ u(r), there exists T ∈ U(r) such that TXT−1 = i diag(λ1, . . . , λr), for
some λ1, . . . , λr ∈ R.

Definition 6.4.2. (a) The set of diagonal matrices in u(r) is called the Cartan algebra of u(r) and we denote it
by Cu(r). It is a maximal Abelian Lie subalgebra of u(r).

(b) Consider the stabiliser
Su(r) B {T ∈ U(r) : TXT−1 = X, ∀X ∈ Cu(r)}

and the normaliser
Nu(r) B {T ∈ U(r) : TCu(r)T

−1 ⊂ Cu(r)}

(c) Since Su(r) E Nu(r), we can define the Weyl group of U(r) as the quotient Wu(r) B Nu(r)/Su(r).

From this definitions and the diagonal form of a skew-Hermitian matrix, it is clear that φ ∈ I•(U(r)) is Ad-
invariant if, and only if, its restriction to the Cartan algebra is invariant under the action of the Weyl group.

Remark 6.4.3. Simple computations show that Su(r) = Cu(r) and that Wu(r) is the set of permutation matrices,
from which we deduce that Wu(r)

∼= Sr.

Now, the Cartan algebra is the Lie algebra of the maximal torus T r consisting of diagonal unitary matrices.
We introduce, then, angular coordinates on T r: 0 ≤ θi ≤ 2π, 1 ≤ i ≤ r and set xi B − 1

2πi dθ
i. We can identify the

restriction of φ ∈ I•(U(r)) to the Cartan algebra with a polynomial in the variables x1, . . . , xr (cfr. Remark 6.2.1
(a)). Therefore, as the Weyl group Sr simply permutes these variables, φ ∈ I•(U(r)) is Ad-invariant if, and only
if, it is a symmetric polynomial in its variables.

According to the fundamental theorem of symmetric polynomials, the ring of these polynomials is generated as
an R-algebra by the elementary ones (see ([4], p. 479)):

c1 =
∑
i xi

c2 =
∑
i<j xixj

...
...

...

cr =
∏
i xi

Thus, I•(U(r)) ∼= R[c1, . . . , cr].

Definition 6.4.4. For a matrix X ∈ u(r), the following equality holds:∑
k

ck(X)tk = det
(
1− t

2πi
X

)
∈ I•(U(r))[t]

This is immediate if only one, on the one hand, realises that the functions cj are symmetric with respect to the
eigenvalues of X and that the variables xi are precisely these, normalised, and, on the other hand, bears in mind
Proposition A.2.9.

The above polynomial is known as the universal rank-r Chern polynomial, and its coefficients are called the
universal, rank-r Chern classes.
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Returning to our rank-r vector bundle E:

Definition 6.4.5. The Chern classes of E are the coefficients ck(E) B ck(F (∇)) ∈ H2k(M) of the Chern polyno-

mial of E, ct(E) B det
(
1− t

2πiF (∇)

)
∈ H•(M)[t], where F (∇) denotes the curvature of a connection compatible

with a Hermitian metric on E.

6.4.2 Pontryagin classes

Again, recall that in Subsection 6.1.1 we saw that any metric on a rank-r real vector bundle E over a smooth
manifold M induces a metric-independent O(r)-structure in E, so that E can be identified with the principal
O(r)-bundle of orthogonal frames of E. This will be the principal bundle that will be used in the Chern-Weil
construction of the characteristic classes of E. Again, a connection on this principal bundle can be viewed as a
metric-compatible connection in the associated vector bundle, and to describe this set of characteristic classe we
will need to understand the ring of invariant I•(O(r)). As above, we will identify the elements of Ik(O(r)) with
the degree-k, Ad-invariant polynomials on the Lie algebra o(r) consisting of skew-symmetric r × r real matrices.

Definition 6.4.6. Set m = [r/2] (where [·] denotes the integer part) and denote by J the 2×2 matrix J B
[
0 −1

1 0

]
.

Consider the Cartan algebra of o(r)

Co(r) =


{λ1J ⊕ · · · ⊕ λmJ ∈ o(r) : λj ∈ R} r = 2m

{λ1J ⊕ · · · ⊕ λmJ ⊕ 0 ∈ o(r) : λj ∈ R} r = 2m+ 1

,

which is the Lie algebra of the maximal torus

Tm =


Rθ1 ⊕ · · · ⊕Rθm ∈ O(r) : λj ∈ R} r = 2m

Rθ1 ⊕ · · · ⊕Rθm ⊕ 1R ∈ O(r) r = 2m+ 1

,

where for each θ ∈ [0, 2π] we denoted by Rθ the 2× 2 rotation Rθ B
[
cosθ −sinθ
sinθ cosθ

]
.

As above, we introduce the variables xi B − 1
2πdθ

i, i = 1, . . . ,m. By Proposition A.4.7, it holds that for every
X ∈ o(r), there exists T ∈ O(r) such that TXT−1 ∈ Co(r). Thus, any Ad-invariant polynomial is uniquely defined
by its restriction to the Cartan algebra.

Definition 6.4.7. In a manner completely analogous to that of the previous subsection, we can define the Weyl
group of O(r) as the quotient Wo(r) B No(r)/So(r).

It is easy to see that:

Proposition 6.4.8. Wo(r) is the subgroup of GL(m,R) generated by the involutions

σij : (λ1, . . . , λi, . . . , λj , . . . , λm) 7→ (λ1, . . . , λj , . . . , λi, . . . , λm)

εj : (λ1, . . . , λj , . . . , λm) 7→ (λ1, . . . ,−λj , . . . , λm)

projected to the quotient by So(r).

Again, the restriction of a certain φ ∈ Ik(O(r)) to Co(r) can be identified with a degree-k homogeneous polyno-
mial in the variables x1, . . . , xm invariant under the action of the Weyl group. Using the result above, we infer that
φ must be a symmetric polynomial separately even in each variable. If we invoke, as in the previous subsection,
the fundamental theorem of symmetric polynomials, we conclude that φ must be a polynomial in the elementary
symmetric ones:

p1 =
∑
i x

2
i

p2 =
∑
i<j x

2
ix

2
j

...
...

...

pm =
∏
i x

2
i

Thus, I•(O(r)) ∼= R[p1, . . . , pm].
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Definition 6.4.9. For a matrix X ∈ u(r), the following equality holds:∑
k

pk(X)t2k = det
(
1− t

2π
X

)
∈ I•(O(r))[t]

by the same arguments as in the previous subsection.
The above polynomial is known as the universal rank-r Pontryagin polynomial, and its coefficients are called

the universal, rank-r Pontryagin classes.

Returning to our rank-r vector bundle E:

Definition 6.4.10. The Pontryagin classes of E are the coefficients pk(E) B pk(F (∇)) ∈ H4k(M) of the Pontrya-

gin polynomial of E, pt(E) B det
(
1− t

2πF (∇)

)
∈ H•(M)[t], where F (∇) denotes the curvature of a connection

compatible with a metric on E.

6.4.3 The Euler class

Remark 6.4.11. An object from linear algebra, the Pfaffian, which operates on skew-symmetric linear endomor-
phisms of a vector space, is an important ingredient in the construction of the Euler class of an oriented vector
bundle. If the reader is not well acquainted with it, we suggest they gather now the necessary background material
from Subsection A.4.1.

In the previous subsection, we pointed out that any metric on a rank-r real vector bundle E over a smooth
manifold M induces a metric-independent O(r)-structure in E, so that E can be identified with the principal
O(r)-bundle of orthogonal frames of E. If E is furthermore oriented, we can analogously consider the principal
SO(r)-bundle of positively oriented orthonormal frames (see Subsection 6.1.1).

Now, we know that the groups O(r) and SO(r) share the same Lie algebra o(r) = so(r), and the inclusion
ι : SO(r) ↪→ O(r) induces a morphism of R-algebras ι∗ : I•(O(r)) → I•(SO(r)) (we can think of it as simply
introducing in each component the differential of ι at 1 ∈ SO(r), ι∗ : so(r)→ o(r)). Its injectivity is immediately
deduced from the equality o(r) = so(r), and it is easy that ι∗ is an isomorphism in the odd-rank case.

Definition 6.4.12. To describe the ring of invariants I•(SO(2m)) when r is even, r = 2m, we need again to study
the Cartan algebra Co(2m) = {λ1J ⊕ · · · ⊕ λmJ ∈ o(2m) : λj ∈ R} and the corresponding Weyl group action. The
latter is defined as usual as the quotient Wo(2m) B No(2m)/So(2m).

It is easy to see that:

Proposition 6.4.13. Wo(2m) is the subgroup of GL(m,R) generated by the involutions

σij : (λ1, . . . , λi, . . . , λj , . . . , λm) 7→ (λ1, . . . , λj , . . . , λi, . . . , λm)

ε : (λ1, . . . , λm) 7→ (ε1λ1, . . . , εmλm),

where ε1, . . . , εm = ±1 such that ε1 . . . εm = 1, projected to the quotient by So(2m).

We introduce again the variables xi B − 1
2πdθ

i, i = 1, . . . ,m as in Definition 6.4.6. The Pontryagin O(2m)

invariants
pj(x1, . . . , xm) =

∑
1≤i1≤···≤ij≤m

(xi1 . . . xij )
2

continue to be invariant under the action of Wo(2m).
However, in the even-rank case a new invariant appears: ∆(x1, . . . , xm) B

∏
i xi. In terms of a certain X ∈

Co(2m), we can write

∆(X) =

(
−1

2m

)m
Pf (X),

where Pf (X) denotes the Pfaffian of the skew-symmetric matrix X viewed as a linear map R2m → R2m, where
R2m is endowed with the canonical orientation. Indeed, the above equality is immediate: one needs only note that
X is of the form described in Proposition A.4.7 (b) and then apply the arguments used the prove Proposition A.4.8,
bearing in mind that the xi are again the normalised eigenvalues of X. Note that pm = ∆2.

With a little more work, one can show that:
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Proposition 6.4.14.

I•(SO(2m)) ∼= R[Z1, Z2, . . . , Zm;Y ]/(Y 2 − Zm) (Zj = pj , Y = ∆),

where (Y 2 − Zm) denotes the ideal generated by the polynomial Y 2 − Zm.

Proof. See ([41], p.330).

Remark 6.4.15. Note that the above result contains an abstract-algebraic formulation of Proposition A.4.8.

Remark 6.4.16. (a) One can easily see that Pf (·) ∈ I•(SO(2m)) without resorting to computing the whole
ring of invariants. Indeed, the adjoint action of SO(2m) is simply conjugation by an orthonormal matrix,
i.e., a change of basis. As our first definition of the Pfaffian was intrinsic, it is clear that it is invariant under
this action (see Definition A.4.5). It only remains to heed the identification from Remark 6.2.1 (a), and recall
that Proposition A.4.9 tells us that Pf (·) is a homogeneous polynomial of degree 2m in 2m × 2m variables
(the entries of the matrix it operates on).

(b) Let E be a real vector bundle over a smooth manifold M and choose a connection ∇ compatible with some
metric on E. Let F (∇) denote is curvature. Remark 3.4.6 combined with the final note of Remark 6.1.1
shows that the expression Pf (F (∇)) makes sense.

At last, we have:

Definition 6.4.17. (a) The universal Euler class is defined to be

e(X) B
1

(2π)m
Pf(−X) ∈ Im(SO(2m))

(b) The Euler class of E is the cohomology class e(E) ∈ H2m(M) represented by the Euler form

e(∇) B
1

(2π)m
Pf(−F (∇)) ∈ Ω2m(M)

Remark 6.4.18. As stated by the Chern-Weil theorem 6.3.2, the above cohomology class is independent of the
connection. As we pointed out above, the bundle SO(E) is metric-independent, so that the cohomology class e(E)

is both metric and connection independent, thus making it an invariant of the vector bundle E. This is captured
by our notation.



Chapter 7

The generalised Gauss-Bonnet-Chern
theorem

We have arrived at the final stage of our route. We will now prove a link between the topological and the
geometric properties of an arbitrary vector bundle over a smooth vector bundle, which reduces to a generalisation
of the classical Gauss-Bonnet theorem when applied to the tangent bundle.

If E → M is a real oriented vector bundle over a smooth, compact, oriented manifold M , two apparently
distinct notions of Euler classes naturally associated to E can be defined:

(1) The topological Euler class:
etop(E) = ζ∗0 τE ,

where ζ0 : M → E is the zero section and τE is the Thom class of E.

(2) The geometrical Euler class exposed in the previous chapter, defined as

egeo(E) = e(∇) B
1

(2π)k
Pf (−F (∇)) ∈ H2k(M)

for vector bundles of even rank 2k. We extend this definition to arbitrary vector bundles by setting it to be
identically zero in the odd-rank case.

We set out to prove that these two notions in fact coincide.

Remark 7.0.1. Recall that the unit sphere bundle of E is S(E) B {u ∈ E; |u|g = 1}. The fibres are then copies
of S2k−1.

We denote by π0 the natural projection S(E)→M , and by π∗0(E) the pullback of E to S(E) via the map π0.

We need at this point a technical preliminary lemma:

Lemma 7.0.2. There exists Ψ = Ψ(∇) ∈ Ω2k−1(S(E)) such that

(i) dΨ(∇) = e(π∗0(E))

(ii)
∫
S(E)/M

Ψ(∇) = −1

The form Ψ(∇) is sometimes referred to as the global angular form of the pair (E,∇) (see ([11], subsection
I.6.6)).

Proof. See Appendix II, section E.

Theorem 7.0.3. (Generalised Gauss-Bonnet-Chern). Let E π−→ M be a real, oriented vector bundle over a
smooth, compact, oriented manifold M .

Then

etop(E) = egeo(E)
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Proof. We will distinguish two cases, according to the parity of the rank.

(1) Let the rank of E be odd. We consider the automorphism of E

i : E → E

u 7→ −u

Since the fibres of E are odd dimensional, we deduce that i is orientation-reversing on the fibres. If we denote
by π∗ the integration-along-fibres operator, this implies

π∗i
∗τE = −π∗τE = π∗(−τE)

The Thom isomorphism theorem implies that π∗ is an isomorphism, so that we deduce

i∗τE = (−τE). (7.1)

On the other hand, note that
ζ∗0 i
∗ = (iζ0)∗ = (−ζ0)∗ = (ζ0)∗ (7.2)

Hence, we finally obtain:

etop(E) = ζ∗0 τE
(7.1)
= −ζ∗0 i∗τE

(7.2)
= −ζ∗0 τE

so that etop(E) = 0 and the equality is proven.

(2) Let the rank of E be 2k.

Let ∇ be a connection on E that is compatible with some metric g. First of all, we outline the strategy of
the proof.

Our goal is to explicitly construct a closed form ω ∈ Ω2k
cpt(E) such that the following hold:

(i) π∗ω = 1 ∈ Ω0(M)

(ii) ζ∗0ω = e(∇) = 1
(2π)k

Pf(−F (∇))

Condition (i) coupled with the Thom isomorphism theorem 5.3.15 implies that ω represents the Thom class
in H2k

cpt(E), so that then condition (ii) simply expresses the desired equality.

We start by recalling that the above-defined vector bundle π∗0(E) is endowed with a SO(2k)-structure (see
Remark 6.1.4), and that, furthermore, it admits a tautological, nowhere-vanishing section:

σ : S(Ex) 3 e 7→ e ∈ Ex ∼= (π∗0(E)x)e,

for some x ∈M .

If we denote by e(π∗0(E)) the element of H2k(S(E)) represented by the differential form

e(π∗0∇) =
1

(2π)k
Pf (−F (π∗0∇)) ∈ Ω2k(S(E)),

Proposition D.0.4 tells us that the existence of such a section implies that e(π∗0(E)) vanishes.

Thus, there must exist some Ψ ∈ Ω2k−1(S(E)) such that dΨ = e(π∗0(E)). This is indeed the case, as ensured
by Lemma 7.0.2.

Now, let us denote by r : E → R+ the radial function E 3 e 7→ |e|g. This is of course invariant along spheres.
If we set E0 = E \{zero section} (that is, we remove the 0 element from each fibre), then the following
identification holds:

E0 ∼= (0,∞)× S(E)

e 7→ (|e|, 1

|e|
e)

If we consider a smooth cutoff function (cfr. Subsection B.2.2) ρ = ρ(r) : [0,∞) 7→ R, such that ρ(r) = −1

for r ∈ [0, 1
4 ], and ρ(r) = 0 for r ≥ 3

4 , we can define:
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ω B ω(∇) = −ρ′(r)dr ∧Ψ(∇)− ρ(r)π∗(e(∇))

It holds that ω satisfies condition (ii), since ζ∗0ω = −ρ(0)ζ∗0π
∗e(∇) = e(∇), as sections are right inverses of

the projection and ρ′(r) ≡ 0 near the zero section.

We proceed to show that it also verifies condition (i). We have that, by definition of r:

∫
E/M

ρ(r)π∗e(∇) =

∫
S(E)/M

(∫ ∞
0

ρ(r)

)
π∗0e(∇) = 0,

as the interior integral is just a scalar that we can take out, and the exterior is an along-fibers integral of a
form pulled back to the base, which vanishes by definition (cfr. Proposition 3.2.14 ).

Then:

∫
E/M

ω = −
∫
E/M

ρ′(r)dr ∧Ψ(∇) = −
∫ ∞

0

ρ′(r)dr ·
∫
S(E)/M

Ψ(∇) =

= −(ρ(1)− ρ(0))

∫
S(E)/M

Ψ(∇)
7.0.2 (ii)

= 1

It only remains to show, to complete our programme, that ω is closed. Indeed:

dω = ρ′(r)dr ∧ dΨ(∇)− ρ′(r) ∧ π∗(e(∇))
7.0.2 (i)

= ρ′(r)dr ∧ [π∗0e(∇)− π∗e(∇)]

The above form is identically zero, since π∗0e(∇) = π∗e(∇) (in particular, this equality holds on the support
of ρ′).

Hence ω is closed and the theorem is proved.

We have finally derived the generalisation we endeavoured to proof. We need only bear in mind Theorem 5.3.21
and apply the above result to the tangent bundle and the Levi-Civita connection:

Corollary 7.0.4. (Gauss-Bonnet-Chern). Let (M, g) be a compact, oriented, Riemann manifold of dimension
2n. If R denotes the Riemann curvature, then

χ(M) =
1

(2π)n

∫
M

Pf(−R)

�



Chapter 8

Conclusions

We have finally acquired the generalisation we were chasing. To reach it, it was necessary to develop a wide
range of techniques and definitions in modern differential geometry. We have tried to intertwine several remarks
and references to different problems with the main unifying thread, so as to give the reader a feel for the breadth
and vitality of the area. Any of the pointed-at paths are worth following.

However, we would perhaps like to elaborate on one of them: index theory. It is indeed common to introduce the
seminal Atiyah-Singer index theorem, a landmark of XXth-century mathematics, as a generalisation of the Gauss-
Bonnet-Chern theorem. A more precise statement would be to say that the former result, relating the topological
and the analytical indexes of certain elliptic partial differential operators on manifolds, contains as a particular
case the latter result, via a certain of said operators, d+ d∗, where d is the exterior derivative and d∗ is its adjoint,
constructed using the Hodge star operator. Acquiring the necessary background to state and prove in detail this
remarkable theorem would be the desired, and natural, continuation of the present work. Very good companions
on that journey might be: ([41], Chapters 10 and 11), and [10]. Furthermore, the proof of the Gauss-Bonnet-Chern
via the construction of the Heat Kernel (see [32], Ch. 5) finds a natural coupling with one of the approaches to the
Atiyah-Singer index theorem (see [45]).

Somewhere in between our present position and a proof of the Atiyah-Singer index theorem lies Hodge theory,
whose goal is to study the cohomology groups of a smooth manifold using partial differential equations. A good
starting point, building on the notions we have introduced so far, might be [22].

Lastly, another natural prolongation of our work could be to understand more deeply the theory of characteristic
classes (for which we have already given excellent references in the corresponding chapters), in particular, to
understand how Chern classes fail to capture torsion (see the influential paper [29]).
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Basic preliminaries
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Section A

Linear-algebra preliminaries

We present here some elementary notions of linear algebra, which will be carried on to the field of geometry via
tensor calculus.

In this section, we have mainly selected material from ([41], Ch. 2). We have occasionally given alternative
definitions and proofs where we have deemed it appropriate, especially in the section concerning the Pfaffian.

We assume all the introduced vector spaces to be finite dimensional.

A.1 Tensor products

Definition A.1.1. Let E and F be two vector spaces over the field K (K = R,C). Consider the direct sum

T(E,F ) B
⊕

(e,f)∈E×F

K

That is, the K-free vector space over E × F , each element of which is the formal linear combination of finitely
many elements of the Cartesian product of E and F with coefficients in K.

Inside T(E,F ) sits the linear subspace R(E,F ) spanned by subsets of the form

{λ(e, f)− (λe, f), λ(e, f)− (e, λf), (e+ e′, f)− (e, f)− (e′, f), (e, f + f ′)− (e, f)− (e, f ′)},

where e, e′ ∈ E, f, f ′ ∈ F and λ ∈ K.
We now define the tensor product of the vector spaces E and F over K to be the quotient E ⊗K F B

T(E,F )/R(E,F )

The field of scalars may be dropped in the notation when it is clear from context. If we denote by π the
canonical projection π : T(E,F )→ E ⊗ F , we set e⊗ f B π((e, f))

That is, e⊗ f denotes the class of (e, f) within E ⊗ F .

Remark A.1.2. We get a natural map ι : E ×F → E ⊗F , (e, f) 7→ e⊗ f . The identifications in Definition A.1.1
make it obvious that ι is bilinear.

Note that if {ei}, {fj} are bases of E and F , respectively, then {ei⊗ fj} is a basis of E⊗F , which implies that
dimK(E ⊗K F ) = dimK(E)· dimK(F ).

One fundamental property of the above construction is the so-called universality property, which ensures that
K-bilinear maps E × F → H are in one-to-one correspondence with K-bilinear maps E ⊗ F → H:

Proposition A.1.3. For any linear map Φ : E × F → H there exists a unique linear map Φ̃ : E ⊗ F → H such
that the diagram below is commutative:

E × F E ⊗ F

H
Φ

ι

Φ̃
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Remark A.1.4. The previous construction can be iterated, so that, apparently, with a triple of vector spaces we
can construct two different tensor products.

Using Definition A.1.1 and the universality property from Proposition A.1.3, it is easy to see that, given vector
spaces E,F,H over a field K, the following canonical isomorphisms exist:

(a) E ⊗ F ∼= F ⊗ E
e⊗ f 7→ f ⊗ e

(b) (E ⊗ F )⊗H ∼= E ⊗ (F ⊗H)

(e⊗ f)⊗ h 7→ e⊗ (f ⊗ h)

(c) K⊗K E ∼= E

k · e 7→ e

Isomorphism (b), in particular, implies that there exists an up-to-isomorphism unique triple tensor product,
that we choose to denote by E ⊗ F ⊗H. It is consequently clear that we may now consider, without ambiguity,
arbitrary finite tensor products E1 ⊗ · · · ⊗ En.

Definition A.1.5. (a) Given arbitrary vector spaces E,F over a field K, we denote by HomK(E,F ) the space
of K-linear maps E → F . Again, the field may be dropped in the notation so long as it is clear from context.

(b) The dual of a K-vector space E is the vector space E∗ B HomK(E,K) of K-linear maps E → K. For any
e∗ ∈ E∗ and e ∈ E, we set 〈e∗, e〉 B e∗(e).

Using this duality construction and the definition of tensor product, the result below can be easily proven:

Proposition A.1.6. (a) There exists a natural isomorphism E∗⊗F ∗ ∼= (E⊗F )∗, uniquely defined by: e∗⊗f∗ 7→
Le∗⊗f∗ , where Le∗⊗f∗ is determined by

〈Le∗⊗f∗ , x⊗ y〉 = 〈e∗, x〉 · 〈f∗, y〉 ∈ K,∀x ∈ E, y ∈ F

Note that, combined with the universality property from Proposition A.1.3, this implies that E∗ ⊗ F ∗ can be
naturally identified with the space of bilinear maps E ×K → K.

(b) The adjunction morphism E∗ ⊗ F → Hom(E,F ), given by e∗ ⊗ f 7→ Te∗⊗f , where Te∗⊗f is determined by

〈Te∗⊗f , x〉 = 〈e∗, x〉 · f, ∀x ∈ E,

is an isomorphism.

Definition A.1.7. (a) Let V be a K-vector space. For r, s ≥ 0, set Trs(V ) B V ⊗r ⊗ (V ∗)⊗s, where by definition
V ⊗0 = (V ∗)⊗0 = K. An element of Trs(V ) is called a tensor of type (r,s).

A tensor of type (r, 0) is called contravariant, while a tensor of type (0, s) is called covariant.

(b) The tensor algebra is defined to be T(V ) B
⊕

r,s≥0 T
r
s(V ).

The use of the term algebra is justified by the fact that the tensor product induces bilinear maps

⊗ : Trs(V )× Tr
′

s′ (V )→ Tr+r
′

s+s′ (V )

Indeed, it is easy to see that (T(V ),+,⊗) is an associative algebra.

Remark A.1.8. Proposition A.1.6 tells us, in particular, that a tensor of type (1, 1) can be identified with a linear
endomorphism of V , i.e., T1

1(V ) ∼= End(V ), while a tensor of type (0, k) can be identified with a k-linear map
V × · · · × V︸ ︷︷ ︸

k

→ K.

It is often useful to represent tensors in coordinate systems. We end this subsection by providing such a
description of these objects and reformulating in this way one of the above-introduced identifications:
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Remark A.1.9. (a) Let {ei} be a basis of a vector space V and let {ei} denote the dual basis of V ∗, uniquely
defined using, as usual, the Kronecker delta, by 〈ei, ej〉 B δij .

We then obtain a basis of Trs(V ) by

{ei1 ⊗ · · · ⊗ eir ⊗ ej1 · · · ⊗ ejs/1 ≤ iα, jβ ≤ dimV },

so that any element T ∈ Trs(V ) has thus a decomposition

T = T i1...irj1...js
ei1 ⊗ · · · ⊗ eir ⊗ ej1 · · · ⊗ ejs

(b) As we know, using the adjunction morphism in Proposition A.1.6, we can identify the space T1
1(V ) with the

space End(V ) of linear isomorphisms. Using the bases introduced above, we can now explicitly describe the
adjunction identification as the correspondence that associates to the tensor T = T ij ei⊗ej ∈ T1

1(V ) the linear
operator LT : V → V , λjej 7→ T ijλjei.

A.2 Symmetric and skew-symmetric tensors. The exterior algebra

Remark A.2.1. Let V be a vector space over K = R,C. We set Tr(V ) B Tr0(V ), and we denote by Sr the group
of permutations or r objects. When r = 0, we set S0 B {1}.

Now, every permutation σ ∈ Sr uniquely determines a linear map Tr(V )→ Tr(V ) by the correspondences:

v1 ⊗ · · · ⊗ vr 7→ vσ(1) ⊗ · · · ⊗ vσ(r),∀v1, . . . , vr ∈ V.

We denote this action of σ ∈ Sr on an arbitrary element T ∈ Tr(V ) by σT . In this subsection, we will describe
two subspaces invariant under this action, one of which is especially relevant for geometric purposes, as it is the
set underlying the so-called exterior algebra.

Definition A.2.2. (a) Define Sr : Tr(V )→ Tr(V )

T 7→ 1

r!

∑
σ∈Sr

σT

and Ar : Tr(V )→ Tr(V )

T 7→


1
r!

∑
σ∈Sr ε(σ)σT if r ≤ dimV

0 if r > dimV

Above, we denoted by ε(σ) the signature of the permutation σ. Note that S0 = A0 = 1K.

(b) A tensor T ∈ Tr(V ) is called symmetric (respectively skew-symmetric) if Sr(T ) = T (respectively Ar(T ) = T ).

(c) The natural number r is called the degree of one such tensor.

The space of symmetric tensors (respectively skew-symmetric ones) of degree r will be denoted by Sr(V ) = T

(respectively by Λr(V )).

We set S•V B
⊕

r≥0 Sr(V ) and Λ•V B
⊕

r≥0 Λr(V ).

Definition A.2.3. The exterior product is the bilinear map ∧ : Λr(V )× Λs(V )→ Λr+s(V )

(ωr, ηs) 7→ ωr ∧ ηs B (r + s)!

r!s!
Ar+s(ω

r ⊗ ηs)

Proposition A.2.4. The exterior product has the following properties:

(i) (Associativity) (α ∧ β) ∧ γ = α ∧ (β ∧ γ), ∀α, β, γ ∈ Λ•V .

In particular,

v1 ∧ · · · ∧ vk = k!Ak(v1 ⊗ · · · ⊗ vk) =
∑
σ∈Sk

ε(σ)(vσ(1) ⊗ · · · ⊗ vσ(k)),∀vi ∈ V

.
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(ii) (Super-commutativity) ωr ∧ ηs = (−1)rsns ∧ wr, ∀ωr ∈ ΛrV, ηs ∈ ΛsV .

Proof. These are standard results, whose rigorous verification is however somewhat lengthy. We refer the reader
to ([41], p.48) for a complete proof.

Definition A.2.5. The space (Λ•V,+,∧) is called the exterior algebra of V. It is a Z-graded algebra, i.e.,

(ΛrV ) ∧ (ΛsV ) ⊆ (Λr+sV ),∀r, s ≥ 0

Remark A.2.6. As before, it is convenient to represent skew-symmetric tensors in coordinates. If {e1, . . . , en} is
a basis of the vector space V , then, for any 1 ≤ r ≤ n, the family {ei1 ∧ · · · ∧ eir/1 ≤ i1 < · · · < ir ≤ n} is a basis
of ΛrV , so that any degree-r skew-symmetric tensor T can be uniquely represented as

T =
∑

1≤i1<···<ir≤n

T i1...irei1 ∧ · · · ∧ eir

Note that this means, in particular, that dim(ΛrV ) =
(
n
r

)
.

Definition A.2.7. Let V be an n-dimensional K-vector space. The one-dimensional vector space ΛnV is called
the determinant line of V, and it is denoted by detV .

Remark A.2.8. One of the byproducts of the exterior-algebra construction is that it provides an appropriate
framework in which to formalise the usual notion of determinant in a coordinate-free manner. This is the justifi-
cation for the above-introduced definition.

In particular, let L : V → V be a linear endomorphism of V . It induces an endomorphism ΛnL : detV → detV ,
v1 ∧ · · · ∧ vn 7→ L(v1)∧ · · · ∧L(vn). The one-dimensionality of detV implies that ΛnL is just the multiplication by
some scalar, which we choose to denote by detL. One can easily show that this coincides with the usual notion of
determinant (which we know is independent of the choice of basis) of a matrix representation of L.

Proposition A.2.9. Suppose V is a complex n-dimensional vector space, and A is an endomorphism of V . For
any natural number r, we denote by σr(A) the trace of the induced endomorphism ΛrL : ΛrV → ΛrV , defined in a
manner completely analogous to that of Remark A.2.8.

(a) If A is diagonalizable and its eigenvalues are λ1, . . . , λn, then

σr(A) =
∑

1≤i1<···<ir≤n

λi1 . . . λir

(b)
det(1V + tA) =

∑
r≥0

σr(A)tr,

where t is an arbitrary indeterminate.

Proof. (a) We will prove that, if we denote by A the matrix of L with respect to a chosen basis BV of V (for
instance, a basis of eigenvectors), then ΛrA, the matrix of ΛrL with respect to the induced basis BΛrV is
what is frequently called in the literature the r-th compound matrix of A. The desired result is then a trivial
corollary; this fact will become clear as soon as we introduce this notion.

We borrow from [39] the following definition: Let M be a n × m real or complex-valued matrix, and let
mj1...jr
i1...ir

be the minor of M determined by the rows (i1, . . . , ir) and the columns (j1, . . . , jr). Then, the r-th
compound matrix of M, M (r), is the

(
n
r

)
×
(
m
r

)
matrix whose entries, written in lexicographical order, are

mj1...jr
i1...ir

.

Now, choose a basis BV = {ei, i ∈ {1, .., n}} of V . We know that a basis of ΛrV is then given by the collection
{eI B ei1 ∧ · · · ∧ eir , I = {i1, . . . , ir} ⊆ N B {1, .., n}}. Let A = (aij) denote the matrix of L with respect
to BV . Then, the action of ΛrL on basis elements, of the form eI , can be described in terms of A in the
following way:

ΛrL(eI) = Aei1 ∧ · · · ∧Aeir =
∑

J={j1,...,jr}⊆N

ai1j1 . . . airjrej1 ∧ · · · ∧ ejr =
∑
J⊆N

aIJeJ ,

where aIJ = |aikjl |, k, l = 1, . . . , r, as we wanted to see.
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(b) It is an immediate result if we bear in mind the above-proven equality. Indeed, we have that

det(1V + tA) =

n∏
i=1

(1 + tλi)

Every one of the addends in the expansion of this product corresponds to a product resulting of the choice,
for every i ∈ {1, . . . , n}, of either 1 or (tλi) (with the obvious restriction that each combination must appear
only once, and we must exhaust all possibilities).

Clearly, the arising combinations are exactly those given by σr(A)tr, if we let r ∈ {1, . . . , n = dimV } and
take into account the expression for σr(A) proven above, thereby obtaining the desired equality.

A.3 Duality

As the reader may be aware, duality is a profound mathematical concept arising in many branches of mathemat-
ics. We list here some definitions and results from linear algebra that are relevant to our purposes; in particular,
for tensor calculus and duality in cohomology.

Definition A.3.1. (a) A pairing between two K-vector spaces V and W is a bilinear map B : V ×W → K.

(b) Note that any pairing B : V ×W → K defines a linear map IB : V →W ∗

v 7→ B(v, ·) ∈W ∗

This is called the adjunction morphism associated to the pairing.

Conversely, any linear map L : V →W ∗ defines a pairing BL : V ×W → K

(v, w) 7→ (Lv)(w)

(c) Observe that IBL = L. A pairing B is called a duality if the adjunction map IB is an isomorphism.

Example A.3.2. The natural paiting 〈·, ·〉 : V × V ∗ → K is a duality. Indeed, it is easy to see that I〈·,·〉 = 1V ∗ .
This pairing is called the natural duality between a vector space and its dual. For more details, cfr. ([16], section
4).

One can prove that the notion of duality is compatible with the constructions introduced above:

Proposition A.3.3. Let Bi : Vi×Wi → K, (i = 1, 2) be two pairs of K-vector spaces in duality. Then, there exists
a natural duality B = B1 ×B2 : (V1 ⊗ V2)× (W1 ⊗W2)→ K, uniquely determined by

IB1⊗B2 = IB1 ⊗ IB2 ⇔ B(v1 ⊗ v2, w1 ⊗ w2) = B1(v1, w1) ·B2(v2, w2)

Remark A.3.4. (a) Iterating the result in Proposition A.3.3, we may infer that given two spaces in duality
B : V ×W → K there is a naturally induced duality B⊗r : V ⊗r ×W⊗r → K.

This defines by restriction a pairing ΛrB : ΛrV × ΛrW → K uniquely determined by

ΛrB(v1 ∧ · · · ∧ vr, w1 ∧ · · · ∧ wr) B det(B(vi, wj))1≤i,j≤r

(b) In particular, the natural duality 〈·, ·〉 : V × V ∗ → K induces a duality 〈·, ·〉 : ΛrV × ΛrV ∗ → K, and thus
defines a natural isomorphism ΛrV ∗ ∼= (ΛrV )∗.

This shows that we can regard the elements of ΛrV ∗ as skew-symmetric r-linear forms V r → K.

(c) A duality B : V ×W → K naturally induces a duality B† : V ∗ ×W ∗ → K by

B†(v∗, w∗) B 〈v∗, I−1
B (w∗)〉,

where IB : V →W ∗ is the adjunction morphism associated to the duality B.
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The remarks above, in particular, imply the propagation of an inner product to the exterior algebra:

Proposition A.3.5. Let V be a real Euclidean vector space. Denote its inner product by (·, ·). Then, (·, ·) naturally
induces an inner product on the exterior algebra Λ•V .

Proof. One needs only notice that the standard self-duality defined by (·, ·) induces a self-duality (·, ·) : ΛrV×ΛrV →
R determined by

(v1 ∧ · · · ∧ vr, w1 ∧ · · · ∧ wr) B det((vi, wj))1≤i,j≤r

The right-hand side of the above equality is a Gramm determinant, so that the bilinear form it defines is
symmetric and positive definite.

A.4 Orientation

This an important notion, as we will be working with oriented manifolds and oriented vector bundles over them.

Definition A.4.1. Let V be a real vector space. A volume form on V is a nontrivial linear form on the determiant
line of V , µ : detV → R.

Equivalently, a volume form on V is a nontrivial element of detV ∗ (n = dimV ). Since detV is one-dimensional,
a choice of a volume form corresponds to a choice of a basis of detV .

Definition A.4.2. (a) An orientation on a vector space V is a continuous, surjective map or : detV \ {0} →
{±1}.

We denote by Or(V ) the set of orientations of V . Observe that it consists of exactly two elements.

(b) A pair (V,or) is called an oriented vector space.

(c) Suppose or ∈ Or(V ). A basis ω of detV is said to be positively oriented if or(ω) > 0. Otherwise, the basis
is said to be negatively oriented.

(d) To any basis {e1, . . . , en} of V one can associate a basis {e1 ∧ · · · ∧ en} of detV . Note that a permutation of
the indices changes the associated basis of detV by a factor equal to the signature of the permutation. Thus,
to define an orientation on a vector space, it suffices to specify a total ordering of given basis of the space.

An ordered basis of an oriented vector space (V,or) is said to be positively oriented if so is the associated
basis of detV .

Remark A.4.3. It is useful to present an equivalent way of looking at orientations. To describe it, note that any
nontrivial volume form µ on V uniquely specifies an orientation orµ given by

orµ(ω) B sign(µ(ω)),∀ω ∈ detV \ {0}

We can now define an equivalence relation on the space of nontrivial volume forms by declaring

µ1 ∼ µ2 ⇔ µ1(ω)µ2(ω) > 0,∀ω ∈ detV \ {0}

Then,

µ1 ∼ µ2 ⇔ orµ1 = orµ2

To every orientation or we can associate an equivalence class [µ]or of volume forms such that

µ(ω)or(ω) > 0,∀ω ∈ detV \ {0}

Thus, we can identify the set of orientations with the set of equivalence classes of nontrivial volume forms.
Equivalently, to specify an orientation on V it suffices to specify a basis ω of detV . The associated orientation

orω is uniquely characterised by the condition

orω(ω) = 1
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Proposition A.4.4. An orientation or on an Euclidean vector space (V, g) canonically selects a volume form on
V , that we henceforth choose to denote by Detg=Detorg .

Proof. Let V an Euclidean space where the Euclidean inner product is denoted by g(·, ·). The vector space detV
has an induced Euclidean structure, as we saw in Proposition A.3.5, and, in particular, there exist exactly two
length-one vectors in detV . If we fix one of them, call it ω, and we think of it as a basis of detV , note that it
determines a volume form µg defined by µg(λω) = λ, thereby determining an orientation on V .

Conversely, an orientation or ∈ Or(V ) uniquely selects a length-one vector ω = ωor in detV , which determines
a volume form µg = µor

g .

A.4.1 The Pfaffian

We present here an object, the Pfaffian, that plays an important role in the proof of our aimed-for theorem,
along with some useful basic results.

Definition A.4.5. (a) Let E be an even dimensional vector space (dimE = 2n) equipped with a Euclidean metric
g. Let f : E → E be a skew-symmetric endomorphism.

Then, f induces a form ωf ∈ Λ2E given by ωf (w, v) = g(f(w), v). This is equivalent to defining

ωf =
∑
i<j

aijei ∧ ej =
1

2

∑
i,j

aijei ∧ ej ,

where (aij) is the matrix of f with respect to a positively oriented orthonormal basis of E.

Now, if we consider the power ωnf =

n︷ ︸︸ ︷
ωf ∧ · · · ∧ ωf , we have that 1

n!ω
n
f ∈ Λ2nE, which is one-dimensional, so

that we must have:

1

n!
ωnf = P (e1 ∧ e2 ∧ · · · ∧ e2n)

for some scalar P , which we call Pf(ωf ), the Pfaffian of ωf .

(b) Given a skew-symmetric endomorphism f : E → E of an Euclidean vector space (E, g), we define the Pfaffian
of f to be Pf(f) B Pf(ωf ).

Remark A.4.6. (a) Note that Pf(·) can be seen as an operator on skew-symmetric endomorphisms of an Eu-
clidean space or, equivalently, on skew-symmetric real 2n× 2n matrices.

(b) Pf(f) is independent of the matrix representation chosen for f , as ensures the first intrinsic definition of it
that we gave.

A well-known relation exists between the Pfaffian and the determinant. In particular, the Pfaffian is a square
root of the determinant. To prove it, we first present a pair of preliminary results.

Lemma A.4.7. Let A be a real skew-symmetric 2n× 2n matrix.

(a) Then, the non-zero eigenvalues of A are pure imaginary and come in conjugate pairs.

(b) Let {±iλk}k=1,...,n be the eigenvalues of A.

Then, there exists a matrix B ∈ O(2n) such that

B−1AB =


A1 0 . . . 0

0
. . . 0

...
... 0

. . . 0

0 . . . 0 An

 ,where Ak =

[
0 −λk
λk 0

]
.

This is sometimes refered to in the literature as the normal form of a skew-symmetric matrix (see, for example,
[50]).

Notice that the above matrix may have a zero block, provided that 0 ∈ spec(A).
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Proof. (a) Let λ be a non-zero eigenvalue of A and let v an eigenvector of λ, so that

Av = λv (A.1)

If we know multiply both sides of Equation A.1 by the conjugate of v, we have:

vᵀAv = λvᵀv = λ||v||2 (A.2)

Notice that the left side can be interpreted as the canonical scalar product of vᵀ and Av in C2n, which is
commutative, therefore obtaining:

vᵀAv = (Av)
ᵀ
v = vᵀAᵀv = −vᵀAv, (A.3)

where the last equality follows from the skew-symmetry of A.

If we now take conjugates in Equation A.1, we obtain Av = λv, the substitution of which in Equation A.3
results in vᵀAv = −vᵀλv = −λvᵀv = −λ||v||2.

If we now return to A.2, we deduce: λ||v||2 = −λ||v||2, which implies, as v is non-zero on account of being
an eigenvector, that λ = −λ.

Only pure imaginary numbers verify such equation. We have thus proven that the non-zero eigenvalues of A
are pure imaginary.

Finally, if λ is such an eigenvalue of A, then its conjugate, −λ, is clearly an eigenvalue of A.

(b) As conjugation of A by an othogonal matrix simply amounts to expressing fA, the endomorphism of R2n

defined by A, in an orthogonal basis, we reduce the problem to giving an orthogonal basis in which the matrix
of fA has the desired form.

We start off by choosing an eigenvector e1 of non-zero eigenvalue iλ, and we consider its conjugate e1. The
set {(e1 +e1), i(e1−e1)} contains real vectors that generate an invariant R-vector space of dimension 2, which

we call E1. The restriction of fA to that subspace has the form A|E1
=

[
0 −λ
λ 0

]
.

We switch to the orthogonal space E⊥1 and repeat the above procedure, thereby defining E2. Again, we repeat
this procedure in (E1 ⊕E2)⊥, progressively adding the newly-obtained invariant 2-dimensional subspaces to
the already established ones.

We iterate this process until we reach the {0} subspace by projection to the orthogonal, at the end of which
the matrix of fA with respect to the union of the bases of the Ei subspaces will have the desired form. Note
that the process is well-defined, as we are working over even dimension and we are producing 2-dimensional
subspaces.

Proposition A.4.8. Let f : V → V be a skew-symmetric endomorphism of an oriented Euclidean space V .
Then,

Pf(f)2 = det(f)

Proof. The result is now straightforward. On the one hand, if we consider the complex diagonalisation provided
by Lemma A.4.7, (a), we have that detA =λ2

1 . . . λ
2
n.

On the other hand, it is easy to see that Pf(
[

0 −λ
λ 0

]
) = λ, which implies, by Lemma A.4.7, (b), that Pf(A) =

λ1 . . . λ
.
n

It is useful to give an alternative definition of the Pfaffian that evinces its character of a polynomial on the
entries of a skew-symmetric matrix A:
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Proposition A.4.9. Let (V, g, or) be an oriented Euclidean space of dimension 2n, f : V → V a skew-symmetric
endomorphism and {e1, . . . , e2n} a positively oriented orthonormal basis.

Let A = (aij) be the matrix of A with respect to the basis (ei). Then,

Pf(A) =
(−1)n

2nn!

∑
σ∈S2n

ε(σ)aσ(1)σ(2) . . . aσ(2n−1)σ(2n)

Proof. The result is direct. Indeed, one needs only notice that when considering the n-th power of the form ωf
from Definition A.4.5, this expansion requires one to choose products of combinations of n factors of the form
1
2aijei ∧ ej , with the restriction that the only non-vanishing ones will be those in which each ei appears exactly
once, by the properties of the exterior product.

These combinations are in one-to-one correspondence with the different ways of ordering the set {1, . . . , 2n}.
There only remains to remark that the factor 1

n! comes from the definition of the Pfaffian and 1
2n from that of ωf ,

whereas (−1)n arises by the super-commutativity of the exterior product (see Proposition A.2.4).

A.5 Some complex linear algebra

To finish off, we supply the reader with some elementary definitions in complex linear algebra necessary for the
treatment of complex vector bundles.

Definition A.5.1. (a) Let V be a complex vector space. Its conjugate, V , is the complex vector space which
coincides with V as a real vector spaces, but in which the multiplication by a scalar λ ∈ C is defined by
λ · v B λv, ∀v ∈ V .

(b) The vector space V has a complex dual V ∗c that can be identified with the space of complex-linear maps
V → C. If we disregard the complex structure, we obtain a real dual V ∗r consisting of all real-linear maps
V → R.

Definition A.5.2. A Hermitian metric is a complex bilinear map (·, ·) : V × V → C satisfying the following
properties:

(i) The bilinear form (·, ·) is positive definite, i.e., (u, v) > 0,∀v ∈ V \ {0}.

(ii) For any u, v ∈ V , we have (u, v) = (v, u)

Proposition A.5.3. Let V be a complex (respectively real) n-dimensional vector space endowed with two distinct
Hermitian (respectively Euclidean) metrics g(·, ·), h(·, ·). Then, there exists an endomorphism f : V → V such that

g(v, w) = h(f(v), f(w)), ∀v, w ∈ V

Proof. It suffices to pick orthonormal bases {e1, . . . , en} with respect to g and {v1, . . . , evn} with respect to h (these
can be produced from arbitrary ones via Gram-Schmidt) and define f(ei) = vi, ∀i = 1, . . . , n .

Remark A.5.4. (a) A Hermitian metric defines a duality V × V → C, and hence it induces a complex-linear
isomorphism L : V → V ∗c , v 7→ (·, v).

(b) If V and W are complex Hermitian vector spaces, then any complex linear map A : V → W induces a
complex-linear map A∗ : W → V ∗c

w 7→
(
v 7→ 〈Av,w〉

)
∈ V ∗c ,

where 〈·, ·〉 denotes the natural duality between a vector space and its dual. We can rewrite the above fact
as 〈Av,w〉 = 〈v,A∗w〉

(c) A complex-linear map W → V ∗c is the same as a complex-linear map W → V ∗c . The metric duality defines a
complex-linear isomorphism V ∗c

∼= V so we can view the adjoint A∗ as a complex-linear map W → V .

Remark A.5.5. Let V be a complex vector space, and {e1, . . . , en} be a basis of V over C. This is not a real basis
of V , since dimRV = 2dimCV . However, we can complete this to a real basis; in particular, {e1, ie1 . . . , en, ien} is
a real basis of V .

Definition A.5.6. The canonical orientation of a complex vector space, dimCV = n, is the orientation defined by
e1 ∧ ie1 ∧ · · · ∧ en ∧ ien ∈ Λ2n

R V , where {e1, . . . , en} is any complex basis of V .



Section B

Smooth manifolds

We mainly follow ([41], Chap. 1), with some slight modifications of the material where needed.

B.1 Some preliminary analysis

In this section, we briefly review some classic analytical definitions and results. Indeed, the study of multivariable
calculus serves as propaedeutics for the more abstract theory of manifolds. For an exposition of this subject with
a deep geometric flavour, we refer the reader to the standard work [47].

Definition B.1.1. (a) Let X and Y be two Banach spaces (cfr. ([7], p.1)). We denote by L(X,Y ) the space of
bounded linear operators X → Y .

(b) Let F : U ⊂ X → Y be a continuous function on an open subset U of X. The map is said to be Fréchet
differentiable at u0 ∈ U if there exists T ∈ L(X,Y ) such that

||F (u0 + h)− F (u0)− Th||Y = o(||h||X) as h→ 0

(c) We will use the notation T = Du0
F and we will call T the Fréchet derivative of F at u0.

(d) Assume that the map F : U → Y is differentiable at each point u ∈ U . Then F is said to be of class C1 if
the map u 7→ DuF ∈ L(X,Y ) is continuous.

F is said to be of class C2 if the map u 7→ DuF ∈ L(X,Y ) is of class C1.

One can define inductively Ck and C∞ ( smooth) maps.

Remark B.1.2. Informally speaking, a continuous function is differentiable at a given point if, near said point, it
can be best approximated by a linear map.

When F is differentiable at u0 ∈ U , the operator T in the above definition is uniquely determined by

Th =
d

dt
|t=0F (u0 + th) = lim

t→0

1

t
(F (u0 + th)− F (u0))

Example B.1.3. Let us consider F : U ⊂ Rn → Rm. Using Cartesian coordinates x = (x1, . . . , xn) in Rn and
y = (y1, . . . , ym) in Rm, we can think of F as a collection of m functions on U

F 1 = y1(x1, . . . , xn), . . . , Fm = ym(x1, . . . , xn)

The map F is differentiable at a point p = (p1, . . . , pn) ∈ U if, and only if, the functions F i are differentiable at
p in the usual 1-dimensional sense. The Fréchet derivative of F at p is the linear operator DpF : Rn → Rm given
by the Jacobian matrix :

DpF =
∂(y1, . . . , ym)

∂(x1, . . . , xn)
=



∂y1

∂x1 (p) ∂y1

∂x2 (p) . . . ∂y1

∂xn (p)

∂y2

∂x1 (p) ∂y2

∂x2 (p) . . . ∂y2

∂xn (p)

...
...

...
...

∂ym

∂x1 (p) ∂ym

∂x2 (p) . . . ∂ym

∂xn (p)


The map F is smooth if, and only if, the functions F i(x) are smooth.

61



B.2 Smooth manifolds 62

We now state the basic result that ensures the local propagation of invertibility of the Fréchet derivative of a
smooth function to that function:

Theorem B.1.4. (Inverse function theorem). Let X, Y be two Banach spaces, U ⊂ X open and F : U ⊂
X → Y a smooth map.

If at a point u0 ∈ U the derivative Du0 ∈ L(X,Y ) is invertible, then there exists an open neighbourhood U1

of u0 in U such that F (U1) is an open neighbourhood of v0 = F (u0) in Y and F : U1 → F (U1) is bijective, with
smooth inverse.

Proof. It is a standard result. For a proof, we refer to ([41], p.4). This proof relies on the well-known Banach
fixed-point theorem (see ([12], p.83)).

A direct corollary of the above theorem is the following additional basic result:

Theorem B.1.5. (Implicit function theorem). Let X,Y, Z be Banach spaces, U ⊂ X, V ⊂ Y open sets and
F : U × V → Z a smooth map. Let (x0, y0) ∈ U × V, and z0 B F (x0, y0).

Set F2 : V → Z, y 7→ F (x0, y).
Assume that Dy0F2 ∈ L(X,Y ) is invertible. Then, there exist open neighbourhoods U ⊂ U of x0 in X, V ⊂ V

of y0 in Y , and a smooth map G : U → V such that the set S of solutions (x, y) of the equation F (x, y) = z0 that
lie inside U × V can be identified with the graph of G, i.e.,

{(x, y) ∈ U × V : F (x, y) = z0} = {(x,G(x)) ∈ U × V : x ∈ U}

Proof. See ([41], p.5).

Remark B.1.6. Intuitively, this theorem enables one to approach a problem of the form F (x, y) = z0 as above.
An equation of this sort does not define, in general, a function, but the implicit function theorem ensures the
existence of a locally-valid y = f(x). However, it doesn’t tell us anything about how to find it.

Example B.1.7. With X,Y, Z = R, we can consider the simple x2 + y2 = 1.
We cannot extract from this equation a global function y(x), as it would fail to be a map in neighbourhoods of

the points (1, 0) and (−1, 0), but a locally-valid function exists by virtue of the above theorem.

B.2 Smooth manifolds

We finally come to introduce the basic objects of study of this work, smooth manifolds. Intuitively, differential
geometry studies the geometric properties of objects that are independent of coordinates (that is to say, indepen-
dent of the way we choose to represent the object for the observer).

The prefiguration of the notion of a manifold is already contained in the work of Gauss on surfaces (cfr. [19]).
However, as proves his wonder at Theorema Egregium, Gauss never ceased to see surfaces as lying withing the
space R3. Thus, the truly foundational step, that emancipated manifolds as objects in its own right, was made by
Riemann in his doctoral dissertation ([44]). Riemann understood surfaces as a particular case of a more general
class of objects whose key characterisation was precisely their independence of the system of coordinates chosen
to represent them. In fact, this would prove to be a seminal idea in the history of scientific thought through its
enormous relevance in the theory of relativity (see [46] for more details).

B.2.1 Basic definitions

Definition B.2.1. A smooth manifold of dimension m is a locally compact, second countable Hausdorff space M
together with a collection, called atlas, consisting of the following:

(a) An open cover {Ui}i∈I of M .

(b) A collection of homeomorphisms {Ψi : Ui → Ψi(Ui) ⊂ Rm}i∈I (called charts or local coordinates) such that:

(i) Ψi(Ui) is open in Rm
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(ii) If Ui ∩ Uj 6= ∅, then the transition map Ψj ◦Ψ−1
i : Ψi(Ui ∩ Uj) ⊂ Rm → Ψj(Ui ∩ Uj) ⊂ Rm is smooth.

We say that the charts are smoothly compatible.

Remark B.2.2. (a) As Chern himself pointed out: "A manifold is a sophisticated concept" ([15], p.344), as a
result of which the working-out of particular cases may be of great help for a deeper understanding of this
notion. As we do not have here the room to provide the reader with them in the required detail, we refer
them to the classic work [48] for an abundant collection of examples (see, in particular, the second section of
the first chapter).

(b) It is also possible to define infinite-dimensional manifolds by modelling them on Hilbert or Banach spaces.
As the main theorem of this work falls within the finite-dimensional setting, we will restrict ourselves to it.
We refer the interested reader to [20].

Remark B.2.3. (a) As M is second countable, we can always find an atlas that is at most countable.

(b) Trivially, from the definition of chart we deduce that any open subset A of anm-dimensional manifold inherits
this structure.

(c) Each chart Ψi : Ui → Rm can be viewed as a collection of m functions (x1, . . . , xm) on Ui, i.e,

Ψi(p) = (x1(p), . . . , xm(p))

Consequently, any other chart Ψj can be seen as another collection of functions Ψj(p) = (y1(p), . . . , ym(p)).

The transition map Ψj ◦Ψ−1
i can then be thought of as a collection of maps

(x1, . . . , xm) 7→ (y1(x1, . . . , xm), . . . , ym(x1, . . . , xm))

Remark B.2.4. Note that Rn can be trivially endowed with a manifold structure (Rn,1Rn).

The "local equivalency" of an n-dimensional manifold with the space Rn can be used to deploy all the usual
machinery of analysis on Rn on manifolds. The following definitions establish both the first step towards that end
and the notion of "equivalence" in the category of smooth manifolds.

Definition B.2.5. (a) Let M,N be two smooth manifolds of dimensions m and n respectively. A continuous
map f : M → N is said to be smooth if, for every p ∈ M and for any local charts φ : U → V of M with
p ∈ U and ψ : W → Z of N with f(p) ∈ W , the composition ψ ◦ f ◦ φ−1 : φ(f−1(W ) ∩ U) ⊂ Rn → Z ⊂ Rm

is smooth.

(b) A smooth map f : M → N is called a diffeomorphism if it is invertible and its inverse is also a smooth map.

(c) If M is a smooth m-dimensional manifold, we denote by C∞(M) the linear space of all smooth functions
f : M → R. (It is straightforward to check that it is indeed a vector space with pointwise sum and real scalar
multiplication as operations).

The above-laid out implicit function theorem turns out to give us a general recipe for producing manifolds, that
we expose below. A lower-dimensional case of this result is a staple ingredient in differential-curves-and-surfaces
courses, under the name of the regular value theorem (see [18], p.59).

Proposition B.2.6. Let M be a smooth manifold of dimension m and f1, . . . , fk ∈ C∞(M). Define

Z = Z(f1, . . . , fk) B {p ∈M : f1(p) = · · · = fk(p) = 0} =

k⋂
i=1

f−1
i (0)

Assume that the functions f1, . . . , fk are functionally independent along Z, that is, for each p ∈ Z, there exist
local coordinates x = (x1, . . . , xm) defined in a neighbourhood of p in M such that xi(p) = 0 for i ∈ {1, . . . ,m} and
the k ×m matrix Jacobian matrix

∂f

∂x
|p B



∂f1

∂x1
∂f1

∂x2 . . . ∂f1

∂xm

∂f2

∂x1
∂f2

∂x2 . . . ∂f2

∂xm

...
...

...
...

∂fk
∂x1

∂fk
∂x2 . . . ∂fk

∂xm


x1=···=xm=0

has rank k. Then, Z has a structure of smooth manifold of dimension mk.
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Proof. See ([41], p.8).

The above result serves as motivation for the following definition:

Definition B.2.7. Let M be an m-dimensional manifold. A codimension-k submanifold of M is a subset S ⊂M
locally defined as the common zero locus of k functionally independent functions {f1, . . . , fk} ⊂ C∞(M).

Naturally, Proposition B.2.6 guarantees that any submanifold N ⊂M has a natural smooth structure so that it
becomes a manifold in its own right. Furthermore, the inclusion map i : N ↪→M is smooth.

We introduce now an object which will appear abundantly in the following chapters:

Definition B.2.8. A Lie group is a smooth manifold G together with a group structure on it such that the map
G×G, (g, h) 7→ g · h−1 is smooth (in other words, the group operations are).

To end this subsection, we consider the notion of a manifold with boundary, needed to accommodate objects
that would be manifolds were not for the fact that they have an "edge". Here is a visualisation:

Figure B.1: Manifold with boundary. Extracted from ([31], p.25).

Definition B.2.9. (a) For n ≥ 1, we define Hn B {(x1, . . . , xn) ∈ Rn : xn ≥ 0}. Naturally, Hn has the induced
topology of Rn.

(b) A manifold with boundary is defined in a manner completely analogous to that of Definition B.2.1, with
the only modification that the definition of a chart is now extended to allow homeomorphisms of the form
ϕ : U → Hn. These are called boundary charts.

A point p ∈ M is called a boundary point if it lies in the domain of a boundary chart. A point p ∈ M is
called an interior point if it lies in the domain of a standard chart.

The set of all boundary points of M is denoted by ∂M and the set of all interior points of M is denoted by
Int(M). It can be shown that these two sets are disjoint.

An orientation on M induces an orientation on ∂M .

Remark B.2.10. If M is an n-manifold with boundary, then ∂M is an (n − 1)-manifold (in the old sense) and
Int(M) is an n-manifold (again in the old sense). In particular, ∂∂M = ∅.

B.2.2 Cut-off functions

This is a brief technical subsection, where we state the existence of a certain type of differential functions that
come in handy for different applications in geometry.

Definition B.2.11. The support of a function f ∈ C∞(M) is the closed set of M supp(f) B {p ∈M : f(p) 6= 0}.

Proposition B.2.12. Let U be an open set of M i K ⊂ U compact.
Then, there exists a differentiable function f : M → [0, 1] such that f = 1 in K, and supp(f) is a compact

subset of U .
We call f a cut-off function associated to the pair (K,U).

Proof. See ([17], subsection 1.3.1) for a constructive proof.
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B.2.3 Partitions of unity

We state here a technical result that underpins some basic geometric facts. For instance, it is a standard
requirement to prove the universal existence of Riemannian metrics on smooth manifolds and to define integration
over them.

Definition B.2.13. Let M be a smooth manifold and U = (Uα)α∈A an open cover of M . A (smooth) partition of
unity subordinated to this cover is a family {fβ}β∈B ⊂ C∞(M) satistying the following conditions:

(i) 0 ≤ fβ ≤ 1.

(ii) There exists some φ : B → A such that suppfβ ⊂ Uφ(β), i.e., the support of every fβ is included in some open
set of the cover.

(iii) The family ( suppfβ)β∈B is locally finite, i.e., any point x ∈ M admits an open neighbourhood intersecting
only finitely many of the supports ( suppfβ)β∈B.

(iv)
∑
β∈B fβ(x) = 1 for all x ∈M .

Proposition B.2.14. (a) For any open cover U = (Uα)α∈A of a smooth manifold M , there exists at least one
smooth partition of unity (fβ)β∈B subordinated to U such that supp(fβ) is compact for any β ∈ B.

(b) If we drop the requirement for compact supports, then we can find a partition of unity in which A = B and
φ = 1A.

Proof. For a complete proof, we refer the reader to ([1], p.76).
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Section C

Some computations in Riemannian
geometry

We present here a pair of computations needed for the proof of Lemma 7.0.2:

Example C.0.1. (The second fundamental form of the sphere.) Let A : R3 → R3 be a selfadjoint, invertible
linear operator with at least one positive eigenvalue. Using Proposition B.2.6, one can show that the quadric

QA = {u ∈ R3 : g0(Au, u) = 1},

where g0 is the usual Euclidean metric, is non-empty and smooth.
Now, let u0 ∈ QA and consider the space (Au0)⊥. Set n(u) B Au

|Au| . Consider an orthonormal frame (e0, e1, e2)

of R3 such that e0 = n(u0). Denote the Cartesian coordinates in R3 with respect to this frame by (x0, x1, x2).
The second fundamental form of QA at u0 is

Nn(∂xi , ∂xj ) = g0u0
(∂xin, ∂xj )

Computing

∂xin = ∂xi

(
Au

|Au|

)
= ∂xi(g0(Au, u)−

1
2 )Au+

1

|Au|
A∂xiu

= −g0(∂xiAu,Au)

|Au| 32
Au+

1

|Au|
∂xiAu

Hence,

Nn(∂xi , ∂xj )|u0
=

1

|Au0|
g0(A∂xiu, ej)|u0

=
1

|Au0|
g0(∂xiu,Aej)|u0

=
1

|Au0|
g0(ei, Aej),

which implies, in the particular case where A = 1
r21 so that QA is the sphere of radius r, that the first and the

second fundamental forms of QA coincide.

Example C.0.2. (Area of the k-sphere.) Let u = (u1, . . . , uk) denote the coordinates on Sk ↪→ Rk+1 obtained
via the stereographic projection from the south pole.

A straightforward (but tedious) calculation shows that the round metric g0 on Sk (that is, the metric induced
on Sk by the ordinary Euclidean metric) expressed in these coordinates is given by

g0 =
4

(1 + u2)2

(
(du1)2 + · · ·+ (duk)2)

)
,

where u B (u1)2 + · · ·+ (uk)2. (For details, see ([30], p.37)).
We want to compute the k-dimensional area of Sk, defined as

σk B

∫
Sk
dvgo ,

where dvgo is the volume form associated to the round metric.
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Now, let Bn(r) B {(x1, . . . , xn) ∈ Rn : x2
1 + · · · + x2

n ≤ r2} be the ordinary n-ball in Rn and consider
Sn(r) B {(x1, . . . , xn) ∈ Rn : x2

1 + · · ·+ x2
n = r2}.

Notice that to compute the n-dimensional area of Sn(r), defined analogously as the integral over Sn(r) of the
volume form associated to the pull-backed Euclidean metric, it suffices to compute the volume of Bn(r) and derivate
(with respect to r). It is well-know that this volume is

vol(Bn(r)) =
π
n
2

Γ( 1
2n+ 1)

rn,

where Γ is Euler’s gamma function

Γ(s) =

∫ ∞
0

ts−1e−tdt

.
(We do not have here the room to provide all the somewhat lengthy calculations, but a detailed and clear

exposition is to be found in [21])). Therefore, the area of Sn(r) is given by

dvol(Bn(r))

dr
=

2π
n
2

Γ(n2 )
rn−1

If we reduce to the unitary-sphere case Sk = Sk+1(1), we finally obtain

σk =
2π(k+1)/2

Γ(k+1
2 )

(C.1)



Section D

Reductions of principal bundles

Definition D.0.1. Let ϕ : H → G be a smooth morphism of Lie groups.

(a) If P is a principal H-bundle over the smooth manifold M defined by the open cover (Uα), and gluing cocycle
hαβ : Uαβ → H, then the principal G-bundle defined by the gluing cocycle gαβ B ϕ ◦ hαβ : Uαβ → G is said
to be the ϕ-associate of P, and it is denoted by ϕ(P ).

(b) A principal G-bundle Q over M is said to be ϕ-reducible, if there exists a principal H-bundle P → M such
that Q = ϕ(P ).

Remark D.0.2. Set I•(G) B
⊕

k≥0 I
k(G) (see Subsection 6.2). The morphism ϕ : H → G in the above definition

induces a morphism of R-algebras ϕ∗ : I•(G)→ I•(H) (we can think of it as simply introducing in each component
the differential of ϕ at e ∈ H, ϕ∗ : h→ g).

The elements of ker ϕ∗ ⊂ I•(G) are called universal identities.

Proposition D.0.3. Let P be a principal G-bundle oer a smooth manifold M which can be reduced to a principal
H-bundle Q.

Then for every η ∈ ker ϕ∗ we have

η(P ) = 0 ∈ H•(M)

Proof. As above, if we denote by ϕ∗ the differential of ϕ at e ∈ H, then ϕ∗ : g→ h.
We pick a connection {Aα} on Q, and denote by {Fα} its curvature. Then the collection {ϕ∗(Aα)} defines a

connection on P with curvature {ϕ∗(Fα)}.
Finally,

η(ϕ∗(Fα)) = (ϕ∗η)(Fα) = 0

Proposition D.0.4. Let E be a rank 2k real, oriented vector bundle over the smooth manifold M .
If E admits a nowhere-vanishing section σ, then the geometrical Euler class of E (see Subsection 6.4.3) verifies:

e(E) = 0.

Proof. To start off, choose an Euclidean metric on E (cfr. Remark 6.1.2) so that, E is now equipped with a SO(2k)-
structure (see Remark 6.1.4).

Now, as σ is nonwhere-vanishing, the span <σ(p)> ⊂ Ep is one dimensional for each p ∈M . Thus, σ generates
a real line subbundle of E. Therefore, E splits as an orthogonal sum E = L⊕ L⊥.

Note that the orientation on E, and the orientation on L defined by σ induce an orientation on L⊥, so that L⊥

is endowed with a SO(2k − 1)-structure.
That is to say that the SO(2k)-structure of E can be reduced to an SO(1)×SO(2k−1) ∼= SO(2k−1)-structure.

Denote by i∗ the inclusion-induced morphism I•(SO(2k)) → I•(SO(2k − 1)) and by ek the universal Euler class
in I•(SO(2k)) (see Definition 6.4.17).

Clearly, it is i∗(ek) = 0, so that ek ∈ ker i∗. It is then derived from D.0.3 that ek = 0 and, therefore, e(E) = 0,
as we wanted to show.
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Section E

Proof of Lemma 7.0.2

Let π : E → M be a real oriented vector bundle over a smooth, compact, oriented manifold M . Denote by
S(E) the unitary sphere bundle of E (see Remark 7.0.1).

Lemma E.0.1. There exists Ψ = Ψ(∇) ∈ Ω2k−1(S(E)) such that

(i) dΨ(∇) = e(π∗0(E))

(ii)
∫
S(E)/M

Ψ(∇) = −1

Proof. We denote by ∇ the pullback of ∇ to π∗0E. The tautological section ΥS(E) → π∗0E can be used to
produce an orthogonal splitting π0E = L ⊕ L⊥, where L is the real line bundle spanned by Υ (see the proof of
Proposition D.0.4) and L⊥ is its orthogonal complement in π∗0E with respect to the pulled-back metric g. Denote by
P : π∗0E → π∗0E the orthogonal projection onto L⊥. Using P , we can produce a new metric-compatible connection
∇̃ on π∗0E by

∇̃ = (trivial connection on L)⊕ P∇P

We have an equality of differential forms π∗0e(∇) = e(∇) = 1
(2π)k

Pf (−F (∇)).
Now, since the curvature of ∇̃ splits as a direct sum F (∇̃) = 0⊕ F ′(∇̃), where F ′(∇̃) denotes the curvature of

∇̃|L⊥ , we deduce that Pf (F ′(∇̃)) = 0.
We denote by ∇t the connection ∇̃+ t(∇− ∇̃) (in a manner analogous to Remark 3.3.4), so that ∇0 = ∇̃, and

∇1 = ∇. If F t is the curvature of ∇t, we deduce from the transgression formula (6.4) that

π∗0e(∇) = e(∇)− e(∇̃) = d

[(
−1

2π

)k
k

∫ 1

0

Pf (∇− ∇̃, F t, . . . , F t)dt
]

We claim that the form

Ψ(∇) B

(
−1

2π

)k
k

∫ 1

0

Pf (∇− ∇̃, F t, . . . , F t)dt

satisfies the conditions required.
By construction, dΨ(∇) = π∗0e(∇), so that all we need to prove is

∫
S(E)/M

Ψ(∇) = −1 ∈ Ω0(M). It suffices to
show that the integral of Ψ(∇) along each fibre Ex of E is -1.

Along each fibre Ex, π∗0E is naturally isomorphic with a trivial bundle:

π∗0E|Ex ∼= (Ex × Ex → Ex)

Furthermore, the connection ∇ restricts to Ex as the trivial connection. π∗0E|Ex can be identified, by the choice
of an orthonormal basis of Ex, with the trivial bundle R2k over R2k. The unit sphere S(Ex) is then identified with
the unit sphere S2k−1 ⊂ R2k. The splitting L⊕L⊥ over S(E) restricts over S(Ex) as the splitting R2k = ν⊕TS2k−1,

where ν denotes the normal bundle (see Definition 4.3.2) of S2k−1 ↪→ R2k. The connection ∇̃ is then the direct
sum of the trivial connection on ν and the Levi-Civita connection on TS2k−1 (see Definition 4.2.7).

Fix a point p ∈ S2k−1 and denote by x = (x1, . . . , x2k−1) a collection of normal coordinates near p (see Definition
4.2.14), such that the basis {∂xi |p}i is positively oriented. Set ∂i B ∂xi for i = 1, . . . , 2k− 1. Denote the unit outer
normal vector field by ∂0. For α = 0, 1, . . . , 2k − 1, set fα = ∂α|p. The vectors {fα} form a positively-oriented
orthonormal basis of R2k.
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We will use Latin letters to denote indices running from 1 to 2k−1, and Greek letters to denote indices running
from 0 to 2k − 1. We can decompose

∇i∂α = (∇i∂α)ν + (∇i∂α)τ ,

where the superscript ν indicates the normal component, while the superscript τ indicates the tangential component.
Since we are working with normal coordinates, it holds that, at p,

0 = ∇̃i∂j = (∇i∂j)τ ,

from which we deduce that
∇i∂j = (∇∂j)ν at p

Hence, ∇i∂j = (∇i∂j , ∂0)∂0 = −(∂j ,∇i∂0)∂0.
If we recall that ∇ is the trivial connection in R2k, we deduce that

∇i∂0|p =

(
∂

∂fi
∂0

)
|p = fi = ∂i|p,

from which we infer that
∇i∂j = −δji∂0 at p,

where δij denotes the Kronecker symbol.
If we denote by {θi} the local frame of T ∗S2k−1 dual to {∂i}, then we can reformulate the above equality as

∇∂j = −(θ1 + · · ·+ θ2k−1)⊗ ∂0

On the other hand, ∇i∂0 = ∂i, i.e.,

∇∂0 = θ1 ⊗ ∂1 + · · ·+ θ2k−1 ⊗ ∂2k−1

Since x = (x1, . . . , x2k−1) are normal coordinates with respect to the Levi-Civita connection ∇̃, we deduce that
∇̃∂α = 0, ∀α, so that

A B (∇− ∇̃)|p =



0 −θ1 . . . −θ2k−1

θ1 0 . . . 0

θ2 0 . . . 0
...

...
...

...
θ2k−1 0 . . . 0


Denote now by F 0 the curvature of∇0 = ∇̃ at p. Then, F 0 = 0⊕R, where R denotes the Riemann curvature of ∇̃

at p. The computations from Example C.0.1 show that the second fundamental form of the embedding S2k−1 ↪→ R2k

coincides with the first fundamental form, the induced Riemann metric gS . Using Theorema Egregium (cfr. 4.3.4)
we get

gS
(
R(∂i, ∂j)∂k, ∂l

)
= δilδjk − δikδjl

In matrix format, we have F 0 = 0⊕ (Ωij), where Ωij = θi ∧ θj . The curvature F t at p of ∇t = ∇̃+ tA can be
computed using Equation (6.2) in the proof of the Chern-Weil theorem. We therefore get

F t = F 0 + t2A ∧A = 0⊕ (1− t2)F 0

We can now proceed to evaluate Ψ(∇):

Ψ(∇)|p =

(
−1

2π

)k
k

∫ 1

0

Pf (A, (1− t2)F 0, . . . , (1− t2)F 0)dt

=

(
−1

2π

)k
k

(∫ 1

0

(1− t2)k−1dt

)
Pf (A,F 0, F 0, . . . , F 0) (E.1)

We set F B F 0 for simplicity. To evaluate the Pfaffian in the right-hand side of the above formula, we use the
polarisation formula from Remark 6.2.1 (a) and Proposition A.4.9. We get:

Pf (A,F, F, . . . , F ) =
(−1)k

2kk!

∑
σ∈S2k

ε(σ)Aσ(0)σ(1)Fσ(2)σ(3) . . . Fσ(2k−2)Fσ(2k−1)
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For i = 0, 1, we define Si = {σ ∈ S2k : σ(i) = 0}. We deduce that:

2kk!Pf (A,F, F, . . . , F ) = (−1)k
∑
σ∈S0

ε(σ)(−θσ(1)) ∧ θσ(2) ∧ · · · ∧ θσ(2k−2) ∧ θσ(2k−1)

+(−1)k
∑
σ∈S1

ε(σ)θσ(0) ∧ θσ(1) ∧ · · · ∧ θσ(2k−2) ∧ θσ(2k−1)

For each σ ∈ S0 we get a permutation φ B φσ =
(
σ(1), σ(2), . . . , σ(2k− 1)

)
∈ S2k−1 such that ε(σ) = ε(φ) and,

similarly, for each σ ∈ S1 we get a permutation φ B φσ =
(
σ(0), σ(2), . . . , σ(2k−1)

)
∈ S2k−1 such that ε(σ) = ε(φ)

Consequently,
2kk!Pf (A,F, F, . . . , F ) = 2(−1)k+1

∑
φ∈S2k−1

ε(φ)θφ(1) ∧ · · · ∧ θφ(2k−1)

= 2(−1)k+1(2k − 1)!θ1 ∧ · · · ∧ θ2k−1 = 2(−1)k+1dVS2k−1 ,

where dVS2k−1 denotes the Riemannian volume form on the unit sphere Sk−1. Using the second equality in Equation
(E.1), we obtain

Ψ(∇)|p =

(
−1

2π

)k
k

(∫ 1

0

(1− t2)k−1dt

)
· 2(−1)k+1(2k − 1)!dVS2k−1

= − (2k)!

(4π)kk!

(∫ 1

0

(1− t2)k−1dt

)
dVS2k−1

Using the computations from Example C.0.2, we get that

ω2k−1 B

∫
S2k−1

dVS2k−1 =
2πk

(k − 1)!
,

which implies that ∫
S2k−1

Ψ(∇) = −ω2k−1
(2k)!

(4π)kk!

(∫ 1

0

(1− t2)k−1dt

)
= − (2k)!

22k−1k!(k − 1)!

(∫ 1

0

(1− t2)k−1dt

)
The above integral can be evaluated inductively using the substitution t = cos ϕ. We have:

Ik B

∫ 1

0

(1− t2)k−1dt =

∫ π/2

0

(cosϕ)2k−1dϕ

=

[
(cosϕ)2k−2sinϕ

]π/2
0

+ (2k − 2)

∫ π/2

0

(cosϕ)2k−3(sinϕ)2dϕ

= (2k − 1)Ik−1 − (2k − 2)Ik,

so that
Ik =

2k − 3

2k − 2
Ik−1

It is then immediate to see that ∫
S2k−1

Ψ(∇) = −1,

as we wanted to show.
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