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Abstract

The aim of this work is to introduce the reader to the world of dessins d’enfants
and the action of the absolute Galois group of the rational numbers, that is the Ga-
lois group of the field extension Q|Q, where Q stands for the algebraic closure of
the rationals, on them. In order to do that, we first define the concept of Riemann
surface and check its correspondence with algebraic curves and fields of functions.
Then, we prove the key theorem that made possible the action just mentioned, the
Belyi Theorem. Finally, in the last chapter we deal with this action, its invariants
and give some explicit examples of Belyi functions on the Riemann sphere.
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Introduction

In mathematics it is not very common to find simple ways to study difficult
and abstract concepts or problems. Most of the times what happens is exactly
the inverse: arising from what seems an innocent question we get some of the
most difficult open problems. One example of the first type is the absolute Galois
group of the rational numbers, that is the Galois group of the algebraic closure of
the rationals numbers over the rational numbers. It is a very important object, as
it encodes all classic Galois theory. The problem is there is no direct description
of it in terms of generators and relations.

In 1979 the mathematician G.V. Belyi, with a simple proof, established the
two direction criterion for an algebraic curve, or equivalently a compact Riemann
surface, to be defined in the algebraic closure of the rational numbers. This result,
known as the Belyi Theorem, made an impact on A. Grothendieck, who wrote in
his Esquisse d’un Programe:

This discovery, which is technically so simple, made a very strong impression
on me, and it represents a decisive turning point in the course of my reflec-
tions, a shift in particular of my centre of interest in mathematics, which sud-
denly found itself strongly focused. I do not believe that a mathematical fact
has ever struck me quite so strongly as this one, nor had a comparable psy-
chological impact. This is surely because of the very familiar, non-technical
nature of the objects considered, of which any child’s drawing scrawled on a
bit of paper (at least if the drawing is made without lifting the pencil) gives
a perfectly explicit example. To such a dessin we find associated subtle arith-
metic invariants, which are completely turned topsy-turvy as soon as we add
one more stroke.

This work of Grothendieck was a proposal submitted by the mathematician in
order to get a position in a french center. It was not published until many years
later when all the ideas of the manuscript were put together in various books,
mainly by the mathematician Leila Schneps.

In this proposal, Grothendieck, among other innovative ideas, developed the
theory of dessins d’enfants, that are graphs embedded in a Riemann surface, and
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Introduction iii

its relation with Galois theory. These objects were described many years before,
but was Grothendieck who realized their possibilities. From that moment, the
study of the action of the absolute Galois group of the rationals on dessins is an
open problem. The aim of the researchers is to study its invariants, but it is still
unknown the full list and description of them, and its orbits.

When I started to read about this topic I found it incredible, as it allows us to
study a very important concept using very simple objects, which led me to do this
project. Its main objective is to give the reader an introductory vision to the world
of dessins d’enfants, its relation with concepts of Galois theory and some examples
of Belyi functions. Some results will be left without proof if they are not a main
result to achieve this goal, but a reference to check them will always be given.

In the first chapter we give a brief review of Riemann surfaces, defining all
the concepts related to them and studying its relation with algebraic curves. To
this end, we have to consider the set of all meromorphic functions on a Riemann
surface, that as we will see forms a field of transcendence degree one over the
complex numbers.

The second chapter is entirely devoted to the proof of the famous Belyi Theo-
rem mentioned above. We will check the two directions of this result, the only if
part has a relatively short proof due to Belyi himself, but for the if we will have to
first introduce algebraic concepts such as valuations or infinitessimal specializa-
tions and use a criterion related to the monodromy homomorphism of a function.

In the last chapter, once the Belyi theorem is proved, we are ready to define
dessins d’enfants. We will talk about combinatorial concepts such as maps and hy-
permaps that will allow us to define these objects and we will define the absolute
Galois group as a profinite group. Finally, we will talk about the action, some of its
invariants and will check that it is faithful when restricted to the Riemann sphere.
At the end, some explicit examples of Belyi functions on the Riemann sphere will
be given.



Chapter 1

Riemann surfaces

In this chapter we will give a brief review on Riemann surfaces. We will define
the concept, give some examples and then establish its relation with function fields
and curves.

1.1 Basic definitions and examples

Definition 1.1. A topological surface X is a Hausdorff topological space provided with a
collection {ϕi : Ui −→ ϕi(Ui)}, with i ∈ I, of homeomorphisms (called charts) from open
subsets Ui ⊂ X (called coordinate neighbourhoods) to open subsets ϕi(Ui) ⊂ C such that:

1. the union
⋃

i Ui covers the whole space X

2. whenever Ui ∩Uj 6= ∅, the transition function

ϕj ◦ ϕ−1
i : ϕi(Ui ∩Uj) −→ ϕj(Ui ∩Uj)

is a homeomorphism

A collection of charts fulfilling these properties is called a (topological) atlas, and the
inverse ϕ−1

i of a chart is called a parametrization.

In order to define a Riemann surface, recall a function f : Ω −→ C, with Ω ⊂ C

an open set, is holomorphic if for any z ∈ Ω the following limit exists:

lim
w→z

f (w)− f (z)
w− z

1



2 Riemann surfaces

Definition 1.2. A Riemann Surface is a connected topological surface such that the tran-
sition function of the atlas are holomorphic mappings between open subsets of the complex
plane C.

Let’s take a look at some introductory examples of Riemann surfaces:

Example 1.3. Clearly, as a first trivial example, any connected open set U in the
complex plane together with the identity function is a Riemann surface, hence the
atlas is (U, Id). As interesting cases we have the whole plane C, the disc unit
D = {z ∈ C | |z| < 1} or the upper half-plane H = {z ∈ C | Im(z) > 1}

Example 1.4. The name Riemann Sphere or extended complex plane is given to the
following Riemann surface Ĉ. Take the complex plane C and add a new point
denoted by ∞, and so Ĉ = C ∪ {∞}. In this point the topology, as the nota-
tion indicates, is the following: as we escape from all points in the plane we get
closer to ∞. A collection of fundamental neighbourhoods of ∞ is provided by the
family of sets D(∞, R) = {z ∈ C, |z| > R} ∪ {∞}. Now, in order to determine
the Riemann Surface structure, we define these two charts and their coordinate
neighbourhoods:

1. U1 = C, ψ1(z) = z

2. U2 = Ĉ \ {0}, ψ2(z) =

{
1/z if z 6= ∞

0 if z = ∞

For the next example recall the complex projective space Pn(C) is the quotient
of Cn+1 \ {0} by the equivalence relation that identify vectors v, λv ∈ Cn+1 \ {0}
for any λ ∈ C \ {0}. A point in Pn(C) can be represented by homogeneous
coordinates [Z1, ..., ZN ] with [λZ1, ..., λZN ] representing the same point.

Example 1.5. A Riemann surface structure can be given to the complex projective
line, P1 := P1(C) via the charts:

1. U1 = {[z0 : z1] | z0 6= 0}, φ1([z0 : z1]) =
z1
z0

2. U2 = {[z0 : z1] | z1 6= 0}, φ2([z0 : z1]) =
z0
z1

Notice these two objects just defined are eventually the same, as we can identify
a point z of the Riemann sphere with [z : 1] and the point ∞ with [1 : 0]. In fact
they both are the one-point compactification of the complex plane.
Let’s now study an example that will give us a hint of the relations that Riemann
surfaces have with algebraic concepts, which we will deal with in the next sections:
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Example 1.6. Consider the algebraic equation y2 = ∏
2g+1
k=0 (x− ak) where the values

{ak} with k ∈ {1, ..., 2g + 1} are 2g + 1 distinct complex numbers. We define:

S = {(x, y) ∈ C2 | y2 =
2g+1

∏
k=0

(x− ak)} (1.1)

We can dotate S with a Riemann surface structure defining a chart (U, ϕ) around
every point of it. Instead we will describe a parametrization for each (x0, yo) ∈ S:

• If x0 6= ai (and so y0 6= 0) we take

ϕ−1(z) = (z + x0,

√√√√2g+1

∏
k=0

(z + x0 − ak)) (1.2)

defined in a disc small enough so that z does not reach any value ai. Notice
we take the branch of the square root such that its value at x0 is y0.

• If the point is (ai, 0) we take

ϕ−1
i (z) = (z2 + ai, z

√
∏
k 6=i

(z2 + ai − ak)) (1.3)

defined in a disc small enough so that z2 + ai does not reach any other
root. In this case the choice of the square root is irrelevant. Notice that
ϕ ◦ ϕ−1

i (z) = z2 + ai is clearly holomorphic.

In order to check that S is connected it is enough to see that whenever x describes

a path joining x0 to aj the map x 7→ (x,
√

∏
2g+1
k=0 (x− ak)) describes a path in S

joining (x0, ∏
2g+1
k=1 (x0− ak)) to (aj, 0). Therefore S is a connected Riemann surface.

Now, following the previous Example 1.4, we can obtain a compact surface just by
adding an additional point ∞ and properly defining the charts around it. In this
case a parametrization of a neighbourhood of this new point is:

φ−1(z) =

(1/z2, 1/z2g+1(
√

∏
2g+1
k=1 (1− akz2)), 0 < |z| < ε

∞, z = 0
(1.4)

Notice that ϕ ◦ φ−1(z) = 1/z2 is holomorphic since its domain of definition does
not contain z = 0 and we don’t have to check the case between φ and ϕj since
we can choose its domains as disjoint sets. Therefore S̊ = S ∪ {∞} is a Riemann
surface and it is compact as we can decompose it as two compact sets:

{(x, y) ∈ S | |x| ≤ 1/ε} ∪ ({(x, y) ∈ S | |x| ≥ 1/ε} ∪ {∞})
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Concepts related to complex analysis can be defined on a Riemann surface,
beginning with holomorphic functions:

Definition 1.7. Let S be a Riemann surface and f : S −→ C a function. We say that f is
holomorphic if, for any coordinate function ϕ, the function f ◦ ϕ−1 is holomorphic in the
usual sense of complex analysis described above.

Following this definition we can extend it to define a morphism between two
arbitrary Riemann surfaces:

Definition 1.8. A morphism between two Riemann surfaces S and S′ is a continuous
mapping f : S −→ S′ such that ϕ′ ◦ f ◦ ϕ−1 is a holomorphic function for every choice of
coordinates ϕ in S and ϕ′ in S′ for which the composition makes sense.
Bijective morphisms are called isomorphisms and isomorphisms from a Riemann surface to
itself are called automorphisms.

Definition 1.9. Let S be a Riemann surface, a meromorphic function f on S is a holomor-
phic function f : S −→ Ĉ that is not identically equal to ∞.

Notice that given an open, connected set D ⊂ C, a meromorphic function on
D, as a Riemann surface, is eventually the same as in complex analysis, that is, a
function f : D −→ C holomorphic on all D but in a discrete set of isolated points,
called poles. We can now check:

Proposition 1.10. Given a Riemann surface S, the set of all meromorphic functions on it
forms a field. We will denote it by M(S).

Proof. Let f , f ′ ∈ M(S), we will first define f + f ′ and f · f ′ for those points of
S that are not a pole of f or f ′. By adding and multiplying the Laurent series
for f and f ′ in local coordinates, they extend to meromorphic functions on S. If
f ∈ M(S) vanishes identically on some coordinate neighbourhood of S, then f = 0
globally, as a consequence of the identity theorem. Therefore for each f 6= 0 we
can define 1/ f using its Laurent expansion.

Let’s see as an example the field of meromorphic functions of P1:

Proposition 1.11. M(P1) = C(z), the field of rational functions over the field of complex
numbers in one variable.

Proof. Let f be a meromorphic function in P1 with f (∞) 6= ∞ (if not we take 1/ f ).
We have finitely many poles, say z1, ..., zn, as P1 is compact. Around each pole,
locally we can write:

f (z) =
ri

∑
k=1

λi
k

(z− zi)k + hi(z) (1.5)
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With hi(z) holomorphic at zi. Now f − ∑n
i=1 ∑ri

k=1
λi

k
(z−zi)k is holomorphic in the

whole Ĉ, which means it must be constant. Then f is a rational function.

Meromorphic functions have the non-trivial property that they "separate points"
in compact Riemann surfaces:

Theorem 1.12. Given two points Q1 and Q2 of a compact Riemann surface S there exists
a meromorphic function f ∈ M(S) such that f (Q1) = 0 and f (Q2) = ∞

Proof. See [4, page 106]

Definition 1.13. Let f be a meromorphic function on a Riemann Surface S and ϕ a chart
around P such that ϕ(P) = 0. Let

f ◦ ϕ−1(z) = anzn + an+1zn+1 + ..., with an 6= 0

be the Laurent expansion of f ◦ ϕ−1 near z = 0. The integer n is called the order of f at P
and is denoted as ordP( f ).

This concept is well-defined as it does not depend on the choice of the chart.
Let φ be another chart centered at P and its Laurent expansion associated near
z = 0

f ◦ φ−1(z) = bmzm + bm+1zm+1 + ..., with bm 6= 0

Since the transition function and its inverse are holomorphic, we can write ϕ ◦
φ−1 = cz + ... with c 6= 0. And now using f ◦ φ−1 = ( f ◦ ϕ−1) ◦ (ϕ ◦ φ−1) we get
the identity:

bmzm + bm+1zm+1 + ... = an(cz + ...)n + an+1(cz + ...)n+1 + ...

which means n = m and therefore the notion of order is well-defined.

Definition 1.14. Let f : S1 −→ S2 be a morphism of Riemann Surfaces, P ∈ S1 and
Q = f (P). Now, given a chart ϕ around Q, the positive integer

mP( f ) := ordP(ϕ ◦ f )

is called the multiplicity of f at P. When mP( f ) ≥ 2 we say that P ∈ S1 is a branch point
(or a ramified value) with branching order mP( f ) and its image Q is the branch value
associated. Morphisms with a non-empty set of branch values are called ramified.
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1.2 Coverings and Monodromy

We are now interested in the concepts of covering spaces and maps. Roughly
speaking, a morphism between two topological spaces is a covering map if it maps
locally in a homeomorphic way. Formally:

Definition 1.15. A continous mapping c : E −→ X between two topological surfaces
E and X is a covering map if for every x ∈ X there is a neighbourhood V such that
c−1(V) =

⋃
Ui, where the sets Ui are pairwise disjoint and the restriction c : Ui −→ V

is a homeomorphism. We say then that V is well-covered by c.

In case X has a holomorphic structure, E inherits a unique Riemann surface
structure such that the covering c is holomorphic. This is given by charts of the
form (Ui, ϕj ◦ c), where (Vj, ϕj) is a chart in X and c(Ui) = Vj (for some i and j)
is a well-covered neighbourhood. If we calculate the transition function, we get
(ϕk ◦ p) ◦ (ϕj ◦ p)−1 = ϕk ◦ ϕ−1

j and then the local expression of c in these charts is
(ϕj ◦ p) ◦ (ϕj ◦ p)−1 = Id and so clearly c is holomorphic.

We are interested in ramified morphisms of Riemann surfaces and how they
behave locally. The following theorem will characterize us this and how to build
a covering from a ramified morphism

Theorem 1.16. Let f : X −→ Y be a non-constant morphism of compact Riemann
surfaces, then the following stands:

1. Let Σ = Σ f ⊂ Y denote the set of branch values of f . Then the restriction f : X∗ =
X \ f−1(Σ f ) −→ Y∗ = Y \ Σ is a covering.

2. Let y ∈ Y, f−1(y) = {xi} and Vi any neighbourhood of y, isomorphic to a disc that
contains no branch values apart from y, in the case it is one. Then f−1(Vi) =

⋃
Ui,

where all Ui are disjoint and isomorphic to a disc, xi ∈ Ui and the restriction of f to
Ui is locally of the form z 7→ zmi with mi = mxi( f ).

3. The number Σ{x| f (x)=y}mx( f ) does not depend on the choice of y.

Proof. See [4, page 60].

Now the following definition makes sense

Definition 1.17. Let f : X −→ Y be a non-constant morphism of compact Riemann
surfaces and y ∈ Y any point. We define the degree of f (deg( f )) as:

deg( f ) = Σ{x| f (x)=y}mx( f )
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In order to introduce the concept of monodromy, we have to consider the
fundamental group of a topological space X. A continuous path γ : I = [0, 1] −→
X is called a loop with base point P if γ(0) = γ(1) = P and two loops with the same
base point P, α, β : I −→ X are homotopically equivalent if a continuous function
h : I × I −→ X exists such that:

• h(0, t) = P for any t ∈ [0, 1]

• h(1, t) = P for any t ∈ [0, 1]

• h(t, 0) = α(t) for any t ∈ [0, 1]

• h(t, 1) = β(t) for any t ∈ [0, 1]

The set of homotopy classes can be endowed with a group structure with the
following operation [α] ∗ [β] = [αβ], where αβ is defined as the loop αβ : I −→ X
with

(αβ)(t) =

{
α(2t), if 0 ≤ t ≤ 1/2

β(2t− 1), if 1/2 ≤ t ≤ 1
(1.6)

The identity element of the group is the class of the loop γ(t) = P for any t ∈ I and
the inverse [α]−1 is the class of α−1(t) = α(1− t). The associativity is not entirely
obvious, but it is easy to check [γ0] ∗ ([γ1] ∗ [γ2]) = ([γ0] ∗ [γ1]) ∗ [γ2] using the
fact that the loops are considered up to homotopy. Therefore the set of homotopy
classes of loops based in a point P together with the operation described above is
a group, which is called the fundamental group of X and it is denoted by π1(X, P)
or simply π1(X) when different base points give rise to the same group, up to
isomorphism.
Let’s consider f : S1 −→ S a morphism of degree d ramified over the values
{y1, ..., yn} ⊂ S. If y ∈ S is a regular value, we can build the following group
homomorphism

M f : π1(S \ {y1, ..., yn}, y) −→ Bij( f−1(y))
γ 7→ σ−1

γ

We can define σ−1
γ as follows. Using Theorem 1.16, there is a covering map f :

S1 \ f−1{y1, ..., yn} −→ S \ {y1, ..., yn} and we can extend the loop γ to a path with
initial point at any given point x ∈ f−1(y) and endpoint a certain x′ ∈ f−1(y). In
that case we define σγ(x) = x′.
Another approach to this concept, more intuitive, is the following: consider a loop
γ in S \ {y1, ..., yn} beginning and ending at yi and label the points at f−1(yi)

from 1 to d. Now we transport these points, with their associated labelling, in
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f−1(γ) continuously. When we return to yi as the loop "ends", we recover the
same f−1(γ) but the labelling might have changed. As there are d points, this
process is described by a permutation of the symmetric group of d elements Σd.
This construction is a group homomorphism as if γ = αβ, we can extend both α

and β and then extend γ to a path following these two extensions. If we number
the points in f−1(y) as the process described above, that is, if we choose a bijection
φ : {1, ..., d} −→ f−1(y) then clearly we have built a group homomorphism from
the fundamental group to a symmetric group Σd that is called the monodromy of f.
In the process just described we begin with a non-constant morphism of Riemann
surfaces and end with a covering map, together with a group homomorphism
M f . The next result, the Riemann‘s existence theorem shows we can go in the other
direction:

Theorem 1.18. Let S be a Riemann surface and ∆ a discrete subset of S. Given d ≥ 1
and a homomorphism M : π1(S \ ∆) −→ Σd, there is a Riemann surface S1 such that
f : S1 −→ S is a proper holomorphic map (a holomorphic function such that if T ⊂ S is
compact, then f−1(T) is compact) with M as its monodromy.

Proof. See [3, page 49]

Using the concept of monodromy, we have this theorem that will be very useful
in the next chapter (for the proof see [4] page 152):

Theorem 1.19. Let fi : Si −→ S with i ∈ {1, 2} be two morphisms of degree d with the
same branch values {yk} ⊂ S. Then f1 and f2 have equivalent monodromies if and only if
there is an isomorphism f : S1 −→ S2 such that the following diagram is commutative

S1
f //

f1
��

S2

f2~~
S

1.3 Riemann Surfaces, algebraic curves and fields

In this section we will study the relations between compact Riemann surfaces,
algebraic curves and fields of meromorphic functions. During this project we will
identify an algebraic curve as the zero set of a polynomial in two variables.
First of all, we need this result:

Lemma 1.20. Let K be an algebraically closed field and F(X, Y), G(X, Y) ∈ K[X, Y] two
polynomials in two variables. The following holds:
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1. If F and G are relatively prime then the curves F(x, y) = 0 and G(x, y) = 0
intersect only at finitely many points. Moreover, these points have coordinates in K

2. If F is irreducible and G vanishes at all points of the curve F(x, y) = 0 then F
divides G.

Proof. 1. Notice we can consider both F and G as elements of K(X)[Y], and as
we know they are coprime in K[X, Y] then by Gauss’s Lemma (see [Lan])
they are still coprime in K(X)[Y]. We consider 1 = AF + BG a Bezout iden-
tity in K(X)[Y] which we can transform in q(X) = A′F + B′G by getting rid
of the denominators with q(X) ∈ K[X].
Now suppose F and G have infinitely many common solutions {(xn, yn)}∞

n=1,
then all values of {xn} would be solutions of q(X) which is clearly a con-
tradiction. Moreover as any common point (x, y) of both curves has x, a
solution of q ∈ K[X] we have x ∈ K due to K algebraically closed. Now we
can use the same argument with y and F as its coefficients on the second
variable are also in K.

2. We know F and G cannot be coprime due to 1. That means, as F is irreducible
that F divides G

In example 1.6 we build a compact Riemann surface arising from a polynomial
in C[X, Y]. We would like to generalize this idea, that is, to be able to prove that
any irreducible algebraic curve defines a compact Riemann surface.
Given P(X, Y) ∈ C[X, Y] we consider the set of its zeros as a topological space

X = {(x, y) ∈ C2 | P(x, y) = 0}

and suppose P has the property that for each point of X at least one of the deriva-
tives, PX or PY does not vanish. With all these conditions we can dotate X with a
Riemann surface structure in the following way: let (x0, y0) be a point where PY

does not vanish. Then, using the Implicit function theorem in complex variable,
we can consider small discs D1 (resp. D2) centered at x0 (resp. y0) and a holomor-
phic map ϕ : D1 −→ D2 with ϕ(x0) = y0 such that X ∩ (D1 × D2) = {(z, ϕ(z)) |
z ∈ D1}. We make a chart with Ui = X ∩ (D1 × D2) and φi the restriction of
the projection from D1 × D2 to D1. Symmetrically, for a point (x1, y1) ∈ X such
that PX does not vanish, we consider discs B1, B2 around x1 and y1 respectively
and a holomorphic map τ : B2 −→ B1 with X ∩ (B1 × B2) = {(τ(z), z) | z ∈ B2}
and build a chart with the projection onto B1. The only thing left is to consider
the points were these two types of charts can coincide and check that the transi-
tion functions are holomorphic. Between the charts of the first type, the transition
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function is the identity and so clearly is holomorphic and the same happens when
we consider the second type of charts. When the transition is between a chart
of the first type and one of the second, the transition function is the composite
z 7→ (z, ϕ(z)) 7→ ϕ(z) or z 7→ (τ(z), z) 7→ τ(z) and both are holomorphic as τ and
ϕ are holomorphic. Therefore, the set X with the atlas described above forms a
Riemann surface.
Now let’s consider the projective space P2 := P2(C) and a homogeneous polyno-
mial p of degree d in the variables Z0, Z1, Z2, that is, a polynomial:

p(Z0, Z1, Z2) = ∑
i0,i1,i2

ai0,i1,i2 Zi0
0 Zi1

1 Zi2
2 (1.7)

with i0 + i1 + i2 = d. This type of polynomial is called a projective curve. Assume
Z0 does not divide p and let X be the zero set of p in P2, . We define Ui ⊂ P2

to be the set of points where the coordinate Zi does not vanish. Consider the
polynomial P(X, Y) = p(1, X, Y), this means X is the union of the intersection of
X with U0 = C2, that is the set of zeros of P(X, Y), and X ∩ L∞, that is the set of
zeros of p(0, Z1, Z2) with L∞ = P2 \C2 the line at infinity. Therefore we can write:

X = X ∪ (X ∩ L∞)

If the polynomial P obtained from p satisfies the conditions described in the dis-
cussion above, X is a Riemann surface. We can repeat this argument but replacing
Z0 with Z1 and Z2. If the conditions of the derivatives are satisfied we can make
X ∩ U1 and X ∩ U2 into Riemann surfaces. As the three Riemann surfaces are
equivalent on their common regions of definition, we have that X is a compact
Riemann surface using the fact that P2 is compact.
After all this discussion, we are now ready to explicit the process we are looking
for, that is, build a compact Riemann surface arising from an irreducible polyno-
mial over the complex numbers in two variables:
Let P(X, Y) ∈ C[X, Y] be an irreducible polynomial, X the set of its zeros and x the
projection onto the x factor. Notice that due to 1.20 there are only finitely many
points (x, y) where both P and PY vanish. We will assume X is connected. If S is
the set of points where both derivatives vanish, we have that X \ S is a Riemann
surface by the process described above. Now, let F ⊂ C be the set of values of the
x variable such that the term in P of highest degree in y vanishes. Consider:

S+ = x−1(x(S) ∪ F)

which is obviously finite. Let E be the discrete subset x(S) ∪ F ∪ {∞} of Ĉ and we
consider the holomorphic map:

x : X \ S+ −→ Ĉ \ E (1.8)
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Using the ideas of the previous section, this defines a monodromy homomorphism
M : π1(Ĉ \ (∆ ∪ E)) −→ Σd where ∆ is the set of critical values of 1.8. Now,
using the results of the previous section, all this data defines a compact Riemann
surface X∗ that contains X \ S+. On the other hand, following the discussion above
we can build the compact Riemann surface X by considering the homogeneous
polynomial corresponding to P, that contains X and X \ S+. Finally, we have:

Proposition 1.21. The inclusion of X \ S+ in X extends to a holomorphic map from X∗

to P2, mapping onto X.

The process defined above proves this important theorem:

Theorem 1.22. Given an irreducible F(X, Y) ∈ C[X, Y] we can associate to it a compact
Riemann surface X∗. We will write X∗ = SF.

Now, the following question arises naturally: does the converse statement also
holds? The answer is affirmative and we will prove it in the next results.

First of all, we need to define a couple of algebraic concepts. From now on let
L|K be a field extension:

Definition 1.23. We say α1, ..., αr are algebraically independent over K if there is no
polynomial P(X1, ..., Xr) ∈ K[X1, ..., Xr] such that P(α1, ..., αr) = 0

Definition 1.24. A transcendence basis of L|K is a maximal set of algebraically indepen-
dent elements over K, such that the extension L|K(S) is algebraic and the transcendence
degree of L|K is the cardinality of a transcendence basis of the extension.

We must say that it can be shown that any field extension L|K has a transcen-
dence basis and that all transcendence basis have the same cardinality, hence the
previous concepts are well-defined. We will not give a proof of these results, if
you are interested see [6, pag. 356].

We now consider a morphism f : S −→ P1 of degree d, where S is a compact
Riemann surface, and their fields of meromorphic functions M(S) and C(z) (Prop.
1.11). We can consider C(z) as a subfield of M(S) via the injection induced by f ,
and so the notation [M(S)|C(z)] makes sense. Recall that given fields K ⊂ L, [L|K]
is the dimension of L as a vector space over K. We have the following result:

Theorem 1.25. Using the notation above:

[M(S)|C(z)] = d

Proof. We will prove two inequalities:
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1. [M(S)|C(z)] ≥ d: let’s consider, without loss of generality, 0 ∈ P1 has d
different preimages z1, ..., zd. Now we can build, for each zi, a function gi

such that it has a degree one pole at zi and is holomorphic around each zj

with i 6= j. If we are able to check that the gi are linearly independent, the
inequality will be proved. Let hi(z) be d functions of C(z) not all zero, such
that

∑
j

hjgj = 0 (1.9)

Now we can multiply the equality by a suitable power zm such that all hi do
not all vanish at 0 and are holomorphic around this point. But if we evaluate
1.9 around any point zi, the only part of the identity that is not holomorphic
around zi is higi, and since gi has a pole, then hi must vanish at 0, which is
a contradiction. This means the collection gi are linearly independent, hence
[M(S)|C(z)] ≥ d.

2. [M(S)|C(z)] ≤ d: using the primitive element theorem, it is enough to prove
that an element g ∈ M(S) satisfies a polynomial P( f , g) = 0 over C(z), with
degg(P) ≤ d. Let z be a value such that all its preimages w1(z), ..., wd(z) lie
in S. We can assume, without loss of generality, that all pi = g(wi(z)) lie in
C and we can build the symmetric functions:

a1(z) = ∑i pi, a2(z) = ∑i,j pi pj, ...

and we can write the following identity:

d

∑
i=0

(−1)1ai(z)gd = 0 (1.10)

Notice, all ai(z) are holomorphic on all P1 but a set of finite points, but
using the Riemann extension theorem1 we can extend them all to the whole
P1. This means 1.10 is an identity among meromorphic functions over P1,
therefore the polynomial we were looking for. This show, as we wanted to
see, [M(S)|C(z)] ≤ d.

This theorem automatically gives us the following result

1this theorem states that if U ⊂ C is an open set with z0 ∈ U and f : U \ {z0} −→ C is
holomorphic, then f extends uniquely to a holomorphic function in the whole U if f is bounded in
a neighbourhood of z0
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Corollary 1.26. Given a non-constant morphism f : S1 −→ S2 of degree d with S1 and
S2 compact Riemann surfaces, [M(S1)|M(S2)] = d.

Proof. We consider a morphism g : S2 −→ P1, and so we have C(z) ⊂ M(S2) ⊂
M(S1), via the injections that g and f , respectively, induce. Now, using the previ-
ous theorem and the multiplicativity of both algebraic and morphism degrees, we
get

[M(S1)|C(z)] = [M(S1)|M(S2)][M(S2)|C(z)]

Finally we have these two results:

Corollary 1.27. Given a compact Riemann surface S, the transcendence degree of M(S)
over C is 1.

Proof. Clearly the transcendence degree is at least 1 as C ⊂ M(S). Now we know
that given a morphism f : S −→ P1 that has a finite degree, [M(S)|C(z)] is finite
due to theorem 1.25. This means we can’t have C(z1, z2) ⊂ M(S) as we would
have, using C(z) ⊂ C(z1, z2) ⊂ M(S), that the degree [C(z1, z2)|C(z)] is finite
which is clearly a contradiction.

Theorem 1.28. Let K be a field such that C ⊂ K and has transcendence degree 1 over C,
then a compact Riemann surface S with M(S) = K exists.

Proof. The idea of the proof is to associate to K a pair consisting of a Riemann
surface S and a holomorphic f : S −→ P1.
As K has transcendence degree 1 over C, using the Primitive Element theorem we
can write K = C(x)[y]/P with P ∈ C(x)[y] irreducible. In fact we can suppose
without lose of generality that P ∈ C[x, y] and using Gauss’s Lemma2, P is also
irreducible as an element of C[x, y] and so K is the field of fractions of the integral
domain C[x, y]/(P) with (P) the ideal generated by P.
Now let’s check the fact that M(SP) is isomorphic to the field K we started with.
Clearly we have a natural inclusion K ⊂ M(SP). Now let P have degree d in the
variable Y, then f : SP −→ P1 has degree d, which means [M(SP)|C(z)] = d by
theorem 1.25. On the other hand, algebraically we know [K|C(z)] = d, and so
[M(SP)|K] = 1 which means K = M(SP).

2it states that if F is a unique factorization domain with field of fractions R and p ∈ F[x] factorizes
as p = q1q2, with q1, q2 ∈ F[x], then there is a λ ∈ F non-zero such that λq1 and λ−1q2 are in F[x],
which means p factorizes in R[x]
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Theorem 1.29. Let S be a compact Riemann surface, M(S) = C( f , h) and F(X, Y)
irreducible such that F( f , h) = 0, then ϕ : S −→ SF defined by P ∈ S 7→ ( f (P), h(P))
is an isomorphism.

Proof. We first prove the fact that ϕ is a well-defined map. Let SF
X be the set of zeros

of F such that FY does not vanish. We have x : SF
X −→ x(SF

X) is a covering map
that fills Ĉ except finitely many values B = {a1, ..., ar, ∞}. We write x(SF

X) = Ĉ \ B
and S0 = S \ f−1(B) and so we have the following commutative diagram:

S0 ϕ //

f
��

SX
F

x}}
Ĉ \ B

(1.11)

Notice that if f (P) = a ∈ Ĉ \ B, then the value h(P) must be one of the roots
of the polynomial F(a, Y) which means ϕ(P) is well-defined. Now if we see that
ϕ : S0 −→ SX

F is a covering map, we will be able to extend it to the whole S, but it
is indeed true as consequence of the fact that f and x are covering maps too.
It remains to check the fact that ϕ is an isomorphism. Suppose it is not, then
ϕ−1(Q) of all but finitely many points Q ∈ SX

F would contain at least two points
Q1, Q2. Now, as M(S) is generated by f and h for any meromorphic function φ

we can write φ = ∑ aij f ihj/ ∑ bij f ihj and so φ(Q1) = φ(Q2), thus no meromorphic
function can have a zero at one of the points and a pole at the other, which is a
contradiction with Theorem 1.12.

Corollary 1.30. Let (F) denote the ideal generated by F. Then we have:

1. The correspondence determined by X −→ f and Y −→ h defines a C-isomorphism
from C[X, Y]/(F) to M(S)

2. The correspondence determined by X −→ x and Y −→ y establishes a C −
isomorphism between C[X, Y]/(F) and M(SF). In particular M(SF) = C(x, y).

Proof. 1. As F( f , h) = 0 ∈ M(S), the correspondence defines a homomorphism of
C-algebras

γ : C[X, Y]/(F) −→ M(S)

Now if G(X, Y) ∈ ker(γ), it means that G( f , h) = 0 ∈ M(S) which, using Lemma
1.20, means G vanishes identically on the curve F(X, Y) = 0 and therefore G ∈ (F).
Hence ker(γ) = (F) and γ is an isomorphism.
2. Using the previous Theorem, it is equivalent to 1.
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Summarizing all these results, we have an equivalence between this type of
objects:

1. Compact Riemann surfaces

2. Fields of transcendence degree 1 over C

3. Irreducible algebraic curves

The idea, using the results proven above, comes naturally. Given a compact
Riemann surface S we can consider its field of meromorphic functions M(S),
which by Corollary 1.27 has transcendence degree 1 over C. And given a field K
of transcendence degree 1 over C, theorem 1.28 establishes that exists a Riemann
surface S with M(S) = K. Also, given a compact Riemann surface S considering
the functions f , g that generate M(S) and a polynomial F such that F( f , g) = 0 we
get S is generated by F in the sense of theorem 1.22, and using that theorem for
any irreducible G ∈ C[X, Y] we can build a compact Riemann surface.

1.4 Algebraic characterization of isomorphisms

We end this chapter with an algebraic condition for morphisms of Riemann
surfaces to be isomorphisms. Notice that in 1.29 we didn’t use the fact that the
polynomials f , g generated the field of meromorphic functions to prove they gen-
erated a morphism, that means that for any two functions related by a polynomial
F with F( f , g) = 0 the rule P 7→ ( f (P), g(P)) defines a morphism.
Let’s begin with a compact Riemann surface S defined by a polynomial F and so
using 1.30 we get M(S) = C(x, y). That means that for any f1, f2 ∈ M(S) we can
write:

f1 = P1(x,y)
Q1(x,y) and f2 = P2(x,y)

Q2(x,y)

With Pi, Qi ∈ C[X, Y] and Qi /∈ (F). Using this idea we can prove the following
fact:

Proposition 1.31. Defining a morphism f : SF −→ SG is equivalent to determine R1, R2

rational functions (with Ri = Pi(X, Y)/Qi(X, Y) and Qi /∈ (F) for i ∈ {1, 2}) such that
f = (R1, R2) and

Qn
1 Qm

2 G(R1, R2) = HF (1.12)

where n = degXG, m = degYG and H ∈ C[X, Y]

Proof. As R1, R2 define a morphism we have the relation G(R1, R2) = 0, clearing
its denominator we have a relation
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Qn
1 Qm

2 G(R1, R2) = 0

and now using Lemma 1.20 we get the identity 1.12

This proposition establishes an algebraic relation for morphisms, so we would
like to extend it to isomorphisms. To do that let’s consider a morphism f : SF −→
SG with f = (R1, R2) and study what we need in order to get an isomorphism.
This will happen if and only if we have an inverse morphism h : SG −→ SF which
by the previous proposition is characterized by two rational functions Wi = Ui/Vi

with Vi /∈ (G) and an identity

Vs
1 Vt

2 F(W1, W2) = TG (1.13)

In order to be an isomorphism the equality h ◦ f (x, y) = (x, y) for any point must
be satisfied. Using the same arguments, this identity is equivalent (in both direc-
tions) to:

Qd
1Qk

2(U1(R1, R2)− XV1(R1, R2)) = H1F (1.14)

Qd
1Qk

2(U2(R1, R2)−YV1(R1, R2)) = H2F (1.15)

with H1, H2 ∈ C[X, Y].
The equalities 1.14 and 1.15 will be the characterization of morphisms we were
looking for.



Chapter 2

Belyi Theorem

In the previous chapter we established a correspondence between compact Rie-
mann surfaces, irreducible algebraic curves and fields of meromorphic functions.
We shall say a Riemann surface S is defined over a field K ⊂ C if the curve P(x, y)
that corresponds to S, via the correspondence defined in the previous chapter, sat-
isfies P(x, y) ∈ K[X, Y]. This leads to an interesting question: is there any criterion
that characterize when a Riemann surface is defined over a finite extension of Q?
Or equivalently, when it is defined over Q, the field of algebraic numbers. We
have the following result, a very important theorem proved by the Russian math-
ematician G.V. Belyi. The statement in terms of Riemann surfaces is the following:

Theorem 2.1 (Belyi). Let S be a compact Riemann surface, then S is defined over Q if,
and only if, a covering f : S −→ P1 unramified outside {0, 1, ∞} exists.

A meromorphic function with at most three branching values is called a Belyi
function. Notice we can always consider exactly these three values to be {0, 1, ∞},
as the group of automorphisms of P1 is the group of Möbius transformation (Prop.
1.11) and so applying a proper one we get the desired values.

Definition 2.2. Given a compact Riemann surface X and a Belyi function f : X −→ P1

we can define the associated Belyi pair as (X, f ).

For the proof of the theorem we will follow [4] and the article of Belyi himself
[1]. The only if part, as we will see, has a much shorter proof than the if one, even
though this one is known as the ’obvious’ part of the theorem.

17
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2.1 Proof of the only if part

For this proof, Belyi uses the polynomials

Pλ(x) =
(m + n)m+n

mmnn xm(1− x)n , with λ =
m

m + n
(2.1)

that have the following properties:

Proposition 2.3. The polynomials Pλ : P1 −→ P1 satisfy:

1. Pλ ramifies at the points {0, 1, ∞, λ}

2. Pλ(0) = 0, Pλ(1) = 0, Pλ(∞) = ∞ and Pλ(λ) = 1

Proof. It follows from the fact that the zeros of the derivative are the solutions of:

xm−1(1− x)n−1((m + n)x−m) = 0

In order to prove the first implication of the theorem, we suppose S is de-
fined over Q and we just need to show the existence of a morphism g : S −→ P1

ramified over a set of rational values {0, 1, ∞, λ1, ..., λn} ⊂ Q ∪ {∞}. Notice we
can suppose 0 < λ1 < 1, as we can always compose f with transformations
such as T(x) = 1 − x and M(x) = 1/x. This means we can write λ1 = m

m+n
for some m, n ∈ N and consider the polynomial Pλ1 . Now, composing Pλ1 ◦ g
gives a new covering with strictly less branching values, as seen in proposition
2.3, {0, 1, ∞, Pλ1(λ2), ..., Pλ1(λn)} ⊂ Q ∪ {∞}. Now we would apply transforma-
tions in order to get 0 < Pλ1(λ2) < 1, build its associated polynomial as with λ1

and compose with Pλ1 ◦ f . Repeating this algorithm, will lead us to the desired
covering of P1 with only three branching values {0, 1, ∞}.
The only thing that remains is to show the existence of such a morphism g de-
fined above. As we are supposing S is defined over Q, a polynomial F(X, Y) =

p0(X)Yn + p1(X)Yn−1 + ... + pn(X) ∈ Q[X, Y] characterizes the surface. Next, we
define the morphism x : S −→ P1 with (x, y) 7→ x and let B0 = {µ1, ..., µr} be its
branching values. If B0 ⊂ Q∪ {∞} we have found the morphism we wanted, and
the argument follows as above. If not, we start the following inductive argument.
Let m1(T) ∈ Q[T] be the product of the minimal polynomials of all µi, avoid-
ing repetition, and let β1, ..., βs be the roots of m′1(T). If we define p(T) as the
product of the minimal polynomial of all βi, we get the following inequality
deg(p(T)) ≤ deg(m′1(T)). Now we consider the composed morphism m1 ◦ x that
sends a point (x, y) to m1(x).
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As a general observation, it is clear that given a composed morphism g ◦ f , its
branching values are the branching values of g and the image via g of the ones of
f . This means the branching values of m1 ◦ x are the image of the roots of m′1 via m1

and the points 0 and ∞. If B1 ⊂ Q∪{∞}, we are done, if not we continue consider-
ing m2(T) ∈ Q[T] the product of the minimal polynomial of all branching values of
m1(T), {m1(β1), ..., m1(βs)}. Now we obviously have [Q(m1(βi))|Q] ≤ [Q(βi)|Q],
then using Galois theory we get:

deg(m2(T)) ≤ deg(p(T)) ≤ deg(m′1(T)) < deg(m1(T)) (2.2)

We continue the argument and consider m2 ◦m1 ◦ x. Using the same argument
that we used with B1, the set of branch values is B2 = m2({roots of m′2) ∪m2(B1).
Again, if B2 ⊂ Q∪ {∞} we are done, if not we consider m3(T) ∈ Q[T] the minimal
polynomial of m2({roots of m′2}) and the morphism m3 ◦m2 ◦m1 ◦ x. We then look
at its branching values B3 and check if B3 ⊂ Q∪ {∞}.
We continue this idea until Bk ⊂ Q ∪ {∞}. From 2.2 we know this will happen in
finitely many iterations.
This concludes this part of the proof of the Belyi Theorem, we now begin with the
other direction.

2.2 Valuations

We first have to introduce some new concepts. As seen in Chapter 1, every
function field over the complex numbers, equivalently a finite extension of C(z),
is the field of meromorphic functions of a compact Riemann surface S.

We first give the definition of a discrete valuation:

Definition 2.4. Let M be a function field and M∗ = M \ {0} its multiplicative group. A
discrete valuation of M is a map

v : M∗ −→ Z∪ {∞}

with the following properties:

• v( f g) = v( f ) + v(g)

• v( f ± g) ≥ min(v( f ), v(g)) when v( f ) 6= v(g)

• v( f ) = 0 if f ∈ C∗

• There is at least a f ∈ M such that v( f ) 6= 0
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Proposition 2.5. With the notation of the previous definition, the following properties
hold:

• Av = { f ∈ M | v( f ) ≥ 0} is a subring of M

• The set of all non-units Mv = { f ∈ M | v( f ) > 0} is an ideal of Av

• Av is a local ring whose unique maximal ideal is MV

• If v(M∗) = mZ with m > 0, then Mv = f Av if and only if v( f ) = m

Proof. Some of these properties are trivial. Notice that if f g = 1, then v( f ) +
v(g) = 0 and therefore v( f ) = v(g) = 0 if f , g ∈ Av. Using this we can also show
that if f ∈ Av and v( f ) = 0 then necessarily v(g) = 0.

Notice we can make any valuation v surjective by defining an associate valua-
tion v∗( f ) = v( f )

m with m such that v(M∗) = mZ. We will say v∗ is the normalization
of v and two valuations v1, v2 on M will be equivalent if v∗1 = v∗2 .

Proposition 2.6. For every point P in a compact Riemann surface S we can build a
valuation vP of M(S) by vP( f ) = ordP( f ) for f ∈ M(S)∗

Proof. This result is a direct consequence of the definition of ordP( f ).

This proposition gives us a hint of the result we will use, the fact that a bijection
between points of a Riemann surface and valuations on its field of meromorphic
functions exists.

Theorem 2.7. Let S be a compact Riemann surface. We can build a bijection between
points in S and valuations on M(S) by the means of

P ∈ S 7→ vp( f ) = ordP( f ) for f ∈ M(S)

Proof. See [4] section 3.4

At this point, in order to establish the key criterion of this part of the proof
of the Belyi theorem, we are interested in the action of Gal(C|Q). The correspon-
dence established above, allows as to characterize all points in a compact Riemann
surface S in an algebraic way, this means we can define an action of Gal(C|Q) over
all points of S using valuations and it will be well-defined.
We introduce the following notation:

• If σ ∈ Gal(C|Q) we use the notation σ(a) = aσ for any a ∈ C and so for
a polynomial F(X, Y) = ∑ aijXiY j ∈ C[X, Y], Fσ(X, Y) = ∑ aσ

ijX
iY j. Also if

R(X, Y) = P(X,Y)
Q(X,Y) ∈ C(X, Y) we will denote Rσ = Pσ/Qσ.
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• Given a compact Riemann surface S, we define its conjugate via an automor-
phism σ, Sσ, as the Riemann surface defined by Fσ, where F(X, Y) ∈ C[X, Y]
characterizes S.

• Let φ : SF −→ SG be a morphism given by φ = (R1, R2), where SF (resp.
SG) is defined by a polynomial F (resp. G). We define φσ : SFσ −→ SGσ as
φσ = (Rσ

1 , Rσ
2 )

Let’s check that the action defined above is well-defined.

Lemma 2.8. Given σ ∈ Gal(C|Q), we have

1. If Q(x, y) ∈ M(SF) then if Q is not identically zero, Qσ is not identically zero too.

2. If P1(x,y)
Q1(x,y) =

P2(x,y)
Q2(x,y) ∈ M(SF), then Pσ

1 (x,y)
Qσ

1 (x,y) =
Pσ

2 (x,y)
Qσ

2 (x,y) ∈ M(Sσ
F)

Proof. Using Lemma 1.20 we have Q is identically zero if and only if Q = HF for
some H ∈ C[X, Y], applying σ to this equality we get Qσ = HσFσ which is the
condition for Qσ to be identically zero in M(SFσ). Using the same idea with the
expression P1(X, Y)Q2(X, Y)−Q1(X, Y)P2(X, Y) we get the second statement.

Notice that given a compact Riemann surface S, in section 1.3 we proved the
fact that it arises from the set of zeros of a polynomial F ∈ C[X, Y] and adding
points in order to compactify it. For the first points we easily define an action of
σ: if P = (a, b) satisfies F(a, b) = 0, we can define

Pσ = (aσ, bσ) (2.3)

as it defines a bijection between the set of zeros of F and the ones of Fσ using the
fact that Fσ(aσ, bσ) = 0 and the condition with the derivatives is also satisfied. In
order to define the action of σ for any point of the surface we can use the theorem
2.7 to define:

Definition 2.9. If v is a valuation on M(S) and σ ∈ Gal(C|Q) we define a valuation vσ

on M(Sσ) by

vσ = v ◦ σ−1

and for a point P ∈ Sσ we define Pσ to be the point such that vPσ = (vP)
σ.

Proposition 2.10. For any σ ∈ Gal(C|Q) the rule P 7→ Pσ defines a bijection between S
and Sσ and on points arising as zeros of F the definition for Pσ is the same as 2.3.
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Proof. See [4, page 192]

We can now introduce the following Proposition that will be proved later:

Proposition 2.11. Given a compact Riemann surface S, the following condition are equiv-
alent:

1. S is defined over Q

2. {Sσ}σ∈Gal(C|Q) consist only of finitely many isomorphism classes of Riemann sur-
faces

2.3 Infinitessimal Specializations

In order to prove the previous proposition, that is the key of the proof of the
part of the Belyi theorem we are studying, a new algebraic concept is needed.

Given a finite set of complex numbers {p1, ..., pr} algebraically independent
and K a subfield of C, we can build an injective map ϕ : K[X1, ..., Xr] −→ C

sending Xi to pi, as ker(ϕ) = {P(X1, ..., Xr) ∈ K[X1, ..., Xr] | P(p1, ..., pr)} = (0). If
we write Im(ϕ) = K[p1, ..., pr], then for any r-tuple of complex numbers (q1, ..., qr)

i.e an element of Cr, the K-algebra homomorphism s : K[p1, ..., pr] −→ C sending
pi to qi is well defined.

Definition 2.12. A specialization of a finite set of algebraically independent numbers
{p1, ..., pr} over a field K ⊂ C is a r-tuple of arbitrary complex numbers (q1, ..., qr) and
its distance is the real number maxi|pi − qi|

From now on, (p1, ...pr; u) will stand for a (r+1)-tuple of complex numbers
such that {p1, ..., pr} are algebraically independent over Q and u is algebraic over
Q(p1, ..., pr). We can consider a specialization of (p1, ...pr), (q1, ..., qr) and the Q-
homomorphism defined above s : Q[p1, ..., pr] −→ C. We would like to extend s
to u, we have the following results:

Lemma 2.13. Using the notation just introduced, we can extend s to a Q-homomorphism
sb : Q[p1, ..., pr, u] −→ C by sending u to any root b of the polynomial s(mu(X)) where
mu(X) is the minimal polynomial of u over Q(p1, ..., pr)

Proof. For any x = ∑ aiui, ai ∈ Q[p1, ..., pr] we define sb(x) = ∑ s(ai)bi. As sb

preserves sums and products, the only thing left to check is that sb(x) does not
depend on the chosen representation of x.
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Suppose x = ∑ ciui, ci ∈ Q[p1, ..., pr] is another way of representing x. Then we
have ∑(ai − ci)ui = 0, which implies we have

∑(ai − ci)Xi = p(X)mu(X) (2.4)

for a certain polynomial p(X) ∈ Q(p1, ..., pr)[X]. As the coefficients of mu(X) are
coprime we can suppose p(X) ∈ Q[p1, ..., pr][X] and so applying s to 2.4 with
X = b we get 0 = ∑ s(ai)bi −∑ s(ci)bi.

Lemma 2.14. Let u = u1, u2, ..., un ∈ C be the roots of mu(X) and let δ = mink,l |uk −
ul |. There is a real number εu > 0 such that if s : Q[p1, ..., pr] −→ C is the ho-
momorphism is the arbitrary specialization of distance less than εu, then the polynomial
ms

u(X) := s(mu(x)) has a unique root us such that |u− us| < δ.

Proof. Let mu(X) = an ∏(X − ui) and (q1, ..., qn) a specialization of (p1, ..., pn) of
distance ε. Notice that as this distance gets smaller, the coefficients of ms

u(X)

get close to those of mu(X). This means, if as
n := s(an), we can write ms

u(X) =

as
n ∏n

i=0(X − αi) and also we have that for any root uj the distance |mu(uj) −
ms

u(uj)| = |as
n|∏i |uj − αi| will become arbitrarily small, therefore so must do at

least a factor |uj − αi|. With this idea we can see the fact that if ε is suficiently
small for each root uj at least one of the roots of ms

u(X), for example αj, satisfies
|uj − αi| < δ/2. From here the result follows by taking us = α1.

We can now define:

Definition 2.15. An infinitessimal specialization of (p1, ...pr; u) is a specialization of
(p1, ...pr) such that its distance ε satisfies ε < εu (for εu as in the previous lemma).

We can now prove criterion 2.11:
Consider a compact Riemann surface S and its associated F(X, Y) ∈ C[X, Y] and
let Σ1 = {p1, ..., pd} be a maximal set of algebraically independent coefficients of F
over Q. As the rest of them are algebraic, the field extension over Q generated by
all coefficients of F can be written as Q(p1, ..., pd, u) (using the Primitive Element
Theorem), with u algebraic over Q(p1, ..., pd). Let mu(T) be the minimal poly-
nomial of u over Q(p1, ..., pd) whose coefficients are coprime and lie in the ring
Q[p1, ..., pd]. We now choose a σ ∈ Gal(C|Q) such that Σ2 = {p1, ..., pd, pd+1 =

σ(p1), ..., p2d = σ(pd)} is a set of algebraically independent elements over Q. Now
there are τ, β ∈ Gal(C|Q) with φ : SFτ −→ SFβ an isomorphism. This means
ψ : SF −→ SFσ is an isomorphism with σ = τ−1 ◦ β.
If ψ is an isomorphism, as we have seen in section 1.4, it means it can be defined
with polynomials Pi, Qi, Ui, Vi, T, Hi, H. We now enlarge Σ2 to Σ3 = {p1, ..., pn},
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with a number coefficients of these polynomials {p2d+1, ..., pn} with Σ3 still an
algebraically independent set of elements over Q. This means that the field gen-
erated by all coefficients of F, the set Σ2 and all coefficients of the polynomials
related to the isomorphism ψ is Q(p1, ..., pn, v) with v algebraic over Q(p1, ..., pn).
Let qj ∈ Q(i) for j ∈ {d + 1, ..., n} be numbers such that (p1, ..., pd, qd+1, ..., qn) is an
infinitessimal specialization of (p1, ..., pn; v) and s : Q[p1, ...pn; u] −→ C the associ-
ated homomorphism.
We would like to extend s in order to apply it to the polynomials involved in ψ.
In order to do that, we consider the subring Q[p1, ...pn; u]s, consisting of elements
of the field of fractions Q(p1, ...pn; u) whose denominator doesn’t lie in the kernel
of s. This means we can easily extend s to s : Q[p1, ...pn; u]s[X, Y] −→ C[X, Y] with
s(A/B) = s(A)/s(B) with A, B ∈ Q[p1, ...pn; u] and B /∈ ker(s). Notice that if we
choose the distance of the specialization just described to be arbitrarily small, then
all coefficients of the polynomials related to ψ along with v lie in Q[p1, ...pn; u]s, as
the elements qj will be sufficiently close to the pj. Applying the extended s to the
polynomial equalities, we get a new isomorphism ψs : SFs −→ S(Fs)σ .
Now notice that if we check Fs = F and the coefficients of S(Fs)σ lie in an algebraic
field, then the proof is done. First, concerning Fs if we see s(u) = u we will get
Fs = F, as s(pi) = pi for i ∈ {1, ...d}. We know s(v) must be a root of the minimal
polynomial mv(X) = s(mv(X)) and using the idea used above, if we choose the
distance of the specialization to be sufficiently small, s(v) can be as close to v as
we want. With regard to (Fs)σ, all coefficients but s(σ(u)) lie in a field generated
by the algebraic numbers qj, but recall s(σ(u)) must be a root of the minimal poly-
nomial of σ(u) over the field generated by qj which means it must be algebraic
too.
This ends the proof and now we are ready to prove the remaining direction of the
Belyi Theorem.

2.4 Proof of the if part

Suppose S is a compact Riemann surface and the morphism f : S −→ P1 has
only 0, 1 and ∞ as branching values. The morphism f σ : Sσ −→ P1 for any σ ∈
Gal(C|Q) has exactly the same branching values, this means that if we consider the
monodromy homomorphism associated to each σ, M f σ : π1(P

1 \ {0, 1, ∞}) −→ Σd,
we only get finitely many different ones. Hence, applying Theorem 1.19, we only
get finitely many equivalence classes of Riemann surfaces Sσ, which means using
Prop. 2.11, that S is defined over Q.
This ends the proof of the important Belyi Theorem. For the only if part G.V. Belyi
came up with a different proof using Vandermonde determinants that you can
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check at [2].

2.5 Field of definition of Belyi functions

Using the arguments of the proof of the Belyi theorem, we can prove that Belyi
functions are defined in Q, that means that its coefficients are algebraic numbers:

Theorem 2.16. Given a Belyi pair (S, f ), f is defined over Q

Proof. Suppose S = SF and the meromorphic function h : SG −→ P1 and G
are defined over Q, then it is enough to show that there exists an isomorphism
ϕ : SF −→ SG such that the following diagram commutes:

SF
ϕ //

f
��

SG

h~~
P1

To prove this we just have adapt the same ideas as in the proof of the previous
sections. Consider K1 the field generated by all the coefficients of F and f over Q

and consider σ ∈ Gal(C|Q) such that the elements that generate K1 and its images
are algebraically independent. Now we define K2 as the field over Q generated
by all these elements. Then, consider all the coefficients, in the sense of section
1.4, of the polynomials that represent the fact that there exists an isomorphism
ϕ : SF −→ SFσ such that f σ ◦ ϕ = f and we add them to enlarge K2 with all of
them. From this point, the argument is the same as in the previous chapter, we
consider algebraic numbers and build an infinitessimal specialization and the ho-
momorphism associated to it. If the distance of the specialization is small enough
the result is proved.



Chapter 3

Dessins d’Enfants

The Belyi Theorem, proved in the previous section, establishes a very impor-
tant relation, as it enables us to characterize those Riemann surfaces defined over
the field of algebraic numbers in terms of coverings of the projective line ramified
over three values. In this chapter we will dive into the theory of dessins d’enfants,
the french term for "child drawings", and its relation with the Galois group of
the field extension Q|Q, where Q stands for the algebraic closure of the rational
numbers. These objects, as we will soon see, are a graphic representation of those
ramified coverings together with the compact Riemann surface they are related to.
This means that a simple "drawing", the one a child could do, will encode very
powerful information and will allow us to shred some light to one of the most
important, yet unknown, objects in Galois theory.
From now on we will assume all surfaces to be compact and oriented.

3.1 Maps and hypermaps

Recall a graph is a triple Σ = (V, E, I) where V is a set of vertices, E a set of
edges and I an incidence relation between vertices and edges, such that any edge
e is related to two vertices or "twice" to the same vertex (we will call such edge a
loop) and the degree of a vertex is the number of edges incident to it. We will now
define a (topological) map:

Definition 3.1. A map M is a graph Σ embedded into a surface X, which means that it
is considered as a subset of X, such that:

• the vertices are represented by points of the surface

• the edges are represented by curves on the surface that intersect on vertices

26
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• if we cut the surface along the graph, what remains is a disjoint union of connected
components, called faces, each homeomorphic to an open disk.

Given a face of a map, its degree will be the number of edges incident to it. If
both "sides" of the edge belong to the same face, we will count the edge twice.

We will now describe a different approach to the concept of map. Consider
a map M embedded in a surface X. As it is oriented, we can look at a close
neighbourhood of any vertex and consider a cyclic order of the part of the edges
contained in the neighbourhood (we will call them darts). Beginning at any dart
we go from one to another in counter-clockwise direction. If we denote by D the
set of all darts, notice that |D| is twice the number of edges of the graph associated
to M. The collection of all cyclic orders of the darts gives a permutation on D and
we will denote it by σ. We have another permutation that relates the two darts
that form an edge, hence all its cycles are of length 2, and we will denote it by α.

Figure 3.1: Neighbourhood of a vertex with the darts oriented

Using these two permutations, it is easy to see that we can represent the faces
of the map by the permutation ϕ = α−1σ−1. Since α’s cycles are of length 2, we
could have written α−1 instead of α, but this is because it is necessary for the
definition of hypermap, a concept that will be seen later. Then, for example if we
consider this map and label the darts in this way:

Figure 3.2: A labelling of the darts

The permutation we get for the figure above are:

σ = (1, 3, 5, 6)(2)(4), α = (1, 2)(3, 4)(5, 6) and ϕ = (1, 2, 6, 3, 4)(5)
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Definition 3.2. A sequence [g1, ..., gk] with gi ∈ Sn (the symmetric group on n elements),
is called a k-constellation if the group generated by all gi, G = 〈g1, ..., gk〉, acts transitively
on the set of n points and the product of all gi is the identity g1g2...gk = Id.

Definition 3.3. Given a k-constellation [g1, ..., gk] the group G = 〈g1, ..., gk〉 is called its
cartographic group.

Notice the cartographic group is defined by its action, it is a concrete subgroup
of the symmetric group of order n.
It is easy to see that the group G = 〈σ, α, ϕ〉 acts transitively as the graph of the
map is connected, thus the triple [σ, α, ϕ] is a 3-constellation and the group G is
its associated cartographic group. That means we can also define a map via this
construction:

Definition 3.4. A (combinatorial) map is a 3-constellation [σ, α, ϕ].

Notice the correspondence between the topological and combinatorial map is
one to many, as we can label the darts in many different ways.
We are now ready to define the concept of hypermap:

Definition 3.5. A hypermap is a map whose vertices are colored in black and white in a
way that there is no edge connecting two vertices of the same color.

Notice that any map can be transformed into a hypermap just by coloring all
the vertex in black, and adding a white vertex in the middle point of each edge.
The three permutations defined for the map [σ, α, ϕ] now act on the edges rather
than on the darts, σ is the rotation around the black vertices and α around the
white ones. That means it is now an arbitrary permutation. Hence, a combinatorial
definition for hypermaps is:

Definition 3.6. A hypermap is a 3-constellation [σ, α, ϕ] with α an arbitrary permutation.

Figure 3.3: Example of a hypermap embedded on the sphere

This means we can consider hypermaps rather as generalizations of maps (3-
constellations with an arbitrary α) or as the particular case of maps that are bicol-
ored and with no edge connecting two edges of the same colour.
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3.2 Belyi pairs and dessins

We now consider the following procedure. Given a Belyi pair (X, f ) and the
segment [0, 1] ⊂ Ĉ, we paint 0 as a black vertex and 1 as a white one and take
its preimage via f: H = f−1([0, 1]) ⊂ X. Clearly H is a hypermap drawn on the
Riemann surface X, with the white vertices (resp. black) being the preimages of 1
(resp. 0) and their valencies being equal to the multiplicities of the critical points.
Also, each face will contain exactly one pole i.e. a preimage of ∞. Notice that a
black or white vertices may have valency one, which means they are no critical
points.
Following this process, we can now define dessins:

Definition 3.7. A dessin d’enfant D is a hypermap representing a Belyi pair via the
procedure defined above.

As the graph of any dessin is bipartite, it can be determined by the degrees of
the white and the black vertices. We can define:

Definition 3.8. Given a dessin D with n black vertices and m white vertices, its passport
is the sequence [b1, b2, ..., bn; w1, w2, ..., wm] with b1 ≤ b2 ≤ ... ≤ bn and w1 ≤ w2 ≤
... ≤ wn such that the bi (resp. wi) stands for the different degrees of the black (resp. white)
vertices.

As an example if we have the passport [3; 1, 2] a possible graph of the dessin
will be:

Figure 3.4: Graph of a dessin with passport [3; 1, 2]

The following definitions will prepare us for the important theorem that will
be presented:

Definition 3.9. We say two dessins D1 and D2 are equivalent if there exists an orientation-
preserving homeomorphism between the surfaces they are embedded in such that its restric-
tion to the graphs produces an isomorphism between them.
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Recall a graph isomorphism is a bijection between the sets of vertices of both
graphs, such that two vertices are connected if, and only if, their images are con-
nected too.

Definition 3.10. We say two Belyi pairs (X1, f2) and (X2, f2) are equivalent if there
exists an isomorphism ϕ : X1 −→ X2 such that the following diagram commutes:

X1
ϕ //

f1
��

X2

f2~~
P1

The relation of the classes of equivalent dessins to the ones of equivalent Belyi
pairs is known as the Grothendieck correspondence in honor to the mathematician A.
Grothendieck.

Theorem 3.11 (Grothendieck correspondence). There is a correspondence between
classes of equivalent dessins and classes of equivalent Belyi pairs in both directions and
they are mutually inverse.

We will not give an explicit proof of this result, but we will outline the main
part of it. The idea in one direction follows from the definition of dessins, if we
have two equivalent Belyi pairs and take the preimage of the segment [0, 1] via
each Belyi function, as we have an isomorphism between the surfaces, the dessins
will be equivalent.
In the other direction, the idea is to build a triangulation on the surface placing a
point in the center of each face of the dessin. With this construction and using the
fact that the surface is oriented, we can build local homeomorphisms from each
triangle to the closure of H and then use them to build the Belyi function. If you
are interested in the explicit process see [7, Theorem 1.5].

3.3 Gal(Q|Q)

As we have announced earlier, the key aspect of the dessins is its relation with
the absolute Galois group of the rational numbers Gal(Q|Q) =: Γ, that is, the
Galois group of the field extension Q|Q, where Q stands for the algebraic closure
of the rationals in C.
As we will study its action, it is convenient to properly characterize it. In order to
do that we first define the concept of projective limit:

Definition 3.12. Let I be a set and Si, for i ∈ I, a family of groups indexed by I. Now we
assume, with the notation just described, the following holds:
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1. For any i, j ∈ I with i ≤ j there exists an homomorphism ϕ
j
i : Sj −→ Si.

2. The homomorphisms just described are consistent in the sense that ϕi
i = idSi and

given i, j, k ∈ I with i ≤ j ≤ k, the following diagram commutes:

Sk Sj
ϕ

j
koo

Si

ϕi
j

??

ϕi
k

OO

In this case we will say that the family of Si with i ∈ I together with the homomor-
phisms described above form a projective (or inverse) family of groups with the notation

{Si, ϕi
j}

Let’s take a look at an example:

Example 3.13. Let G be a group and Ni, i ∈ I the family of all normal subgroups
of G. We can now consider Si := G/Ni for each Ni, with the set of all Ni par-
tially ordered by inclusion. Then we can define a projective family of groups by
considering ϕi

j : Sj −→ Si as the natural projection.

We would like to study whether a group T exists such that all information of a
projective family of groups is contained in it and we can recapture all information
of it.
To do that, we consider a projective family {Si, ϕi

j} and T a group with homo-
morphisms φi : T −→ Si with i ∈ I such that the following diagram commutes:

T

ϕi

��

ϕj

��
Si Sj

φ
j
i

oo

If the latter happens, we will say T together with the φi : T −→ Si with i ∈ I
homomorphisms are consistent. We can now define:

Definition 3.14. Given a projective family of groups {Si, ϕi
j} we say X together with

φi : X −→ Si, i ∈ I is a projective limit of the family {Si, ϕi
j} if the following stands:

Given any other group T together with homomorphisms γi : T −→ Si, i ∈ I consistent in
the sense of the previous definition, we have a unique morphism π : T −→ X such that
the following diagram commutes for every i ∈ I:

T

π
��

γi // Si

X
φi

??
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Using the notation of the previous definition we will write:

X = lim←− Si

We are now ready to define what a profinite group is:

Definition 3.15. A profinite group is a projective limit of a projective system of finite
groups.

Consider now all Galois field extensions of Q, that is all field extensions K|Q
that are normal and separable. Using Galois theory, we know we can consider
all the Galois groups Gal(K|Q) and using the correspondence between field ex-
tensions and groups, build the following projective system. Let K be the set of
all Galois extensions of Q ordered by inclusion and consider Gk = Gal(k|Q) with
k ∈ K. For any k1, k2 ∈ K with k1 ⊂ k2 we define ϕk1

k2
: Gk2 −→ Gk1 as the restriction

morphism. Hence, {Gk, ϕk1
k2
} is a projective system of finite groups and we can

define Gal(Q|Q) as:

Gal(Q|Q) = lim←−Gk

Notice that it is a very important group, as it "contains" all classic Galois theory.
For example, it can be used to study the inverse Galois problem, that states that
any finite group can be identified as the Galois group of a Galois extension of Q.

3.4 The action of Γ

In the previous section we properly presented Γ as a profinite group, therefore
its study is difficult. Nevertheless what we can study is its action, as we know its
elements are automorphisms of finite fields extensions over the rational numbers,
thus we know how to deal with them. We have seen in the previous chapter that
due to the Belyi theorem, Belyi pairs are defined over Q hence we can make Γ act
on dessins in the following way:
Given a dessin D represented by a Belyi pair (X, f ) and σ ∈ Γ using the ideas and
the notation of the section 1.3 with Gal(C|Q), we can define Xσ as the Riemann
surface defined by Fσ where F is the polynomial that defines X and f σ will stand
for the Belyi function defined by applying σ to the coefficients of f . Hence the
conjugate of D by σ will be the dessin associated to the Belyi pair (Xσ, f σ).
The Belyi Theorem assures that the action is faithful on classes of equivalent
dessins, that is, for any σ, τ ∈ Γ with σ 6= τ there exists a dessin such that its
conjugates via σ and τ are different.
Now we are interested in studying the orbits of this action and whether two dessins
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are in the same one or not. Therefore, we would like to find invariants of this ac-
tion. This is one of the deepest open topics in the this theory, as it is still not
known if a complete list of invariants exists, and if it does whether it is finite or
infinite. We will now present some invariants, most of them not very complicated,
but they will give a powerful information.
We have the following result:

Proposition 3.16. Given a dessin D the following properties remain invariant under the
action of Γ:

1. The number of edges

2. The number of white vertices, black vertices and faces

3. The degree of white vertices, black vertices and faces

4. The passport and the cartographic group

Proof. The first three statements are just a consequence of the definition of dessins
and the fact that when we calculate the conjugate via an element of Γ it mantains
the ramification indexes. The last one is consequence of the first three.

Corollary 3.17. The Γ-orbits of the action on dessins are finite

Proof. We know, using the previous proposition, that the passport is an invariant
of the action. But given a passport, there are only finitely many bipartite graphs
with it, which means the orbit can’t be infinite.

Remark 3.18. Notice that the fact that the passport is an invariant of the ac-
tion doesn’t mean that for a concrete passport all of its elements form an or-
bit. For example take a look at the dessins on the Riemann sphere with passport
[1, 1, 1, 2, 2; 1, 2, 4]

Figure 3.5: Four dessins with passport [1, 1, 1, 2, 2; 1, 2, 4]



34 Dessins d’Enfants

Without any explicit calculation of its Belyi function, we know these four
dessins split into two Γ-orbits just by considering its chartographics groups. For
the trees A and B it is the alternating group A7 while for the C and B it is the
group PSL(3, 2), that is the group of projective linear transformations having a
representative with determinant equal to one.

One of the most important features is that the action is faithful even restricted
to surfaces of a concrete genus. Recall the genus of an oriented surface is a topo-
logical concept that is related to the number of "holes" of the surface. Formally,
there are various ways to define it, but the idea is that, using the characterization
of compact oriented surfaces, every surface of this type is homeomorphic to the
sphere, to the connected sum of g copies of a torus or to the connected sum of g
copies of the projective plane. And so for any surface, we define g as its genus,
and when they are homeomorphic to the sphere we say its genus is 0.
The genus of a dessin is the genus of the surface it is embedded in.

Theorem 3.19. The restriction of the action of Γ to dessins of genus g is faithful for every
g.

We will prove the case of genus 0, that is, on the Riemann sphere, following
the proof in [7]. First we need two technical lemmas:

Lemma 3.20. Let F be a polynomial of degree n and d|n. Suppose there exists a polynomial
H such that H(0) = 0, is monic, has degree d and there exists a polynomial G such that
F = G ◦ H. Then H is unique.

Proof. Let m be the degree of G, which means n = md and we write G = ∑m
i=0 λizi

and H = ∑d
i=1 µizi with µd = 1. Then:

F = λmHm + λm−1Hm−1 + ... + λ0 (3.1)

Notice the terms of the right-hand side of degree n, ..., n− d + 1 all "come" from
the term λmHm that means we can uniquely solve the d highest terms of H

Lemma 3.21. Given polynomials F, G, Ĝ, F̂ such that G ◦ F = Ĝ ◦ F̂ and H and Ĥ have
the same degree, then there exist constants c and d such that Ĥ = cH + d

Proof. Let µ (resp. µ̂) be the leading coefficient of H (resp. Ĥ) and γ (resp. γ̂)
the constant coefficient of H/µ (resp. Ĥ/µ̂). Then, using the hypothesis we have
G1 ◦ (H/µ− γ) = G2 ◦ (Ĥ/µ̂− γ̂). But notice that both H/µ− γ and Ĥ/µ̂− γ̂ are
monic, their constant term is 0 and their degrees are equal, which means, using the
previous lemma, that they are equal. Therefore setting c = µ̂/µ and d = µ̂(γ̂− γ)

we have the equality Ĥ = cH + d
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Suppose we have a dessin on the Riemann sphere which only has one face, then
the graph associated is a tree. Therefore the Belyi function will be f : Ĉ −→ Ĉ

and as it only has one face, that means ∞ is the unique pole, therefore it is a
polynomial. The action of Γ on it affects only the Belyi function, as it is trivial on
the surface and since the number of faces is an invariant of the action, these type
of dessins are preserved by it. Now we have:

Theorem 3.22. The action of Γ on trees is faithful.

Proof. Let σ ∈ Σ and consider k an arbitrary number field generated by an element
a with the action of σ on a non-trivial. In order to prove the theorem we must
see that there exists a Belyi function β(x) corresponding to a tree, defined over
k and such that βσ(x) is not equal to β( ax+b

cx+d ) except when ax+b
cx+d = x. As β(x)

corresponds to a tree, the point ∞ must have only one pre-image, as the dessin on
the sphere only has one face. This means β(x) is a polynomial, and so in order to
get βσ( ax+b

cx+d ) = βσ(x) we have c = 0 and d = 1 replacing a and b with a/d and b/d
respectively.
We now define pa(x) ∈ k[X] such that p′a(x) = x3(x − 1)2(x − a). Following
the argument in the proof of the Belyi Thorem (section 2.1), a polynomial f ∈
Q[X] exists such that Pa(x) = f (pa(x)) is a Belyi function (in this case also a
polynomial). We can repeat the argument with b = aσ and consider Pb(x) =

f (pσ
a (x)). Let Ta the tree associated to Pa(x) and Tb(x) the one associated to Pb(x),

notice we have Tb(x) = Tσ
a . If we check the fact that these two trees are different,

then the proof will be done, as that will mean σ acts non-trivially on Ta. This is
equivalent to showing that Pb(x) 6= Pa(αx + β) for any constants α, β.
Suppose we do have constants α, β with Pb(x) = Pa(αx + β), which we can rewrite
as f (Pb(x)) = f (Pa(ax + b)). We can now apply 3.21 and so there are constants
m, n with Pa(αx + β) = mPb(x) + d. Clearly the function mPb(x) + d has the same
critical values of Pb(x), {0, 1, b} while the function Pa(αx+ β) has also three critical
points, {x1, x2, x3} with ax1 + b = 0, ax2 + b = 1 and ax3 + b = α. As these two
functions are equal we must have x1 = 0, x2 = 1 and x3 = b. But this leads to the
fact that a = 1 and b = 0 and so α = β, which is a contradiction. Therefore we
cannot have Pb(x) = Pa(αx + β) for any α, β other than α = 1 and β = 0, which
shows that the trees Tα and Tβ are distinct.

Corollary 3.23. The action of Γ on dessins of genus 0 is faithful.
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3.5 Dessins on the sphere

Let’s take a look at some explicit examples of dessins. We will consider the
simplest class, the plane trees, that are hypermaps on the Riemann sphere with a
unique face. Notice that, as we mentioned in the previous section, the correspond-
ing Belyi pair will be a polynomial, as it has ∞ as a unique pole of the same degree
as the polynomial. That means we can study it as a polynomial on the complex
plane C. From now on we will present the dessins as graphs, but they have to be
understood as embedded in the Riemann sphere.
We define these type of polynomials as:

Definition 3.24. A polynomial P(X) with at most two critical values, that is, there are
at most two points c1, c2 such that if P′(a) = 0, then P(a) = c1 or P(a) = c2, is called a
Shabat polynomial.

Notice we can always consider the values to be {0, 1}, as we can always make
the transformation p(x) = (P(x)− y1)/(y2 − y1) where P(x) is a Shabat polyno-
mial with {y1, y2} as its critical values. Therefore, any tree has associated a Shabat
polynomial as its Belyi function. Let’s take a look at some examples of dessins and
the action of Γ on them:

Example 3.25. A simple example is the dessin with the n-star graph:

Figure 3.6: 8-star graph

It is easy to see that the Belyi function associated is the Shabat polynomial
P(z) = zn and has only one critical value, 0. The center of the star is always the
point 0 and the other vertices are the n-th roots of unity.

Example 3.26. We define the n-th degree Chevyshev polynomial as Tn(z) = cos(narccos(z)).
An equivalent way to define it is by the recurrence relation:

• T0(x) = 1

• T1(x) = x
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• Tn+1(x) = 2xTn(x)− Tn−1(x)

The polynomial Tn has only 1 and -1 as critical values, so it is a Shabat polynomial
and so Pn = (Tn + 1)/2 is a Belyi function. It is easy to see that if we consider
the Belyi pair defined by the Riemann sphere and Tn, the hypermap it defines is a
"chain-tree" with the values of the vertices being the real values xk = cos(π(k+1/2)

n )

:

Figure 3.7: Dessin with Belyi function (T5(x) + 1)/2

In both previous examples the action of Γ was trivial, as all Belyi functions had
coefficients in Q. Let’s now see examples where it is not:

Example 3.27. Consider the following tree with six vertices:

Figure 3.8: A tree D

We assume the white vertices of degree 3 and 2 are placed at z = 0 and z =

1 respectively and let z = a be the place of the white vertex left. Using this
information, the Belyi function must be:

f (z) = Cz3(z− 1)2(z− a) (3.2)

To determine C we calculate the derivative of f and we get f ′(z) = Cz2(z −
1)(6z2 + (−5a − 4)z + 3a) and now as the tree has a black vertex of degree 3,
f must have a branch point of order 3, not equal to 0 or 1. In order to that to hap-
pen, f ′ must have a double root, which means the discriminant of the polynomial
P(z) = 6z2 + (−5a− 4)z + 3a is zero. Therefore we have

(−5a− 4)2 − 72a = 25a2 − 32a + 16 = 0 (3.3)

and two values that satisfy this equation are a1 = (16 + 12i)/25 and a2 = (16−
12i)/25 and so the double root of P(z) is, for each ai, zi = (5ai + 4)/12 = (3± i)/5.
That means, using that f (zi) = 1 in order to determine Ci, we get two different
Belyi functions:
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f1(z) = 3+1
5 z3(z− 1)2(z− 4

25 (4 + 3i)) and f2(z) = 3−1
5 z3(z− 1)2(z− 4

25 (4− 3i))

It is easy to check that if we calculate the preimage of [0, 1] we have that D is the
dessin related to f1 and D is the dessin related to f2.

In fact we can check the fact that for any σ ∈ Γ such that σ(i) = −i we have
f σ
2 = f1 and since all other coefficients of the Belyi functions are rational numbers,
{D, D} form a complete Γ-orbit

Figure 3.9: The tree D

Example 3.28. Consider the following tree:

Figure 3.10: Tree with six edges

As in the last example we place the degree 3 vertex at z = 0 and the degree 2
at z = 1. If the other white vertex is placed at z = a then in order to establish the
associated Belyi function f (z), we have the same conditions of the previous exam-
ple: f (z) = Cz3(z− 1)2(z− a) and f ′(z) = Cz2(z− 1)P(z). Now the polynomial
P(z) has two different roots, which means that:

25a2 − 32a + 16 6= 0 (3.4)

Instead of solving P in terms of a to get its two solutions w1 and w2, and the using
them to determine a with f (w1) = f (w2), we consider the following process:
we divide our Belyi function f by P and so we get an expression of the form
f = PQ + R with R a polynomial of degree less or equal than 1, that is the
difference of the degrees of f and P. Therefore, R can be written as R(z) = Az+ B.
The explicit calculation of the division gives:

A = − C
65 (25a2 − 32a + 16)(25a3 − 12a2 − 24a− 16) (3.5)
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and
B =

C
2534 a(5a− 8)(25a3 − 6a2 + 8) (3.6)

Using the condition f (w1) = f (w2) we have that R(w1) = R(w2), but as we know
w1 6= w2 we have A = 0. Hence using the expression in 3.5 with 3.4 we have the
condition for a:

25a3 − 12a2 − 24a− 16 = 0 (3.7)

That means we have three different values of a, say {a1, a2, a3}, and for each one
we get a different Belyi function

fk(z) = Ckz3(z− 1)2(z− ak)

We can explicitely calculate each Ck using the fact that 1 = fk(w1) = R(w1) = B
and so we get:

Ck =
2534

ak(5ak − 8)(25a3
k − 6a2

k + 8)
(3.8)

Notice that exactly the same information used to build these three Belyi functions
can be obtained from these two trees:

Figure 3.11: Dessins with the same passport as fig. 3.10

Hence their corresponding Belyi function must be one of the three fk(z) we
found and as there is no orientation-preserving homeomorphism between these
three trees (fig. 3.10 and fig. 3.11) , they are not equivalent.
Now if σ ∈ Γ is an automorphism that permutes the roots of the polynomial 3.7,
it will also permute the functions { f1, f2, f3}. Since this type of elements are the
only ones that act non-trivially on them, we conclude that they form a complete
Γ-orbit.
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This puts an end to this project. As we have seen the theory of dessins d’enfants
establishes very powerful relations between purely topological aspects, such as
graphs embedded in surfaces, and algebraic concepts, such as Galois groups or
orbits. It is a vast theory and what this work studies is just the introductory
vision, for a further development of it you can check [7].
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