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    Abstract  

 

We propose a new approach for the visual inspection of interactions 

between several variables related to the wind and solar energy 

sector, and a set of socioeconomic variables and natural factors that 

may be affecting the sector. Focusing on fifteen European countries 

in the period from 2007 to 2019, we use Categorical Principal 

Component Analysis to reduce our data into two factors, the first 

relating to energy consumption, greenhouse gas emissions, per 

capita income, and solar energy, and the second capturing climactic 

and sociopolitical factors. The dimensionality reduction also displays 

a decoupling between natural factors and variable renewable 

energy sources (VRES) development, particularly in the case of 

solar energy, and instead shows a more influential relationship with 

economic factors. We additionally project all countries into a 

perceptual map and observe three clusters that roughly correspond 

to the main European regions (Southern and Eastern Europe, 

Northern Europe and Western Europe). Finally, we plot the average 

level and growth level of both the wind and solar energy share for 

each nation and observe a negative relationship in wind share and a 

slightly positive relationship in solar share. Our results show that, 

especially for wind energy, countries with higher levels of overall 

renewable energy development are more likely to show more 

intense VRES development than countries who already have high 

existing levels of the technology in their renewable energy mix. 

Solar energy investment on the other hand is more likely to be 

dominated by countries with pre-existing high levels of solar in the 

renewables mix. Our results emphasize the importance of individual 

nations attitude towards renewables as a whole as playing a key 

role in VRES development, as much as the natural resource 

availability of these energies. 
 

 

 

JEL Classification:  C38, C55, O44, Q20, Q50. 

 
Keywords:  Renewable energies, Wind share growth, Solar share growth, 

Economic growth, Human development, Multivariate analysis, Europe. 
 
 
 
Christina Carty: Northwestern University, Weinberg College of Arts & Sciences. Email: 
c.carty@u.northwestern.edu 
 
Oscar Claveria (corresponding author): AQR-IREA, Department of Econometrics and 
Statistics, University of Barcelona, Diagonal 690, 08034 Barcelona, Spain.  
Tel.: +34-934021825. Email: oclaveria@ub.edu 
 

mailto:c.carty@u.northwestern.edu
mailto:oclaveria@ub.edu


 

Acknowledgements and funding 
 
This research was supported by the project PID2020-118800GB-I00 from the Spanish Ministry of Science 
and Innovation (MCIN) / Agencia Estatal de Investigación (AEI).  
http://dx.doi.org/10.13039/501100011033 

 

http://dx.doi.org/10.13039/501100011033


 

1 

 

 

1. Introduction 

 

In the face of global warming, more nations are aiming for the decarbonisation of energy 

resources in order to mitigate greenhouse gas emissions and the effects of climate change. By 

2050, Europe aims to become the first climate-neutral continent by primarily relying on 

renewable energies (European Commission, 2018). Despite this lofty goal, individual 

European countries show a wide range in share of renewable energy consumption and the lack 

of consistent success across individual nations will likely pose a problem to Europe's climate-

neutrality goal. The variation of success in renewable energy adoption in Europe not only 

highlights the great challenge in moving away from fossil fuels but the fact that this challenge 

is disproportionately felt by different nations. 

These many challenges presented by a transition to a renewable energy scheme are 

exacerbated for variable renewable energy sources (VRES) such as wind and solar, whose 

dependency on meteorological climate can create complications in their integration to a power 

system (Huber et al., 2014). Despite the high volatility of these energy sources, wind energy 

made up 35% of energy in Europe in 2019 and solar was cited as the fastest growing renewable 

energy (Eurostat, 2022). 

Given the prominent role of VRES in Europe’s energy landscape, it is important to be 

able to understand what makes these energy sources more or less likely to be used by European 

countries in the general implementation of renewable energy. While VRES depend heavily on 

weather and climate, they are still subject to many of the same socioeconomic conditions that 

affect the production and consumption in the energy sector. The complex interaction between 

climate and economy on wind and solar energy is not so feasibly modelled as it is not yet well 

understood. 

For this reason, VRES studies attempting to model or understand the adoption of these 

energies must represent an intersection of economic, political, and physical phenomena to 

properly account for all the challenges VRES will face (Chen et al., 2019). In the literature as 

of date research tends to focus on either the climatological (Castillo et al., 2016; Miglietta et 

al., 2017) or economic (Dascalu, 2012; Ntanos et al., 2018) interaction with VRES 

development, but there is a lack of studies utilising the aforementioned integrated approach. 

Therefore, the goal of this paper is to apply a holistic approach in order to understand the 

interaction of VRES growth with a wide range of indicators. 

https://www.sciencedirect.com/science/article/pii/S0360544214002680#sec6
https://link.springer.com/content/pdf/10.1007/s40565-018-0438-9.pdf
https://www.sciencedirect.com/science/article/pii/S0301421515301324#t0005
https://journals.ametsoc.org/view/journals/apme/56/1/jamc-d-16-0031.1.xml?tab_body=fulltext-display#d15966155e1018
https://journals.ametsoc.org/view/journals/apme/56/1/jamc-d-16-0031.1.xml?tab_body=fulltext-display#d15966155e1018
https://www.sciencedirect.com/science/article/pii/S221256711200216X
https://www.mdpi.com/2071-1050/10/8/2626/htm


 

2 

 

With this aim, we use Categorical Principal Component Analysis (CATPCA) to carry 

out exploratory research on the growth of wind and solar energy relative to other forms of 

renewable energy, specifically with respect to meteorological, economic, and sociopolitical 

indicators for a range of European nations. The categorical component of this analysis is 

generated by the procedure proposed by Claveria (2016), in which time series data of a wide 

range of indicators are converted to ordinal series by ranking the countries according to the 

growth experienced during the sample period. CATPCA is then used to turn this categorical 

ranking data into uncorrelated components which allows for nations to be clustered and 

positioned relative to these components. 

The use of CATPCA not only allows us to work with variables that are nominal (i.e., 

the regions of the countries chosen for this study), ordinal (i.e., the rankings of said nations) 

and numerical (i.e., the original indicator data) simultaneously, but it can also capture 

nonlinearity in the relationships between these variables. Further, the clustering of each country 

on a biplot of the generated components allows us to analyse the relative relationship between 

countries with respect to the information captured in the components. 

While our analysis cannot derive causal conclusions, this empirical study offers an 

alternative approach to evaluating the interplay of various key factors in the development of 

VRES that includes (a) quasi-dynamic analysis of each nation via the rate-of-growth rankings 

over the study period of 2007-2019, (b) the use of visualization in understanding VRES 

development, and (c) an assessment of the relative relationship between different economies 

with respect to this development. 

In this study, the results from these analytical elements highlight a decoupling between 

the development of VRES and the initial factors that helped establish these industries, such as 

resource availability. The implications of these findings reinforce the role of the individual 

nation in championing the development of these clean energy technologies relative to the 

environmental obstacles that exist with VRES development. 

The remainder of this paper is structured as follows. In Section 2, we assess the current 

state of research surrounding VRES development. The following section describes the data 

used and gives greater detail on the methodology behind our analysis. Section 4 presents and 

discusses the results of the CATPCA analysis as well as a comparison of country growth rates 

and average levels of wind and solar energy share in the renewables mix. Finally, Section 5 

summarises our main findings and looks at opportunities for future research. 
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2. Literature review 

 

Traditionally, research on the development of VRES has primarily looked at natural, economic, 

or political factors in isolation. To understand the relative weight of these different areas on 

VRES research, Şener et al. (2018) reviewed 60 qualitative and quantitative studies and 

identified seven frequently cited categories of drivers and barriers to renewable energy 

deployment. Environmental, economic, and social factors were identified as drivers of 

renewable energy while political, regulatory, technical potential and technological categories 

were all found to have undetermined effects on renewable energy deployment. National income 

was also identified as a driver. These authors found that economic factors were overrepresented 

in the selected manuscripts, while there was an underrepresentation of environmental variables. 

As of the study’s date of publication, periods after 2010 were found to be underrepresented in 

studies relating to renewable energy deployment. 

An interdisciplinary study most like the work undergone in this present paper is that of 

Papież et al. (2018), in which the authors research the determinants of various types of 

renewable energy in 26 European countries from 1995 to 2014. Similar to our study, Papież et 

al. (2018) used principal component analysis as a part of their research methods to investigate 

the distribution of energy consumption, first with respect to different renewable energy sources, 

and then with respect to fossil fuels and total renewable energy consumption. The principal 

components from the latter analysis were then used in a cross-sectional regression analysis 

along with various variables relating to potential determinants of renewable energy growth. 

While these determinants include a mix of environmental, political, and economic factors, their 

environmental variables are limited to those representing ‘environmental concern’, such as 

CO₂ emissions, and do not include any climate or weather-related factors. That said, their 

results from the first PCA analysis showed that wind and solar had grown the fastest over the 

study period relative to other renewable energy sources, and the cross-country patterns of this 

growth followed the geographical climatic potential of each energy source (i.e. northern 

countries showed greater wind growth and southern, sunny, countries showed greater solar 

growth) pointing to a relevant effect of climate on VRES development. Via the regression 

analyses involving determinants, Papież et al. (2018) also found that one of the most important 

factors controlling renewable energy development in the present was pre-existing levels of 

renewable energy, implying that early decisions regarding renewable energy implementation 

have consequences on the future growth of these energy sources. 

https://www.sciencedirect.com/science/article/pii/S1364032117309802?via%3Dihub
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Hernik et al. (2019) took an interdisciplinary approach to analysing the controls on 

renewable energy development in Eastern Poland using a Spearman’s rank coefficient 

correlation test to analyse the relationship of spatial-economic variables with a number of 

renewable energy sources in urban vs rural areas. Hernik et al. (2919) found a significant 

difference in the nature of renewable energy development between rural and urban districts, 

where development in urban districts tends to show correlation with economic factors, while 

rural districts show stronger correlation to ‘spatial’ factors, i.e., population density and physical 

characteristics of the land in that area. Additionally, the authors found that of all the renewable 

energies studied solar photovoltaic energy sources tended to show higher correlations to more 

spatial-economic variables than other sources, specifically in urban districts. 

As noted by Şener et al. (2018), the relationship of renewable energy development to 

economic variables, especially relating to Gross Domestic Product (GDP), has been extensively 

researched. Despite this, the nature of the relationship between GDP and renewable energy 

development is still not entirely agreed upon. Many studies have pointed to positive 

relationships between renewables and GDP (Apergis & Payne, 2010; Sadorsky, 2009) 

especially among higher income countries (Al-mulali et al., 2013). On the other hand, 

Menegaki (2011) estimated a random effects model to assess this relationship in 27 European 

countries and found no significant relationship between renewable energy and GDP. 

Using a different approach, Yao et al. (2019) incorporated greenhouse gas emissions 

into their analysis of renewable energy consumption and GDP using an adapted Environmental 

Kuznets Curve (EKC). The traditional EKC expresses the relationship between CO₂ emissions 

and an increasing GDP in three stages: i) the scale effect stage, in which CO₂ emissions are 

increasing with a relatively low starting GDP; ii) the structural effect phase in which CO₂ 

emissions stabilize due to a transition from a high-pollution to low pollution environment, and 

iii) the technology effect phase, in which GDP is sufficiently high to allow investing in 

emissions-reducing technology. This effect creates an inverse U-shaped relationship between 

CO₂ emissions and GDP, Yao et al. (2019) found that in contrast to emissions, renewable 

energy has a U-shaped relationship with GDP implying that significant increases in renewable 

energy consumption will only be seen in high-income nations that have crossed the threshold 

into the “technology effect” stage. These findings support the theory that renewable energy can 

lead to a decrease in CO₂ emissions while still growing GDP. 

Bölük and Mert (2014), on the other hand, did not find the EKC hypothesis to hold for 

16 European countries over a study period of 1990 to 2008. Their results showed no evidence 

https://www.sciencedirect.com/science/article/pii/S0959652619329452#bib26
https://www.sciencedirect.com/science/article/pii/S0301421509003176
https://www.sciencedirect.com/science/article/pii/S1364032113000932
https://www.sciencedirect.com/science/article/pii/S0140988310001829
https://www.sciencedirect.com/science/article/pii/S0959652619324084
https://www.sciencedirect.com/science/article/pii/S0360544214008305
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that high economic productivity would lead to decrease in CO₂ emissions, and instead found 

the opposite—that greenhouse gas (GHG) emissions were continually increasing with GDP. 

As such, while Bölük and Mert (2014) found that renewable energy produced less CO₂ 

emissions than fossil fuels. The authors did not find that renewable energy growth lead to a 

decreasing trend in CO₂ emissions, given that renewable energy stimulated GDP, and GDP 

growth was always associated with a CO₂ rise. Similar research has empirically proved (Auci 

& Trovato, 2011; Bruyn et al., 1998; Markandya et al. 2006) and disproved (Akbostanci et al., 

2009; Friedl & Getzner, 2002; Grossman & Kreuger, 1995) the EKC hypothesis, making it a 

contested subject further complicated by the role that renewable energy plays in national 

economies. 

It is worth noting that, save for Şener et al. (2018), all the above literature does not limit 

its exploration of renewables to VRES, although these energy types are included. While these 

studies are still useful in contextualising the state of renewable development, VRES present 

unique challenges to power systems and the energy grid not present in other types of renewable 

energy sources (Babatunde et al., 2018; Huber et al., 2014; Johnson et al., 2020), and it has 

been posited that addressing these obstacles will require economic and political intervention 

(Verzijlbergh et al., 2017). Thus, a focus on the interaction of economy and policy with VRES 

development specifically is relevant in understanding the specificities of this sector apart from 

other renewable energy sources. 

On the other hand, the weather and climate dependence of VRES has resulted in many 

climate and weather studies that focus on these types of renewable energy sources specifically. 

The existing studies approaching VRES from an earth science perspective have largely focused 

on potential and hypothetical scenarios, although the relationships identified can still be helpful 

in understanding the relationship between climate and VRES development. Castillo et al. 

(2016) used land constraints and resource availability (i.e., solar radiation levels) to create a 

suitability map for solar power generation across the European Union (EU). The authors found 

that higher suitability tended to correspond to countries with higher solar radiation levels, 

mainly those of the southern Mediterranean, thus supporting a relationship between solar 

energy development and climate. 

One of the most common concerns regarding VRES from a power systems perspective 

is the potential for mismatch between energy demand and energy supply due to the volatility 

of VRES generation (Johnson et al., 2020; Kroposki et al., 2017). Using weather-to-energy 

conversion modelling, Raynaud et al. (2018) assessed this supply-demand relationship in 

https://www.sciencedirect.com/science/article/pii/S0306261920300040#b0015
https://www.sciencedirect.com/science/article/pii/S0306261920300040#b0015
https://www.sciencedirect.com/science/article/pii/S0306261920300040#b0015
https://www.sciencedirect.com/science/article/pii/S1364032116307651
https://www.sciencedirect.com/science/article/pii/S0301421515301324#t0005
https://www.sciencedirect.com/science/article/pii/S0301421515301324#t0005
https://www.sciencedirect.com/science/article/pii/S0306261920300040
https://ieeexplore.ieee.org/abstract/document/7866938
https://www.sciencedirect.com/science/article/pii/S0960148118302829
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VRES across different European climates in the form of insufficient energy production events, 

or ‘energy droughts’. The authors found key characteristic and geospatial differences between 

wind and solar energy droughts. Firstly, they observed that wind power had more day to day 

variability leading to a higher frequency yet short duration wind energy droughts, regardless of 

geographic region. On the other hand, their models also revealed  that solar energy droughts 

are characterized by either short, weather related events or long, seasonal influences, and that 

the severity and length of these long droughts are exacerbated in high latitude countries by a 

decrease in winter-time daylight hours but an increase in winter energy demands. 

The models used in Raynaud et al. (2018), as well as those in a similar meteorological 

study done by van der Wiel et al. (2019), showed that energy systems with greater mixes of 

solar and wind energy led to a general decrease in adverse energy production events. This 

relationship between VRES and the power system itself is also a key factor in VRES 

development, as higher penetrations of VRES pose greater technical challenges to power 

systems (Bird et al., 2017; Huber et al., 2014; Johnson et al., 2020; Sinsel et al., 2020), and 

thus potentially higher integration costs (Gross et al. 2006; Hirth et al., 2015; Holttinen et al.; 

2013). Therefore, all these challenges could pose problems to the incentivizing of VRES 

development at an institutional level (Verzijlbergh, 2017). Consequently, understanding VRES 

development relative to other renewable energy sources may also play a key role in 

understanding VRES development per se. 

The above studies cumulatively show that VRES development has clear relationships 

with a variety of factors relating to economic and political contexts, the nature of the pre-

existing energy supply and geographic climates. This implies that study of VRES development 

cannot exist in a vacuum with respect to any given sector, and thus a comprehensive 

representation of the VRES landscape requires a relative understanding of how these different 

factors relate to each other as well as VRES, which is is the goal of the present study. 

 

 

3. Data and methods 

 

This study proposes a multivariate dimensionality reduction procedure for a panel dataset that 

includes a variety of VRES related indicators for 15 European countries in the time period of 

2007-2019. The utility of multivariate, dimensionality reduction techniques with respect to this 

type of study is that it allows for an empirical clustering of variables that are already 

‘conceptually’ grouped (i.e. ‘climatological’ variables vs ‘economic’ variables, etc.). This, 

https://www.sciencedirect.com/science/article/pii/S1364032119302862
https://www.nrel.gov/docs/fy13osti/60451.pdf
https://www.sciencedirect.com/science/article/pii/S0360544214002680#sec6
https://www.sciencedirect.com/science/article/pii/S0306261920300040#s0070
https://www.sciencedirect.com/science/article/pii/S0960148119309875
https://ukerc.ac.uk/publications/the-costs-and-impacts-of-intermittency/
https://www.sciencedirect.com/science/article/pii/S0960148114005357
https://www.sciencedirect.com/science/article/pii/S1364032116307651#s0045
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coupled with the fact that these techniques are able to preserve a high level of information from 

the original data set, make these approaches an ideal way to work with and draw conclusions 

from a large number of variables while remaining compatible with panel data structure of data 

used in this study. See Pérez and Claveria (2020) for further examples. 

Principal Component Analysis (PCA) is a widely used method of multivariate 

dimensionality reduction and has even been successfully applied in a study like this one (e.g., 

Papież et al., 2018). However, PCA is limited by its requirement of numerical variables and its 

assumption of linear relationships between data, which could pose problems for a study of this 

nature. For example, data representing natural processes, such as the weather and climate 

variables used in this study, are prone to be nonlinear given the complex spatio-temporal 

relationships of the processes governing these types of variables (Bueso et al., 2020). 

Additionally, given that one of the goals of this study is to cluster countries with respect to each 

other, the exclusive use of numerical variables may not be the most efficient way to uncover 

and visualize these relationships. 

For these reasons, we use CATPCA—also known as nonlinear PCA—to cluster and 

position 15 European countries with respect to their VRES development and the various 

potential determinants thereof. While CATPCA can more or less be considered an extension 

of traditional PCA (Meulman et al., 2002), this technique is able to deal with nonlinear 

relationships between data, including nominal and ordinal data. An additional advantage of 

CATPCA is that, due to the nonlinear transformations of the variables achieved by optimal 

quantification, it tends to concentrate more variation in the first few principal components (De 

Leeuw & Meulman, 1986). This study additionally aims to highlight the utility of CATPCA 

for visualising relationships. Given the ability of CATPCA to concentrate variability in fewer 

components, we are able to project the top two components in a two-dimensional map together 

with the relative positioning of the countries, thus creating a graphical representation of the 

relative positioning of countries with respect to the variables summarised in the two 

components. 

We use the methodology proposed by Claveria (2016), in which the data are first 

converted into ordinal rankings of each country based on their average growth (or average level 

in the case of climate variables) with respect to a given variable. Table 1 shows the explanation 

of each variable, its units of measurement, as well as whether they have been incorporated into 

the analysis in growth rates or levels. 

 

  

https://arxiv.org/pdf/2002.04539.pdf
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Table 1. List of variables 
Dimension Variable Explanation Units 

Energy    
 

1 

 

Wind share 
 

Share of gross renewable energy consumption 

attributable to wind 

 

% 

2 Solar share Share of gross renewable energy consumption 

attributable to solar (photovoltaic + geothermal) 
% 

3 Industry 

consumption 

Final energy consumption by the industry sector GWh 

4 Transportation 

consumption 

Final energy consumption by the transportation 

sector 
GWh 

5 Household 

consumption 

Final energy consumption by households GWh 

6 Energy import Percent of total energy imported % 

7 Energy intensity* Final energy consumption over GDP MJ/$2011 PPP 

GDP 
Sociopolitical    
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Urban population* 
 

Percent of population living in urban areas 
 

% 

9 Population 

density* 
Total population over land area People per square 

km. of land area 

10 HDI* Human Development Index - Composite statistical 

indicator of life expectancy, access to education 

and standard of living 

Index 

11 GHG emissions* Total greenhouse gas emissions excluding land 

use, land use change and forestry 
kt of CO₂ 
equivalent 

Economy    
 

12 

 

Per capita income* 
 

Average income per capita 
 

current $USD 

13 Taxes on 

pollution* 
Sum of tax revenue from pollution and resource 

taxes 
Millions of euros 

Climate    

14 GHI* 

 

Global Horizon Irradiance - average solar radiation 

that reaches a horizontal plane at the surface of the 

earth 

W m-2 

15 Wind speed* Average horizontal air velocity at 10 meters m s-1 

16 Precipitation days* 
Number of days with total precipitation greater 

than 4mm 
days 

17 
Temperature 

Range* 

Difference between the warmest and coldest 

month in a year, based on average hourly 

maximum and minimum temperatures 
Kelvins 

Notes: *Ranking based on average level instead of average rate of growth. GWh stands for Gigawatts per hour, MJ for 

Megajoule, PPP for purchasing power parity, GDP for Gross Domestic Product, USD for US Dollars, W m-2 for watts per 

meters squared, m s-1 for meters per second. 
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The data was chosen to reflect factors relating to energy, economy, sociopolitical 

measures, and natural climate. Each variable in Table 1 is categorised by one of these 

dimensions. The data used was sourced from Eurostat, The World Bank, OECD, the United 

Nations, and the Copernicus Climate Change Service. Note that all weather variables (wind 

speed at 10m, GHI, temperature range) were taken from climate reanalysis data, provided by 

the Copernicus Climate Change Service. The data were aggregated at the country level, and 

thus, represent spatial averages of each value. Average weather data across a country wide 

spatial area is not ideal, as weather data tends to be incredibly granular and can vary greatly 

across the geographical landscape of a single nation. Therefore, the goal of this analysis is to 

capture broad climate trends of countries relative to other countries (i.e. which nations tend to 

be sunnier/windier and thus, on average, have more of that resource available). Note also that 

indicators representing wind and solar energy consumption are represented as a share of 

renewable energy sources, not all energy sources. This was done to ensure that potential 

relationships were specific to wind and solar, and not to the general increase of renewable 

energy across Europe. 

The Human Development Index (HDI) is a composite indicator of life expectancy, 

education, and income per capita (Alzate, 2006), whose introduction allows us to incorporate 

the interactions between natural dependence and development beyond a strictly economic 

sense. All data can be freely downloaded. The sample period extends from 2007 to 2019.  

Our analysis focuses on a set of European countries. We have selected a sample of fifteen 

countries which are distributed across the four main regions of Europe: Western Europe 

(Austria, Belgium, France, Germany, Netherlands), Northern Europe (Denmark, Finland, 

Sweden, Ireland, the United Kingdom –from now referred to as the UK), Southern Europe 

(Greece, Italy, Portugal, Spain) and Central Europe (Bulgaria). The countries were selected to 

not only represent a wide range of geographical locations, but also a range of renewable energy 

goals and consumption levels (see Table 2). 

 

  

https://en.wikipedia.org/wiki/Life_expectancy
https://en.wikipedia.org/wiki/Education
https://en.wikipedia.org/wiki/Income_per_capita
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Table 2. Average % share of wind and solar gross energy inland consumption (GEIC) 

with respect to total renewable GEIC consumption (2007-2019) 

 
Wind 

share 

Solar 

share 

Austria 3.3 2.2 

Belgium 9.2 5.3 

Bulgaria 4.5 4.2 

Denmark 20.5 1.3 

Finland 1.5 0.0 

France 5.9 2.3 

Germany 15.5 1.7 

Greece 13.7 17.3 

Ireland 44.1 1.0 

Italy 4.3 5.4 

Netherlands 14.9 3.0 

Portugal 16.2 2.1 

Spain 25.1 12.6 

Sweden 4.4 0.1 

UK 18.4 2.9 

 

GDP per capita is included as a measure of economic growth while population density 

and the percentage of urban population aim to capture the population distribution of each 

country. Taxes on pollution serve as a measure of the level of disincentive of non-renewable 

resources. Energy imports represent a country’s dependency non-domestic sources to meet its 

energy needs—note that since the technology to import renewable energy is still in its infancy, 

imported energy is often non-renewable. 

To avoid the issues derived from working with non-stationary time series (Clements & 

Hendry, 1998) and to circumvent some of the problems that may arise when dealing with time 

series from developing countries, such as the presence of outliers, hereafter we use the 

percentage growth rates of the variables or the average levels during the sample period. Growth 

rates are dimensionless measures of the amount of increase (or decrease) of a specific variable 

from one year to another in percentage terms. This allows us to undertake a comparative 

analysis of the evolution of the different indicators. 

In Table 3 and Table 4, we present the summary statistics of all the variables included 

in the analysis. Table 3 contains the average growth rates during the sample period, while Table 

4 the average levels of natural factors during the sample period. We can observe that some of 

the variables (energy intensity and greenhouse gas emissions) have experienced a decrease in 

all countries. Other variables related to energy consumption and energy imports also tend to 
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show negative values, as opposed to the share of wind and solar energy, which have increased 

in all countries. This is representative of the general trend towards renewable energy and 

climate neutrality in Europe. Variables representing a positive climactic impact (such as wind 

and solar energy use) increase, while variables representing negative climate impacts (such as 

green- house gas emissions, total energy consumption, energy intensity) tend to show negative 

growth. 

Following Claveria’s (2016) two-step procedure, in Table 5 and Table 6 we have ranked 

the countries in decreasing order according to the average growth (variables 1 to 12) or to their 

average level (variables 13 to 16) experienced over the period extending from 2007 to 2019 for 

each variable. 

 

Table 3. Summary statistics – Average growth rates (2007-2019) 

 Wind share Solar share 
Industry 

consumption 
Transport 

consumption 
Household 

consumption 
Energy 

imports 

 1 2 3 4 5 6 

Austria 1.95 1.50 0.00 0.06 0.07 0.05 

Belgium 6.20 26.83 -0.03 -0.02 -0.05 0.00 

Bulgaria 10.19 0.18 -0.30 0.23 0.05 -0.26 

Denmark 0.23 6.16 -0.20 -0.09 -0.03 -2.60 

Finland 21.65 10.07 -0.08 -0.05 0.10 -0.21 

France 4.15 17.05 -0.15 0.01 -0.01 -0.06 

Germany 0.81 0.40 -0.04 0.04 0.04 0.16 

Greece 1.21 0.94 -0.44 -0.23 -0.24 0.05 

Ireland 0.54 2.36 0.02 -0.14 -0.10 -0.22 

Italy 1.88 22.41 -0.31 -0.15 -0.04 -0.07 

NL 0.56 9.21 -0.13 -0.08 -0.07 0.73 

Portugal 1.50 4.66 -0.21 -0.08 -0.10 -0.09 

Spain 0.07 11.99 -0.25 -0.16 -0.06 -0.06 

Sweden 8.78 4.47 -0.10 -0.09 0.04 -0.18 

UK 1.51 4.21 -0.27 -0.06 -0.08 0.71 
Note: NL refers to the Netherlands and UK to the United Kingdom. 
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Table 4. Summary statistics – Average level (2007-2019) 

 
Energy 

intensity 
Urban 

population 
Population 

density 
Per capita 

income 
Taxes on 

pollution 
Greenhouse 

emissions 
HDI Irradiance 

Wind 

speed 
Precipitation 

days 
Temperature 

range 

 7 8 9 10 11 12 13 14 15 16 17 

Austria -0.11 0.58 103.51 
48777.04 78.78 81032.37 0.91 142.58 2.03 109.77 28.51 

Belgium -0.14 0.98 366.93 45276.65 525.48 123486.58 0.92 126.82 3.88 80.23 23.23 

Bulgaria -0.28 0.73 66.89 7683.35 31.15 60217.69 0.8 169.49 2.28 62.62 32.04 

Denmark -0.27 0.87 
137.79 

59223.98 575.63 
56662.23 0.93 122.36 4.94 72.85 21.74 

Finland -0.12 0.85 17.85 48166.41 97.15 63373.33 0.93 94.86 3.29 56.15 33.33 

France -0.17 0.79 120.25 41064.45 2863 485590.01 0.89 150.75 3.13 87.08 24.85 

Germany -0.21 0.77 234.38 44404.82 13.92 911640.57 0.93 128.49 3.26 77.69 25.76 

Greece -0.01 0.77 84.84 23181.33 2.08 107749.14 0.87 189.06 2.06 68.85 28.61 

Ireland -0.43 0.62 67.57 60423.30 51.57 61658.95 0.92 112.09 4.19 98.15 15.72 

Italy -0.14 0.69 202.98 35236.49 533.85 475190.08 0.88 173.42 2.04 92.69 26.62 

Netherlands -0.19 0.89 499.31 51332.43 3122.08 195002.27 0.93 123.77 4.21 74.31 22.39 

Portugal -0.14 0.62 114.01 22165.77 33.35 68534.65 0.84 195.52 2.95 59.15 24.82 

Spain -0.20 0.79 93.02 29937.42 591.92 353436.79 0.88 194.61 2.73 52.92 27.64 

Sweden -0.18 0.86 23.64 54880.01 164.57 57066.5 0.93 102.29 3.20 61.15 29.13 

UK -0.29 0.82 265.16 43313.49 1632.45 549894.36 0.92 113.10 4.31 97.77 17.17 

Note: UK refers to the United Kingdom. 
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Table 5. Ranking of countries according to their growth (variables 1 through 6) 

or average level (variables 7 through 9) during the sample period (2007-2019) 
Wind 

share 
Solar 

share 
Industry 

consumption 
Transport 

consumption 
Household 

consumption 
Energy 

imports 
Energy 

intensity 
Urban 

population 
Population 

density 

Finland Belgium Ireland Bulgaria Finland NL Greece Portugal Sweden 

Bulgaria Italy Austria Austria Austria UK Austria NL Denmark 

Sweden France Belgium Germany Bulgaria Germany Finland Bulgaria Ireland 

Belgium Spain Germany France Sweden Austria Portugal Greece UK 

France Finland Finland Belgium Germany Greece Italy Italy Belgium 

Austria NL Sweden Finland France Belgium Belgium Ireland Austria 

Italy Denmark NL UK Denmark France France France NL 

UK Portugal France NL Italy Spain Sweden UK France 

Portugal Sweden Denmark Portugal Belgium Italy NL Sweden Finland 

Greece Bulgaria Portugal Sweden Spain Portugal Spain Spain Spain 

Germany UK Spain Denmark NL Sweden Germany Finland Italy 

NL Ireland UK Ireland UK Finland Denmark Denmark Germany 

Ireland Austria Bulgaria Italy Portugal Ireland Bulgaria Germany Portugal 

Denmark Greece Italy Spain Ireland Bulgaria UK Belgium Greece 

Spain Germany Greece Greece Greece Denmark Ireland Austria Bulgaria 

Notes: Countries are ranked in decreasing order according to their average growth rates during the sample period (2007-2019). 

UK refers to the United Kingdom and NL to the Netherlands. 

 
Table 6. Ranking of countries according to their average level during the sample period (2007-2019) 

Per capita 

income 

Taxes on 

pollution 

Greenhouse 

emissions 
HDI Irradiance Wind speed 

Precipitation 

days 

Temperature 

range 

Ireland NL UK Germany Portugal Denmark Austria Finland 

Denmark France Sweden Denmark Spain UK Ireland Bulgaria 

Sweden UK Spain NL Greece NL UK Sweden 

NL Spain Portugal Sweden Italy Ireland Italy Greece 

Austria Denmark NL Finland Bulgaria Belgium France Austria 

Finland Italy Italy Ireland France Finland Belgium Spain 

Belgium Belgium Ireland Belgium Austria Germany Germany Italy 

Germany Sweden Greece UK Germany Sweden NL Germany 

UK Finland Germany Austria Belgium France Denmark France 

France Austria France France NL Portugal Greece Portugal 

Italy Ireland Finland Spain Denmark Spain Bulgaria Belgium 

Spain Portugal Denmark Italy UK Bulgaria Sweden NL 

Greece Bulgaria Bulgaria Greece Ireland Greece Portugal Denmark 

Portugal Germany Belgium Portugal Sweden Italy Finland UK 

Bulgaria Greece Austria Bulgaria Finland Austria Spain Ireland 

Notes: Countries are ranked in decreasing order according to their average growth rates (variables 10 to 12) or their average 

level (variables 13 to 17) during the sample period (2007-2019). UK refers to the United Kingdom and NL to the Netherlands. 

  



 

14 

 

 

The rankings captured in Tables 5 and 6 varied, with no single country consistently 

dominating in any given variable. This is not surprising given the wide range of variables used 

in the study. An exception may be Greece, which has the lowest ranking for energy 

consumption across all sectors represented, pointing to an overall decrease in energy 

consumption where other countries experience an increase across the study period. 

Despite being country-level averages, the rankings of the climatic variables accurately 

capture the expected distribution of the nations under study, i.e. Southern European nations 

dominated irradiance, windy climates have the highest wind speed rankings, etc. This is a 

positive indicator that despite being low granularity, the averaged climate data reflects the 

appropriate conditions for each nation and can be used to represent country-level natural 

resource availability in our analysis. 

 

 

4. Results and discussion 

 

In this section we implement CATPCA to (i) reduce the dimensionality of data and (ii) generate 

a plots with the relative positioning of the economies and the variables. Finally, we compare 

the average levels and growth rates of the wind and solar share variables to supplement and 

contextualise the CATPCA findings. 

 

4.1. Dimensionality Reduction 

 

To carry out the CATPCA analysis we first rank the economies in decreasing order for each 

variable according to either their average level or the growth experienced over the period under 

study (2007 to 2019). We then assign a numerical value to each country corresponding to its 

position, obtaining a set of categorical data that we use to cluster the different states. The 

grouping of all countries is done by means of CATPCA using IBM SPSS Statistics 24. 

Since the first two factors account for more than 77% of the variance of the variables 

under analysis, we have retained these two factors. In Table 7, we present a summary of the 

model. As mentioned before, CATPCA transforms the original set of correlated variables into 

a smaller set of uncorrelated variables (Linting et al., 2007), applying a nonlinear optimal 

procedure that relates the category quantifications versus the original categories. 
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Table 7. CATPCA analysis – Summary 

Dimension Cronbach’s alpha 
Variance 

Total (eigenvalue) % of variance 

1 0.92 7.14 42.01 

2 0.90 6.11 35.92 

Total 0.98* 13.25 77.93 
Notes: *Cronbach’s alpha mean is based on the mean of the eigenvalue. 

 

Table 8 on the next page shows the obtained component loadings of each variable in 

both dimensions. We also applied Varimax rotation to facilitate interpretation of the 

components thereby derived. Loadings greater than 0.70 in absolute value in a given dimension 

can are the most relevant with respect to interpreting the dimensions. 

First, dimension 1 shows the highest loading components belonging to energy factors 

as well as per capita income, GHG emissions, and solar share. On the other hand, the second 

dimension is dominated by all of the climate category factors, as well as HDI, population 

density, taxes on pollution and, to a lesser extent, urban population. Although wind share does 

not have a high loading in either dimension, the magnitude is consistent in both dimensions 

with the caveat that it has a positive effect on dimension 1 and a negative effect on dimension 

2. Third, while strongly represented in dimension 1, solar share has a much weaker effect on 

dimension 2. Based on these results, dimension 1 could be interpreted as relating to the same 

interplay between energy, emissions, and GDP explored in the various studies surrounding the 

EKC mentioned in Section 2 of this paper. Dimension 2 seems more closely related to climatic 

variables, as well as variables that could jointly be described as “socio-environmental”, i.e. the 

physical distribution of population (urban population) and policy on carbon emissions (taxes 

on pollution). HDI is also included in this second dimension. 
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Table 8. Rotated component loadings – CATPCA 

Category Position 
Dimension 

1 2 

Energy    

 Wind share 0.436 -0.424 

 Solar share 0.791 -0.154 

 Industry consumption 0.952 0.270 

 Transport consumption 0.963 0.221 

 Household consumption 0.971 0.195 

 Energy imports -0.519 0.457 

 Energy intensity* -0.964 -0.215 

Society & Politics    

 Urban population* -0.184 -0.722 

 Population density* 0.411 0.829 

 Human development* 0.299 0.913 

 GHG Emissions* 0.964 0.214 

Economy    

 Per capita income* 0.964 0.216 

 Taxes on pollution* 0.340 -0.829 

Climate    

 GHI* -0.197 -0.897 

 Wind speed* 0.166 0.847 

 Precipitation days* 0.124 0.781 

 Temperature range 0.002 -0.731 

Notes: Rotation method – Varimax with Kaiser Normalisation. 

Component loadings indicate Pearson correlations between the 

quantified variables and the principal components. 
 

 

Figure 1 displays the rotated component loadings (indicators). The coordinates of the 

end point of each vector are given by the loadings of each variable on the two components. 

Long vectors are indicative of a good fit. The variables that are close together in the plot are 

positively related, while the variables with vectors that make approximately a 180º angle with 

each other are closely and negatively related. Finally, variables that are not related correspond 

with vectors making a 90º angle. 
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Figure 1. Rotated component loadings 

 

An interesting dynamic captured by Figure 1 is that of the energy intensity variable. 

Energy intensity is expressly calculated using the ratio of energy consumption over GDP, thus 

the inverse relationship between energy intensity and per capita income in this study is to be 

expected. What is less intuitive, however, are the mechanisms behind the nature of this 

relationship. The drivers behind changes in energy intensity have been theorised to result from 

either decreasing energy consumption relative to GDP (i.e. “structural”) or increasing GDP 

relative to energy consumption (i.e. “technological”, referring to technological advances that 

allow energy production to be more efficient) (Voigt et al., 2014). The close relation between 

consumption and GDP in Figure 1 may indicate that a decrease in energy consumption as 

proposed by a structural change scenario is not captured in the present results. On the other 

hand, the negative dynamic between solar share and energy intensity, could be a reflection of 

a technological mechanism, implying that solar energy could be regarded as one of these 

technologies that allow for greater energy efficiency. Wind share also shows a negative, albeit 

much weaker relationship to energy intensity, implying that, at the very least, wind energy 

development is not associated with the energetically inefficient regimes represented by high 

energy intensity values. 

https://www.sciencedirect.com/science/article/pii/S0140988313002405
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Figure 1 shows that in the 2nd dimension, GHG emissions are positively related to per 

capita income. GHG also has a positive relationship with solar share and, to a lesser extent, 

with wind share. As mentioned in Section 2 of this paper, the relationship between GDP and 

GHG emissions is contested, with some finding evidence in favour of the EKC hypothesis—

i.e. there is a threshold after which increases in GDP lead to decreases in GHG emissions—

(e.g. Yao et al., 2019), while others that find no evidence of such relationship (e.g. Bölük & 

Mert, 2014). Our results suggest that if there is such a threshold at which a nation's GDP 

becomes decoupled from GHG emissions, either it is not captured here or the countries in this 

study have not crossed it during the sample period. 

Another interesting finding reflected in Figure 1 is the disconnect between climatic 

factors and wind and solar energy development. Irradiance shows no relationship with solar 

share growth, and wind speed seems to have a very weak and surprisingly inverse relationship 

with wind share growth. Given that most of the climate variables used here are annual averages, 

this result could emphasise the importance of finer resolution temporal and spatial climate 

effects, such as weather unpredictability or diurnal and seasonal cycles of VRES resources. 

This could however also signal something about the growth vs the current state of VRES, and 

that the development of these technologies goes, at this point and for these nations, beyond 

mere resource availability. This theory would seem to hold more true for solar energy, given 

its strong relationships with the energy and economy variables, than wind share which has a 

more neutral presence in both dimensions. Despite these differences, wind and solar 

development appear to have some relationship given the proximity of the wind share and solar 

share variables. Finally, Figure 1 also shows an inverse relationship between energy imports 

and both wind and solar share. This finding is likely pointing to the role VRES plays in allowing 

nations to develop energy autonomy and transition away from fossil fuels. 

 

4.2. Clustering of Countries 

 

Figure 2 displays three clusters of countries that roughly correspond to the main European 

regions. To a certain extent, the top quadrant is dominated by Southern Europe economies 

(Greece, Italy, Portugal, Spain) and Bulgaria, from Eastern Europe, while in the lower quadrant 

there is a predominance of Western European states (Belgium, Germany, Netherlands, Ireland, 

and the UK), all very close to each other, with low scores in both dimensions. Finally, Finland 

and Sweden, with lower scores on the first dimension but higher on the second one, would 

make up a final cluster corresponding to the countries of Northern Europe. 
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Figure 2. Object points labelled by country 

 

The two-dimensional plot in Figure 2 represents the coordinates of the first two retained 

dimensions for each country. In the graph, one can observe a slightly negative slope in the 

positioning of the economies along both dimensions, which is indicative of a certain inverse 

relationship between the energy/economy factors and the climate/environment factors. 

When interpreting Figure 2 it is important to recall that countries have been ranked in 

decreasing order. As such, countries with lower scores in the 1st dimension represent countries 

with high per capita income, high consumption, high GHG emission rates, strong growth in the 

Solar energy sector and low energy intensity. In dimension 2, countries with lower scores are 

likely to have more climatic variation as they represent high rankings across many different 

climatic features like wind speed, GHI, precipitation days and temperature range. Of the non-

climatic variables captured by dimension 2, countries in the strongly positive direction of the 

vertical axis in Figure 2 will contain nations with lower HDI rankings and lower population 

density, while countries towards the bottom of the axis will represent nations with less urban 

population and less taxes on pollution. 
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There seems to be also a positioning linked to the geographical location of the countries. 

The top quadrant is completely dominated by the countries of Southern Europe (Spain, Italy, 

Portugal), all of which rank high in natural variables such as irradiance and temperature range. 

In the lower quadrant there is a predominance of Western Europe states (Belgium, Germany, 

Netherlands, Ireland, and the UK), all very close to each other, with low scores in both 

dimensions. Finally, Finland and Sweden, with lower scores on the first dimension but higher 

on the second one, would make up a final cluster corresponding to the countries of Northern 

Europe. These results are therefore in keeping with Śmiech and Papież (2014), who identified 

four groups of European countries which meet energy policy targets at similar levels. 

Notwithstanding, two outliers appear in the form of Greece, a southern country with an 

incredibly high score in the 1st dimension, and Bulgaria, the sole Eastern European country 

with the highest dimension 2 score and the lowest score in dimension 1. 

The outlier of Greece is likely explained by its low rankings across all consumption 

categories as well as its relatively low average per capita income (see Table 5). These values 

mean that Greece saw a decrease in its energy consumption across the study period. This is to 

be expected as GDP is known to be positively correlated with consumption (Soytas & Sari, 

2003). And while our study only captures static, average per capita income levels, Greece’s 

economy saw a sharp decline across the study period (Pegkas, 2019). 

Bulgaria’s score in dimension 1 can be explained by similar mechanisms. Again, 

although not captured in the data used for this study, Bulgaria’s per capita income has seen a 

steady increase over the study period (Can & Korkmaz, 2020) despite the fact that its level is 

on average relatively low compared to the other nations under study. That said, it is the highest 

ranking nation for energy intensity, indicating that despite the increase in consumption, 

Bulgaria’s economy is not energetically efficient. Given the fact that Bulgaria holds the bottom 

ranking for solar power development, this could support the theory that technological 

advancements in energy production is at least one of the driving factors in improving a nation’s 

energy intensity. Bulgaria’s low ranking in the 2nd dimension is most likely explained by the 

fact that it holds the bottom ranking in in both HDI and population density 

 

4.3. Average vs growth levels of wind and solar share 

 

Finally, in order to shed some light regarding the complex interplay between the average share 

of wind and solar energy inland consumption in European countries during the sample period, 

https://www.sciencedirect.com/science/article/pii/S0140988302000099
https://www.sciencedirect.com/science/article/pii/S0140988302000099
https://www.tandfonline.com/doi/abs/10.1080/14786451.2019.1700261
https://www.emerald.com/insight/content/doi/10.1108/IJESM-11-2017-0005/full/html


 

21 

 

and their growth rate in both shares, we present the scatterplot for both the wind share and the 

solar share in Figures 3 and 4 on the following page. 

 

 

Figure 3. Scatterplot – Average wind share and average growth rate of wind share ranking 

 

 

 

Figure 4 .Scatterplot – Average solar share and average growth rate of solar share ranking 

 

Figure 4 shows that there is a positive relationship between the rankings related to the 

average relative weight of solar energy consumption and that of the average growth rate 

experienced during the sample period, with the exception of Greece, while the opposite is found 

for wind energy consumption (Figure 3). While the obtained results are not directly indicative 

of a negative relationship between natural factors and economic growth, neither are they 

indicative of the reverse situation. These results somehow indicate a very unequal growth 
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between countries in the wind energy sector, which does not correspond to the average relative 

position observed since 2007, which highlights the growing investment that is being made from 

countries that started from a much more modest relative position. 

While the stark differences in Figures 3 and 4 may point to a vastly different landscape 

between wind and solar markets, it is important to restate that these variables represent the 

share of renewable energy consumption in the given nation. That is, the total consumption of 

renewable energies is given equal weight for all countries, despite the actual share of energy 

from renewable sources varying wildly across the countries under study. This understanding 

aids in contextualizing the results found. 

For example, Figure 3 shows an inverse relationship between wind share level and wind 

share growth, but some of the countries with the lowest wind share level are Sweden, Finland, 

and Austria—countries with the 1st, 2nd and 5th highest share of total energy consumption 

from renewables, respectively (Eurostat Renewable Energy Statistics, 2021). Thus, the low 

level/high-growth relationship in these nations could point to a preference for other renewable 

sources over wind, but a highly progressive attitude towards renewables that drives growth in 

renewable sources in general. Likewise, de Llano-Paz et al. (2015) found that while wind 

energy investment is one of the promising avenues to the EU’s reaching its emission targets, 

investment in solar photovoltaic power systems is not at all needed to reach efficiency targets. 

This, in conjunction with the findings that Northern European countries show a very high 

suitability for wind energies (Raynaud et al., 2018) could explain why countries with high total 

consumption of renewables dominate growth in wind share more than solar share. 

In addition, the high level/high growth relationship in solar according to Figure 4 does 

not apply to certain Northern European countries like Finland and Sweden which still show 

moderate relative growth in these energies despite low levels. Koivisto et al. (2018) showed 

that Northern European countries, despite having generally high levels of renewable 

consumption already, could benefit from a mixing in the renewable energy balance, i.e., by 

incorporating wind and solar. 

This behaviour in the Northern European countries could also play a role in explaining 

the surprising result that the solar irradiance variable is not related to growth in the solar share 

variable. In some respects, this result could also be influenced by the heavy outlier of Greece 

who, despite being a country very well suited for solar, lies in one of the lowest positions for 

growth. However this is most likely a reflection of the fact that the main climatic challenges 

relating to VRES exist on time scales shorter than annual. This is supported by the fact that 

although wind share shows a stronger relationship to climatic variables, these relationships are 

https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Renewable_energy_statistics#:~:text=In%202020%2C%20renewable%20energy%20sources,up%20from%2034.1%20%25%20in%202019.
https://www.sciencedirect.com/science/article/pii/S1364032115001859
https://www.sciencedirect.com/science/article/pii/S0960148118302829
https://ieeexplore.ieee.org/abstract/document/8440369
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also relatively weak. Challenges with VRES are the result of uncertainty and variability in the 

diurnal cycles of the sun and wind, the non-synchronicity of decreased hours of sunlight but 

increased demand during the winter, inclement weather events, etc. This short to medium scale 

variability in VRES supply is not reflected in our study, and in fact, the natural impacts are less 

represented in our results. While annual levels may be helpful in understanding the effect of 

climate change on VRES, the response and adaptation of the power systems play a greater role 

in understanding the effect on these energy sources than the climate change induced 

fluctuations in the natural factors controlling VRES energy supply (Bloomfield et al., 2021). 

 

 

5. Conclusion 

 

This study aims to provide researchers with an analytical framework to visualise the interplay 

between natural renewables, human development, and other socioeconomic factors, and to 

position economies with respect to those interactions. The proposed approach is based on a 

dimensionality-reduction technique that can handle ordinal and numerical variables 

simultaneously and can deal with nonlinearities in the relationship between them. 

With this objective, we first undertook a descriptive analysis of the evolution of a set 

of variables related to natural, economic, and social factors over the period extending from 

2007 to 2019. Then, countries were ranked according to the average growth experienced over 

the sample period for most variables, with the exception of variables that measure natural 

phenomena, which are ranked according to their average level during the sample period. By 

assigning a descending numerical value to each country corresponding to its ranking, we 

generated a set of categorical data that was summarised into two components. The first 

component pertained to the relationship between energy, greenhouse gas emissions and 

economic growth, thus emphasising the importance of these factors especially with respect to 

solar power development. The second component pertained more to “socio-environmental” 

factors such as climate, physical environment, and environmental policy. 

One of the primary findings of this study is that there seems to be a decoupling between 

climatic conditions and growth of wind and solar energy relative to other renewable energy 

sources. This could indicate that, at this point in the development of the renewable energy 

market other factors other than resource availability/quality are controlling wind and solar 

development. 

https://www.sciencedirect.com/science/article/pii/S0960148120315500
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Relatedly, we found that in wind energy there is a strong inverse relationship between 

a country's average relative share of wind energy and the growth in the relative share of wind 

energy. The opposite is true for solar. This could be because Northern European countries are 

being increasingly identified as highly suitable, and these countries already have very high 

penetration of renewable energy consumption from sources other than wind and solar, thus 

their low average level. Finally, we also found that the positioning of the countries with respect 

to the natural and economic dimensions derived from the analysis roughly correlates with 

cultural and geographic clusters, save for Bulgaria and Greece. 

This study shows the potential of dimensionality-reduction and data-visualization 

techniques to capture the complex set of linkages among renewable energy, human 

development, and other natural factors, as well as for the positioning of economies according 

to the dynamic interplay among them. Our goal is to provide researchers with an alternative 

approach to identify key attributes in the positioning of economies. Notwithstanding, this 

research is not without limitations. First, we want to note that this is a descriptive study, thus 

generalizable inferences cannot be drawn from the results. Additionally, the introduction of 

climatic variables was done on a very coarse resolution both temporally and spatially. Even 

within a single country there can exist greatly varying climates, and this in-nation variability is 

not reflected in our work. The yearly periodicity of the data also provides limitations in 

understanding the interplay between climate and variable renewable energy sources because, 

as mentioned, much of these challenges exist on a daily or seasonal scale. Due to the lack of 

available information, we have not included additional indicators that could give further insight 

into other factors operating in the renewables industry. Another question left for future research 

is an extension of the analysis to other countries and comparison of the results with those 

obtained using other dimensionality-reduction techniques such as self-organizing maps. 

 

 

Acknowledgements 

This research was supported by the project PID2020-118800GB-I00 from the Spanish Ministry 

of Science and Innovation (MCIN) / Agencia Estatal de Investigación (AEI). DOI: 

http://dx.doi.org/10.13039/501100011033 

 

  

http://dx.doi.org/10.13039/501100011033


 

25 

 

 

References 

 

Akbostancı, E., Türüt-Aşık, S., & Tunç, G. İ. (2009). The relationship between income and 

environment in Turkey: Is there an environmental Kuznets curve?. Energy policy, 37(3), 861–867. 

https://doi.org/10.1016/j.enpol.2008.09.088 

Al-mulali, U., Fereidouni, H. G., Lee, J. Y., & Sab, C. N. B. C. (2013). Examining the bi-directional 

long run relationship between renewable energy consumption and GDP growth. Renewable and 

Sustainable Energy Reviews, 22, 209–222. https://doi.org/10.1016/j.rser.2013.02.005 

Alzate, M. M. (2006). Welfare recipients’ quality of life: lessons from the United Nations’ Human 

Development Index for the US welfare policy. European Journal of Social Work, 9(1), 85–101. 

https://doi.org/10.1080/13691450500480722 

Apergis, N., & Payne, J. E. (2010). Renewable energy consumption and growth in Eurasia. Energy 

Economics, 32(6), 1392–1397. https://doi.org/10.1016/j.eneco.2010.06.001 

Auci, S., & Trovato, G. (2011). The environmental Kuznets curve within European countries and 

sectors: greenhouse emission, production function and technology. Economia Politica—Journal of 

Analytical and Institutional Economics, 35, 895–915. https://doi.org/10.1007/s40888-018-0101-y 

Babatunde, O. M., Munda, J. L., & Hamam, Y. (2020). Power system flexibility: A review. Energy 

Reports, 6(2), 101–106. https://doi.org/10.1016/j.egyr.2019.11.048 

Bird, L., Milligan, M., & Lew, D. (2013). Integrating variable renewable energy: Challenges and 

solutions. NREL Technical Report No. NREL/TP-6A20-60451. U.S. Department of Energy, 

National Renewable Energy Laboratory: Golden, CO, United States. 

https://www.nrel.gov/research/publications.html 

Bloomfield, H. C., Brayshaw, D. J., Troccoli, A., Goodess, C. M., De Felice, M., Dubus, L., Bett, P. 

E., & Saint-Drenan, Y. M. (2021). Quantifying the sensitivity of European power systems to 

energy scenarios and climate change projections. Renewable Energy, 164, 1062–1075. 

https://doi.org/10.1016/j.renene.2020.09.125 

Bölük, G., & Mert, M. (2014). Fossil & renewable energy consumption, GHGs (greenhouse gases) 

and economic growth: Evidence from a panel of EU (European Union) countries. Energy, 74, 

439–446. https://doi.org/10.1016/j.energy.2014.07.008 

Bueso, D., Piles, M., & Camps-Valls, G. (2020). Nonlinear PCA for spatio-temporal analysis of Earth 

observation data. IEEE Transactions on Geoscience and Remote Sensing, 58(8), 5752–5763. 

https://doi.org/10.1109/TGRS.2020.2969813 

Can, H., & Korkmaz, Ö. (2020). The relationship between renewable energy consumption and 

economic growth: The case of Bulgaria. International Journal of Energy Sector Management, 

13(3), 573–589. https://doi.org/10.1108/IJESM-11-2017-0005 

Castillo, C. P., Batista e Silva, F., & Lavalle, C. (2016). An assessment of the regional potential for 

solar power generation in EU-28. Energy Policy, 88, 86–99. 

https://doi.org/10.1016/j.enpol.2015.10.004 

Chen, X., Mcelroy, M. B., Wu, Q., Shu, Y., & Xue, Y. (2019). Transition towards higher penetration 

of renewables: an overview of interlinked technical, environmental and socio-economic 

challenges. Journal of Modern Power Systems and Clean Energy, 7(1), 1–8. 

https://doi.org/10.1007/s40565-018-0438-9 

Claveria, O. (2016). Positioning emerging tourism markets using tourism and economic indicators. 

Journal of Hospitality and Tourism Management, 29, 143–153. 

https://doi.org/10.1016/j.jhtm.2016.07.002 

https://doi.org/10.1016/j.enpol.2008.09.088
https://doi.org/10.1016/j.rser.2013.02.005
https://doi.org/10.1080/13691450500480722
https://doi.org/10.1016/j.eneco.2010.06.001
https://doi.org/10.1016/j.egyr.2019.11.048
https://www.nrel.gov/research/publications.html
https://doi.org/10.1016/j.renene.2020.09.125
https://doi.org/10.1016/j.energy.2014.07.008
https://doi.org/10.1109/TGRS.2020.2969813
https://doi.org/10.1108/IJESM-11-2017-0005
https://doi.org/10.1016/j.enpol.2015.10.004
https://doi.org/10.1007/s40565-018-0438-9
https://doi.org/10.1016/j.jhtm.2016.07.002


 

26 

 

Claveria, O., & Poluzzi, A. (2017). Positioning and clustering of the world’s top tourist destinations 

by means of dimensionality reduction techniques for categorical data. Journal of Destination 

Marketing & Management, 6 (1), 22–32. http://doi.org/10.1016/j.jdmm.2016.01.008 

Clements, M., & Hendry, D. (1998). Forecasting economic time series. Cambridge University Press. 

https://doi.org/10.1017/CBO9780511599286 

Dascalu, C. R. (2012). Analysis of factors influence the installed capacity of electricity from 

renewable sources in the EU member countries. Procedia Economics and Finance, 3, 698–701. 

https://doi.org/10.1016/S2212-5671(12)00216-X 

De Bruyn, S. M., van den Bergh, J. C. J. M., & Opschoor, J. B. (1998). Economic growth and 

emissions: reconsidering the empirical basis of environmental Kuznets curves. Ecological 

Economics, 25(2), 161–175. https://doi.org/10.1016/S0921-8009(97)00178-X 

De Leeuw, J., & Meulman, J. (1986). A special jackknife for multidimensional scaling. Journal of 

Classification, 3(1), 97–112. https://doi.org/10.1007/BF01896814 

De Llano-Paz, F., Calvo-Silvosa, A., Antelo, S. I., & Soares, I. (2015). The European low-carbon mix 

for 2030: The role of renewable energy sources in an environmentally and socially efficient 

approach. Renewable and Sustainable Energy Reviews, 48, 49–61. 

https://doi.org/10.1016/j.rser.2015.03.032 

European Commission  (2018). A clean planet for all. A European strategic long-term vision for a 

prosperous, modern, competitive and climate neutral economy. Communication from the 

Commission to the European Parliament, The European Council, the Council, the European 

Economic and Social Committee, the Committee of the Regions, and the European Investment 

Bank. https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52018DC0773 

Eurostat. (2022). Renewable energy statistics – Statistics Explained. Retrieved February 7, 2022, from 

https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Renewable_energy_statistics 

Friedl, B., & Getzner, M. (2002). Environment and growth in a small open economy: An EKC case-

study for Austrian CO₂ emissions. Discussion Paper Nr. 2002/02. Institut für 

Wirtschaftswissenschaften, Universität Klagenfurt. https://www.aau.at/wirtschaft-studieren/ 

Gross, R., Heptonstall, P., Anderson, D., Green, T., Leach, M., & Skea, J. (2006). The costs and 

impacts of intermittency: An assessment of the evidence on the costs and impacts of intermittent 

generation on the British electricity network. Report of the Technology and Policy Assessment 

Function of the UK Energy Research Centre (ISBN 1-90314-404-3). Imperial College: London, 

United Kingdom. https://ukerc.ac.uk/publications/the-costs-and-impacts-of-intermittency/ 

Grossman, G. M., & Kreuger, A. B. (1995). Economic growth and the environment. Quarterly 

Journal of Economics, 110(2), 353–377. https://doi.org/10.2307/2118443 

Hernik, J., Noszczyk, T., & Rutkowska, A. (2019). Towards a better understanding of the variables 

that influence renewable energy sources in eastern Poland. Journal of Cleaner Production, 241, 

118075. https://doi.org/10.1016/j.jclepro.2019.118075 

Hirth, L., Ueckerdt, F., & Edenhofer, O. (2015). Integration costs revisited–An economic framework 

for wind and solar variability. Renewable Energy, 74, 925–939. 

https://doi.org/10.1016/j.renene.2014.08.065 

Holttinen, H., Tuohy, A., Milligan, M., Lannoye, E., Silva, V., Müller, S., & Sö, L. (2013). The 

flexibility workout: managing variable resources and assessing the need for power system 

modification. IEEE Power and Energy Magazine, 11(6), 53–62. 

https://doi.org/10.1109/MPE.2013.2278000 

Huber, M., Dimkova, D., & Hamacher, T. (2014). Integration of wind and solar power in Europe: 

Assessment of flexibility requirements. Energy, 69, 236–246. 

https://doi.org/10.1016/j.energy.2014.02.109 

http://www.sciencedirect.com/science/article/pii/S2212571X16300014
http://www.sciencedirect.com/science/article/pii/S2212571X16300014
http://doi.org/10.1016/j.jdmm.2016.01.008
https://doi.org/10.1017/CBO9780511599286
https://doi.org/10.1016/S2212-5671(12)00216-X
https://doi.org/10.1016/S0921-8009(97)00178-X
https://doi.org/10.1016/j.rser.2015.03.032
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52018DC0773
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Renewable_energy_statistics
https://www.aau.at/wirtschaft-studieren/
https://ukerc.ac.uk/publications/the-costs-and-impacts-of-intermittency/
https://doi.org/10.2307/2118443
https://doi.org/10.1016/j.jclepro.2019.118075
https://doi.org/10.1016/j.renene.2014.08.065
https://doi.org/10.1109/MPE.2013.2278000
https://doi.org/10.1016/j.energy.2014.02.109


 

27 

 

Johnson, S. C., Rhodes, J. D., & Webber, M. E. (2020). Understanding the impact of non-synchronous 

wind and solar generation on grid stability and identifying mitigation pathways. Applied Energy, 

262, 114492. https://doi.org/10.1016/j.apenergy.2020.114492 

Koivisto, M., Cutululis, N., & Ekström, J. (2018). Minimizing variance in variable renewable energy 

generation in Northern Europe. 2018 IEEE International Conference on Probabilistic Methods 

Applied to Power Systems (PMAPS), 1–6. https://doi.org/10.1109/PMAPS.2018.8440369 

Kroposki, B., Johnson, B., Zhang, Y., Gevorgian, V., Denholm, P., Hodge, B. M., & Hannegan, B. 

(2017). Achieving a 100% renewable grid: Operating electric power systems with extremely high 

levels of variable renewable energy. IEEE Power and Energy Magazine, 15(2), 61–73. 

https://doi.org/10.1109/MPE.2016.2637122 

Linting, M., Meulman, J. J., Groenen, P. J., & van der Koojj, A. J. (2007). Nonlinear principal 

components analysis: introduction and application. Psychological Methods, 12(3), 336–358. 

https://doi.org/10.1037/1082-989X.12.3.336 

Markandya, A., Pedroso-Galinato, S., & Streimikiene, D. (2006). Energy intensity in transition 

economies: is there convergence towards the EU average?. Energy Economics, 28(1), 121–145. 

https://doi.org/10.1016/j.eneco.2005.10.005 

Menegaki, A. N. (2011). Growth and renewable energy in Europe: A random effect model with 

evidence for neutrality hypothesis. Energy economics, 33(2), 257–263. 

https://doi.org/10.1016/j.eneco.2010.10.004 

Meulman, J. J., Van der Kooij, A. J., & Babinec, A. (2002). New features of categorical principal 

components analysis for complicated data sets, including data mining. In: Gaul, W., Ritter, G. 

(Eds.), Classification, Automation, and New Media. Studies in Classification, Data Analysis, and 

Knowledge Organization (pp. 207-217). Springer: Berlin, Heidelberg. https://doi.org/10.1007/978-

3-642-55991-4_22 

Miglietta, M. M., Huld, T., & Monforti-Ferrario, F. (2017). Local complementarity of wind and solar 

energy resources over Europe: An assessment study from a meteorological perspective. Journal of 

Applied Meteorology and Climatology, 56(1), 217–234. https://doi.org/10.1175/JAMC-D-16-

0031.1 

Ntanos, S., Skordoulis, M., Kyriakopoulos, G., Arabatzis, G., Chalikias, M., Galatsidas, S., Batzios, 

A., & Katsarou, A. (2018). Renewable energy and economic growth: Evidence from European 

countries. Sustainability, 10(8), 2626. https://doi.org/10.3390/su10082626 

Papież, M., Śmiech, S., & Frodyma, K. (2018). Determinants of renewable energy development in the 

EU countries. A 20-year perspective. Renewable and Sustainable Energy Reviews, 91, 918–934. 

https://doi.org/10.1016/j.rser.2018.04.075 

Papież, M., Śmiech, S., & Frodyma, K. (2019). Effects of renewable energy sector development on 

electricity consumption–Growth nexus in the European Union. Renewable and Sustainable Energy 

Reviews, 113, 109276. https://doi.org/10.1016/j.rser.2019.109276 

Pegkas, P. (2019). Government debt and economic growth. A threshold analysis for Greece. Peace 

Economics, Peace Science and Public Policy, 25(1), 20180003. https://doi.org/10.1515/peps-2018-

0003 

Pérez, S., & Claveria, O. (2020). Natural resources and human development: Evidence from mineral-

dependent African countries using exploratory graphical analysis. Resources Policy, 65, 101535. 

https://doi.org/10.1016/j.resourpol.2019.101535 

Raynaud, D., Hingray, B., François, B., & Creutin, J. D. (2018). Energy droughts from variable 

renewable energy sources in European climates. Renewable Energy, 125, 578–589. 

https://doi.org/10.1016/j.renene.2018.02.130 

Sadorsky, P. (2009). Renewable energy consumption and income in emerging economies. Energy 

Policy, 37(10), 4021–4028. https://doi.org/10.1016/j.enpol.2009.05.003 

https://doi.org/10.1016/j.apenergy.2020.114492
https://doi.org/10.1109/PMAPS.2018.8440369
https://doi.org/10.1109/MPE.2016.2637122
https://doi.org/10.1037/1082-989x.12.3.336
https://doi.org/10.1016/j.eneco.2005.10.005
https://doi.org/10.1016/j.eneco.2010.10.004
https://doi.org/10.1175/JAMC-D-16-0031.1
https://doi.org/10.1175/JAMC-D-16-0031.1
https://doi.org/10.3390/su10082626
https://doi.org/10.1016/j.rser.2018.04.075
https://scholar.google.com/citations?view_op=view_citation&hl=es&user=gX3bsLQAAAAJ&citation_for_view=gX3bsLQAAAAJ:_xSYboBqXhAC
https://scholar.google.com/citations?view_op=view_citation&hl=es&user=gX3bsLQAAAAJ&citation_for_view=gX3bsLQAAAAJ:_xSYboBqXhAC
https://doi.org/10.1016/j.rser.2019.109276
https://doi.org/10.1515/peps-2018-0003
https://doi.org/10.1515/peps-2018-0003
https://doi.org/10.1016/j.resourpol.2019.101535
https://doi.org/10.1016/j.renene.2018.02.130
https://doi.org/10.1016/j.enpol.2009.05.003


 

28 

 

Sinsel, S. R., Riemke, R. L., & Hoffmann, V. H. (2020). Challenges and solution technologies for the 

integration of variable renewable energy sources—A review. Renewable Energy, 145, 2271–2285. 

https://doi.org/10.1016/j.renene.2019.06.147 

Şener, Ş. E. C., Sharp, J. L., & Anctil, A. (2018). Factors impacting diverging paths of renewable 

energy: A review. Renewable and Sustainable Energy Reviews, 81, 2335–2342. 

https://doi.org/10.1016/j.rser.2017.06.042 

Śmiech, S., & Papież, M. (2014). Energy consumption and economic growth in the light of meeting 

the targets of energy policy in the EU: The bootstrap panel Granger causality approach. Energy 

Policy, 71, 118–129. https://doi.org/10.1016/j.enpol.2014.04.005 

Soytas, U., & Sari, R. (2003). Energy consumption and GDP: causality relationship in G-7 countries 

and emerging markets. Energy economics, 25(1), 33–37. https://doi.org/10.1016/S0140-

9883(02)00009-9 

Statistics Explained. (n.d.). Retrieved May 16, 2022, from https://ec.europa.eu/eurostat/statistics-

explained/index.php?title=Renewable_energy_statistics#:~:text=In%202020%2C%20renewable%

20energy%20sources,up%20from%2034.1%20%25%20in%202019 

Van der Wiel, K., Stoop, L. P., Van Zuijlen, B. R. H., Blackport, R., Van den Broek, M. A., & Selten, 

F. M. (2019). Meteorological conditions leading to extreme low variable renewable energy 

production and extreme high energy shortfall. Renewable and Sustainable Energy Reviews, 111, 

261–275. https://doi.org/10.1016/j.rser.2019.04.065 

Verzijlbergh, R. A., De Vries, L. J., Dijkema, G. P. J., & Herder, P. M. (2017). Institutional challenges 

caused by the integration of renewable energy sources in the European electricity sector. 

Renewable and Sustainable Energy Reviews, 75, 660–667. 

https://doi.org/10.1016/j.rser.2016.11.039 

Voigt, S., De Cian, E., Schymura, M., & Verdolini, E. (2014). Energy intensity developments in 40 

major economies: structural change or technology improvement?. Energy Economics, 41, 47–62. 

https://doi.org/10.1016/j.eneco.2013.10.015 

Yao, S., Zhang, S., & Zhang, X. (2019). Renewable energy, carbon emission and economic growth: A 

revised environmental Kuznets Curve perspective. Journal of Cleaner Production, 235, 1338–

1352. https://doi.org/10.1016/j.jclepro.2019.07.069 

 

https://doi.org/10.1016/j.renene.2019.06.147
https://doi.org/10.1016/j.rser.2017.06.042
https://doi.org/10.1016/j.enpol.2014.04.005
https://doi.org/10.1016/S0140-9883(02)00009-9
https://doi.org/10.1016/S0140-9883(02)00009-9
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Renewable_energy_statistics#:~:text=In%202020%2C%20renewable%20energy%20sources,up%20from%2034.1%20%25%20in%202019
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Renewable_energy_statistics#:~:text=In%202020%2C%20renewable%20energy%20sources,up%20from%2034.1%20%25%20in%202019
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Renewable_energy_statistics#:~:text=In%202020%2C%20renewable%20energy%20sources,up%20from%2034.1%20%25%20in%202019
https://doi.org/10.1016/j.rser.2019.04.065
https://doi.org/10.1016/j.rser.2016.11.039
https://doi.org/10.1016/j.eneco.2013.10.015
https://doi.org/10.1016/j.jclepro.2019.07.069


Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org

