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Abstract: Active matter constitutes a class of nonequilibrium systems which has attracted a
lot of attention over the past decades, and Motility-Induced Phase Separation (MIPS) lies among
one of its most salient collective phenomena. Although MIPS has been studied in depth, the
question of whether this active phase transition can only occur in the presence of out-of-equilibrium
fluctuations remains open. In this work, we numerically show that harmonic Active Ornstein-
Uhlenbeck Particles (AOUP), with an equilibrium dynamics fulfilling detailed balance, undergo
MIPS. We studied analytically 2-body interactions, identifying an effective attraction increasing
with activity, to show that n-body effects are needed in order to account for the nature of the
transition, and in particular, of the dense phase. Finally, a recursive method to obtain a multibody
expansion of the partition function for the complete system is developed.

I. INTRODUCTION

Although many-body systems in thermodynamic equi-
librium have been studied and generally understood
for over a century now, the generic behavior of non-
equilibrium systems constitutes a fundamental open
questions in physics. One of the difficulties for study-
ing such systems is the variety of situations from which
they arise, and the lack of a general theoretical frame-
work to describe them. One of the classes that can be
defined in non-equilibrium statistical physics is active
matter [1]. These are many-body systems whose ele-
mentary units consume energy from their environment
to perform some kind of taks, and in particular, self-
propel. Examples include both living systems (such as
flocks of birds or bacteria colonies) and synthetic ones
(self-diffiusophoretic Janus colloids, polar grains, robot
swarms, etc.) [2]. Each constituent, or active particle,
of the system has an irreversible dynamics, dissipating
energy at the microscopic level [3].

Important insight has been gained from the investiga-
tion of simple model systems, extending the tools of sta-
tistical mechanics to these non-equilibrium soft matter,
some of the most archetypical examples being Run-and-
Tumble Particles (RTP) or Active Brownian Particles
(ABP) [4, 5]. In both cases what is observed is that, al-
though the modulus of the velocity of the particles is con-
stant, its orientation follows a stochastic process. RTP
change their direction of motion at a given rate, and ABP
does also so by rotational diffusion. But, the question of a
minimal model of active matter that manifests the main
collective and individual features representative of this
class, has motivated the introduction of Active Ornstein-
Uhlenbeck Particles (AOUP) [6]. This type of particles
is characterized by a self-propulsion force that follows an
Ornstein-Uhlenbeck process. The non-equilibrium na-
ture of the microscopic dynamics arises from the exis-
tence of memory, characterized by a persistence time.

Active matter exhibits new behavior that is not

observed in equilibrium systems, being one of the
most studied one Motility-Induced Phase Separation
(MIPS) [7][8]. It can be observed that self-propelled par-
ticles with purely repulsive interactions can undergo a
phase separation, like a liquid-gas phase separation, in
the absence of attractive forces, emerging from the mere
competition between self-propulsion and excluded vol-
ume. When active particles collide, the intrinsic persis-
tence of their dynamics delays their separation, blocking
each other for a period of time, scaling with their persis-
tence time. At large enough densities, collisions become
more likely, and thus a uniform suspension can eventu-
ally become unstable, triggering a full phase-separation
between a dilute active gas in coexistence with a denser
phase with reduced motility (see FIG. 1).

FIG. 1. Snapshot of a system of purely repulsive N = 6000
AOUP with τ = 100, σ = 1, k = 10, ϕ = 0.8. The system
phase separates into a dense and dilute phases.

How to characterize the non-equilibrium behavior of
active matter is a question that has attracted a great
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deal of attention. Although the dynamics include self-
propulsion, stemming from an energy injection and the
single-particle level, the question of how specifically in an
interacting system detailed balance is broken, is far from
trivial. If we focus on AOUP, it is possible to obtain the
entropy production of the system through a path inte-
gral formulation of its stochastic dynamics. The result
obtained shows that a system of AOUP has an entropy
production proportional to the third derivatives of the in-
teraction potential [9]. It is also possible to address this
question from the Fokker-Planck (FP) equation of the
system, yielding the same result [10, 11]. Then, these re-
sults show that a system of AOUP with a potential with
vanishing third derivatives has an equilibrium dynamics,
and as such, one can derive its steady-state distribution
function (i.e. a generalization of the Boltzmann distri-
bution). These results do not hold for ABP, so it is a
specific result for this microscopic dynamics governed by
an Ornstein-Uhlenbeck process.

Normally, when system fulfills detailed balance, and
so, in the regime of equilibrium statistical mechanics,
the steady-state statistics is described by the Boltzmann
probability distribution, where the exponential of the in-
teraction potential appears. But in this case, as will
be reproduced afterwards, the equilibrium regime is de-
scribed by a probability that is not the regular Boltzmann
one. What we obtain in the exponential is an effective in-
teraction that deviates in a non-trivial manner from the
original one. So, even though we normally think of an
equilibrium system as one with the Boltzmann distribu-
tion, here the equilibrium behavior is demonstrated by a
vanishing entropy production rate and the fulfillment of
detailed balance.

Recently, the mechanism behind MIPS has been revis-
ited by exploring in detail the role of muti-body colli-
sions. What has been seen for ABP in three dimensions,
is that the 2-body effective interactions are insufficient
to engender phase separation. It is necessary to consider
multibody effects that are associated with caging of par-
ticles to fully account for the phase separation observed
in simulations. The idea is that as activity increases, a
cage of particles is developed, creating a dense phase of
”caged particles”. Normally, the number of neighbors
needed to see this cage is around the coordination num-
ber of liquids [12].

The importance of the multibody effects in MIPS and
the existence of an equilibrium regime for a system of
AOUP guide us directly to ask if in the equilibrium
regime of AOUP the system undergoes MIPS if the den-
sity (ϕ) and activity(τ) are large enough.

This directly questions the fundamental nature of the
transition, is it purely a nonequilibrium effect, or other-
wise, is it driven by equilibrium-like n-body effects and
can be seen as an effective equilibrium transition? This
is the problem we address in this work. First, we will in-
troduce AOUP and study the simple analytic results that
can be obtained in the absence of interactions. Then we
will introduce the general Fokker-Planck framework to

extract the detailed balance condition and the probabil-
ity distribution of AOUP in the equilibrium regime. We
follow with the numerical results for a system of AOUP
interacting via a harmonic potential (zero third deriva-
tives) to investigate whether MIPS occurs in this context.
To investigate multibody effects, we will study analyti-
cally and numerically the 2-body problem, showing that
activity gives rise to an effective pair-wise attraction. As
we will show, this is not enough to explain the advent of
MIPS. We thus turn into the 3-body problem and show
analytically, the existence of non-trivial N-body effects
that defy the simple picture arising from the 2-body cal-
culation. Finally, as we are in an equilibrium problem,
we will sketch a systematic way to obtain the partition
function of the N-body problem.

II. THE MODEL: ACTIVE
ORNSTEIN-UHLENBECK PARTICLES

We consider a system of N particles, located at ri,
moving in a L × L plane with periodic boundary condi-
tions (PBC). Their evolution is governed by the following
overdamped Langevin equations, with a noise ξ(t) follow-
ing an Ornstein-Uhlenbeck process with a characteristic
persistence time τ and a diffusion constant D:

ξ̇αi (t) = −ξαi (t)

τ
+

√
2D

τ
ηαi (t)

ṙαi (t) = −∂α
i Φ+ ξαi (t)

(1)

Here the latin index labels the particles and the greek
index the space coordinate. Here η(t) is a white noise
with the following properties

⟨ηαi (t)η
β
j (t

′)⟩ = δ(t− t′)δijδ
αβ

⟨ηαi (t)⟩ = 0
(2)

The particles will interact via a pair-wise harmonic short-
range potential with a characteristic length σ and a char-
acteristic energy scale k.

Φ(rij) =

{ ∑
i

∑
j<i k

(
1− rij

σ

)2
rij < σ

0 rij > σ
(3)

where rij = |ri−rj | is the separation between particles i
and j. (The reason why we make this choice of potential
will become clear in the next section.) The Ornstein-
Uhlenbeck process that models the activity through a
self-propulsion of the AOUP, is decoupled from the posi-
tion Langevin equation. Then, the colored noise satisfies
the following self-correlation function,

⟨ξαi (t)ξ
β
j (t

′)⟩ = D

τ
δijδ

αβe|t−t′|/τ

⟨ξi(0)2⟩ = 2D/τ

2
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We have a stochastic dynamics with memory for the evo-
lution of ri that is described by a characteristic correla-
tion time τ .

A. Free AOUP

If the system is non interacting Φ = 0, the equations
can be solved analytically. The Ornstein-Uhlenbeck pro-
cess has the following evolution

ξα(t) = ξα(0)e−t/τ +

√
2D

τ
e−t/τ

∫ t

0

eu/τηα(u) du

that in general depends on the initial condition of ξ(t).
If we introduce this result in the evolution of the position
and solve for r we have,

r(t) = ξ(0)τ(1−e−t/τ )2+
√
2D

∫ t

0

(
1− e−|t−u|/τ

)
η(u) du

which is the trajectory of a single AOUP. These coupled
equations have two free parameters ξ(0) and r(0). If
now, we want to obtain the mean squared displacement
(MSD), ⟨(r(t) − r(0))2⟩, we take the average over the
noise, and integrating by parts the position we have

⟨r(t)2⟩ = 4Dτ

(
t

τ
−
(
1− e−t/τ)

))
(4)

If we look at the behavior at short and long times, we
obtain respectively a ballistic and a diffusive regime:

⟨r(t)2⟩ = 4
D

τ
t2 = 4v20t

2 for t → 0

⟨r(t)2⟩ = 4Dt for t → ∞
(5)

where for the ballistic regime we can define the velocity
v0 =

√
D/τ .

B. Numerical simulations

With the previous analytical results, it is now possible
to run simulations of free AOUP and compare the analyt-
ical and numerical results, as a check of the consistency
and accuracy of the code we developed for this project.
To perform simulations, we discretize the equations of
motion under the Euler-Mayurama scheme [13]

rαi (t+∆t) = rαi (t) + ξ∆t− ∂α
i Φ∆t

ξαi (t+ δt) = ξαi (t)−
ξαi
τ
∆t+

√
2D

τ
gαi

√
∆t

(6)

where gαi is a random number with zero mean and vari-
ance equal to one. As shown in Fig. 2 and 3, the numeri-
cal simulations reproduce the analytical expectations ac-
curately.

FIG. 2. MSD at a constant diffusion parameter for increasing
τ . The doted lines correspond to the exact solution of the
model eq. 4. The crossover time towards a diffusive regime is
at t ∼ τ . With D = 1 and a time step ∆t = 0.01.

FIG. 3. MSD at a constant velocity v0 for increasing τ =
D. The dotted lines correspond to the exact result. We can
observe that at the ballistic regime the three cases collapse as
the self-propulsion velocity is identical in all three cases.

III. GENERAL STOCHASTIC DYNAMICS

Now that we are familiarized with AOUP we need to
demonstrate that a system of AOUP with a harmonic in-
teraction is in equilibrium. We will follow the formalism
introduced by Sara dal Cengio et al in [11].

A. General aspects

For a system consisting on N dynamic variables Γ
.
=

{Γi}Ni=1, we can introduce a probability distribution
Ψ(Γ, t) that describes our system at any time t. The
time evolution will be governed by the operator Ω0(Γ)

3
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as,

∂tΨ(Γ, t) = Ω0(Γ)Ψ(Γ, t) (7)

In general, if an initial condition is specified Ψ(Γ, 0), the
partial differential equation can be formally solved as

Ψ(Γ, t) = eΩ0tΨ0(Γ, 0) (8)

For Markovian dynamics the operator takes the general
Fokker-Planck (FP) form, i.e., for a constant diagonal
diffusion,

Ω0(Γ) =
∑
i

−∂iAi(Γ) +
∑
j

∂i∂jDiδij

 (9)

where the partial derivatives are taken under the N dy-
namic variables Γ, Ai are the drift vectors and Di are
the diffusion constants.

B. Symmetry aspects

To obtain the detailed balance condition, we must
identify the parity under time-reversal of Γ. Let T
be the time-reversal operator, then, under its mapping
T : Γ −→ ϵΓ

.
= ϵiΓi. Variables with ϵi = +1 are said to

be even and ϵi = −1 odd. For example, with 1 particle
T : (r, p) → (r,−p), where r is the position and p is the
momentum.

From the FP equation we can define the following flux

Ji(Γ, t)
.
= Ai(Γ)Ψ(Γ, t)−Di∂iΨ(Γ, t) (10)

It is now possible to decompose the drift in a reversible
and irreversible part, by considering the nature under
time-reversal.

Arev
i (Γ)

.
=

1

2
(Ai(Γ)− ϵiAi(Γ))

Airr
i (Γ)

.
=

1

2
(Ai(Γ) + ϵiAi(Γ))

(11)

Finally, we can decompose the total probability flux in
the following reversible and irreversible contributions,

Jrev
i (Γ) = Arev

i (Γ)Ψ(Γ, t)

J irr
i (Γ) = Airr

i (Γ)Ψ(Γ, t)−Di∂iΨ(Γ, t)
(12)

Under time-reversal the irreversible current transforms
as

J irr
i (Γ) = ϵiJ

irr
i (Γ) (13)

´

C. Detailed balance

A system is in equilibrium if any microscopic process is
balanced by the reversed one at stationarity. This is the
detailed balance condition (DB). We can formally write
it as,

P (Γf , tf |Γ0, t0)Ψ0(Γ0) = P (ϵΓ0, t0|ϵΓf , tf )Ψ0(ϵΓf )
(14)

where P (Γf , tf |Γ0, t0) is the probability of a given
stochastic trajectory in phase space, starting at Γ0 at
t0 and ending at Γf at tf .

A necessary and sufficient condition for DB to hold
is the absence of irreversible fluxes J irr = 0, in steady
conditions. Then the DB condition lefts unbounded the
reversible steady fluxes (with physical currents having
zero ensemble averages).

The absence of irreversible fluxes imposes the thermo-
dynamic curvature of the irreversible drift to vanish. And
we obtain DB in terms only of the geometrical properties
of the drift and diffusion terms.

D−1
i ∂jA

irr
i (Γ)−D−1

j ∂iA
irr
j (Γ) = 0 (15)

D. Effective equilibrium regime AOUP

If now we apply the previous formalism to AOUP it is
possible to obtain a stationary solution in an equilibrium
regime. If we start from eq. 1 and introduce the veloc-
ity variable as p(t) = ṙ(t), we can rewrite the vectorial
dynamics as,

ṙi(t) = pi

ṗi(t) = µ0

(∑
j pj∂j

)
F i − F i

τ − µ0
pi(t)
τ +

√
2D
τ ηi(t)

(16)
where for us µ0 = 1. The coupling between velocity and
space derivatives in the first term of the second equation
arises from the convective part of the total derivative of
the velocity. From these two equations we can derive the
FP generator of the time evolution problem which yields

Ω0(Γ) =
∑
i

[
− pi∂i

− ∂pi

µ0

∑
j

pj∂j

F i −
pi

τ
+ µ0

F i

τ
− D

τ2
∂pi

]
(17)

where ∂pi

.
= ∂/∂pi, ∂i

.
= ∂/∂ri and Γ = {ri,pi}. From

here, it is possible to obtain explicitely the DB condition
corresponding to J irr = 0 by applying the definitions.

J irr =

µ0

∑
j

pj∂j

F i −
pi

τ
−D∂pi

Ψ(Γ, t) = 0

(18)

4
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where β
.
= µ0/D. This expression can be reduced to a

first order partial differential equation,

1

τ2
∂pi

lnΨo(Γ) = β

∑
j

pj∂j

F i −
pi

Dτ
(19)

We can solve this differential equation exactly up to a
function that depends on the space coordinates Λ({ri}),

Ψ0 = exp

−Λ({ri})−
βτ2

2

(∑
i

pi∂i

)2

Φ−
∑
i

τp2
i

2D


(20)

Finally, to solve for the arbitrary function Λ({ri}) and
solve the problem, we impose stationarity, and obtain

that the free function must satisfy

∑
i

[
∂iΛ +

βτ2

2

∑
j

pj∂j

2

∂iΦ

−β2Dτ

2
∂i
∑
j

|∂jΦ|2 − β∂iΦ

]
Ψ0 = 0

(21)

In general, there is no solution to the previous differen-
tial equation. This is because there is a term proportional
to the velocity squared. But, if the third derivatives of
the potential vanish, the term proportional to the veloc-
ity squared is eliminated and it is possible to solve for
Λ({ri}), and obtain an exact equilibrium solution for a
system of AOUP, given by

Ψeq=Nexp

[
− βΦ− τ

2

∑
i

(
p2
i

D
+ β2D|∂iΦ|2

)
− βτ2

2

(∑
i

pi∂i

)2

Φ

]
(22)

So, for an interaction potential with vanishing third
derivatives, it is possible to obtain an exact equilibrium
solution of the probability distribution. It is then
possible to formulate the question for the existence of
MIPS and its intrinsic non-equilibrium character. It is
important to notice that the probability distribution,
although it is the exponential of a function, this func-
tion is not the original interaction potential. What is
obtained is an effective potential that couple’s positions
and velocities, and it is not a result that can be directly
seen from the generator of the dynamics.

IV. NUMERICAL SIMULATIONS

To search for MIPS in a system of AOUP with (3),
we will take as a control parameter for the activity the
persistence time such that τ = D [14][15]. The other key
control parameter in the system is the density or packing
fraction.

ϕ =
πσ2N

4L2

We explore a braod range of τ = 0.1, ..., 100 and ϕ =
0, ..., 0.8. Following the results of Figures 3 and 2 we will
let the system relax a time of at least 10τ in order to fully
enter the diffusive regime and consider the system has
reached stationarity. The velocity of the ballistic regime
remains fixed v0 = 1. As we will fix the density and the
number of particles simulated for different values of τ and
ϕ, the size of the box, L2, is fixed by the definition of ϕ.

And to reproduce the results of the simulations, L, must
be calculated for each parametrization

The computation time for the evolution of a system of
interacting particles grows as N2 when simulated by di-
rectly computing the additive pair forces. But, to explore
a wide range of parameters for big systems it would cost
a large amount of computation power and time. To opti-
mize the code, we introduce the Verlet list using cells to
identify the nearest neighbors and obtain a computation
time of the order of N [16].

We can see Fig.4 that as we move to higher selfpropul-
sion for densities above ϕ ≈ 0.4 the systems tends to
create clusters of higher densities in the system. But, for
a system of N = 2000 particles it is difficult to see a big
cluster with high density surrounded by a phase of lower
density, as is normally seen for MIPS. For that reason,
simulations with a bigger system have been performed,
to see how the system behaves under finite size effects.
The results obtained in these simulation Fig.5, show that
for a larger system a large phase of high density is devel-
oped, and the tendency to aggregate is preserved. Also,
we can see that this big cluster is stable as the system
evolves.

To understand better the nature of the dense state,
to see the importance of N-body effects and the relation
our results have with respect to other systems undergoing
MIPS, we can explore the pair correlation function(PCF)
of the system in the final distribution of the simulation
with N = 6000.

5
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FIG. 4. Typical steady-state configuration of simulations of AOUP with parameters: N = 2000, σ = 1, nsteps = 106, k = 10
and values of τ = D and ϕ as indicated in the figure.

FIG. 5. Evolution of the configuration of a system of AOUP with parameters: N = 6000, σ = 1, τ = 100, ϕ = 0.8, k = 10

6
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FIG. 6. Pair correlation function of the final configuration
of the FIG. 5 For larger distances the value is still 1, but to
better observe the peaks we have truncated the distance to
5σ.

By inspecting the PCF in FIG. 6 we observe that the
first peak in the probability of observing a particle is
∼ 0.9σ, and the second maximum is at ∼ 1.6σ. These
results manifest that in the denser phase of the system,
there is overlapping between the particles. This is in-
teresting for three reasons. First, because from purely
repulsive interaction, for high enough selfpropulsion we
can see a non-negligible overlap between particles. The
second reason is that this characteristic can be searched
when studying the 2-body problem of our system to iden-
tify if it is a 2-body effect or we need to go beyond to
explain it. The third one is that this type of PCF is not

the one expected in a crystal, it resembles much more a
homogeneous liquid phase.

V. MULTIBODY EFFECTS

There are different paths that can be followed to quan-
tify the N-body effects in a system. One possibility is to
measure Virial coefficients in a systematic way for the
reduced 2,3 . . . -body problem and by comparing them,
isolate for example pure 3-body effects[12][17]. An alter-
native path, that can be used when the probability distri-
bution is known or can be approximated, is to study the
reduced problem analytically and extract the pair corre-
lation function and effective potentials of the 2,3. . . -body
system and compare it to simulations of those size and
also to compare it with big systems. This second possi-
bility is the one we will follow.[18].

A. 2-body problem

The first step to study the transition is to look at how
a system of 2 particles behaves. This simplest case has an
advantage over the rest n-body problems that we will see
afterwards and is that analytically it is for some steps
tractable and transparent and can be easily compared
to simulations. We would want to obtain 2 results from
here, an effective potential, and the pair correlation func-
tion.
The starting point is the 2-body probability distribu-

tion that can be obtained from (22)

Ψ2 =
1

Z2
exp

[
− βΦ(r1, r2)−

τ

2

2∑
i=1

(
p2
i

D
+ β2D|∇iΦ|2

)
− βτ2

2

(
p2
1∇2

1 + p2
2∇2

2 + 2p1p2∇1∇2

)
Φ(r1, r2)

]
(23)

where the subindex references the particle. We have
maintained the potential with a general dependence be-
cause it is clearer when performing the calculation. From
here it would be easy following the prescription of equilib-
rium statistical mechanics to obtain the effective 2-body
interaction, w, as

Ψ2 =
1

Z2
exp (−βw(r1, r2,p1,p2))

If we fix the coordinates to be planar, we have the fol-
lowing generalized coordinates to describe the system
Γ = {r1, θ1, r2, θ2, pr1, pθ1, pr2, pθ2, }, where we denote the
particle with subindex and when needed the coordinate
with superindex. For our harmonic potential eq. 3, the
terms different than zero that appear in w(r1, r2,p1,p2)
are ∂rΦ = −(2k/σ)(1 − r/σ), ∂r1∂r2Φ = −2k/σ2 and
∂2
rΦ = 2k/σ2. So, particularizing to our case we have

w(r1, r2,p1,p2)=

(
1− |r1 − r2|

σ

)2(
k + 4

τk2

σ2

)
+

(
τ

2
+

τ2k

σ2

)(
p2
1 + p2

2

)
− 2

τ2k

σ2
p1p2

for |r1 − r2| < σ

w(r1, r2,p1,p2)=
τ

2Dβ

(
p2
1 + p2

2

)
for |r1 − r2| > σ

(24)

which is a velocity dependent potential. Although we
have followed the definitions derived from equilibrium
statistical mechanics, the potential that is obtained can-
not be easily used to study the effective 2-body problem
as there exists a dependence in the module of the ve-
locity and on the angle they form, which goes back to

7
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the idea of the slow down of particles when they collide
due to their persistent nature. We will have to manipu-
late some definitions to produce an analytical result like
what we would expect when facing an equilibrium statis-
tical physics problem, a potential depending only on the
space coordinates.

B. Reduced formalism

The probability distribution of having particle 1 at
r1,..., particle n at rn and the correlation function for
a N-particle systems are respectively [19],

Ψ(n)(r1, ..., rn) =
1

ZN

∫
e−βUNdrn+1...drN

g(n)(r1, ..., rn) =
AnN !

Nn(N − n)!

1

ZN

∫
e−βUNdrn+1...drN

=
AnN !

Nn(N − n)!
⟨δ(r1 − r1)...δ(rn − rn)⟩

(25)

where in general UN = UN (r1, ..., rN ) is the interaction
potential of the complete system. As we saw, in our
case the interaction depends on the velocities. We would
like to define new magnitudes that maintain the same
relations that these ones, as we would like to interpret
the new pair correlation function, when multiplied by the
density, as the probability of having a particle at distance
r, and the exponent of the probability distribution as the
effective potential.

If we look at the potential for N particles in the prob-
ability distribution, we know that the third derivative
of Φ is 0, and so, ∂ri∂rj = C(i, j) where C(i, j) is
a constant (in the sense that there is no dependence
in space or velocity) that depends on the particles we
are taking the derivatives on. This makes possible to
write our potential in two terms separating the dependen-
cies in position and velocity UN (r1, ..., rN ,p1, ...,pN ) =
U1(r1, ..., rN ) + U2(p1, ...,pN ). The pure velocity de-
pendent potential can be expressed now as a sum over
the sets of proximity conditions e.g. particels 1 and 2
are close and so interact and the rest of particles do
not interact, then, pairs 1-2 and 2-3 interact but the
rest of particles do not, and so on. We will denote it

as U2(p1, ...,pN ) =
∑M

ci
ui
2(p1, ...,pN ) where ci are the

conditional sets. From here, it is now possible to define
reduced magnitudes (with a bar) that will only depend
on position coordinates by integrating over the velocities.
What we obtain is

g(n)(r1, ..., rn) =

∫
g(n)(r1, ..., rn,p1, ...,pn)dp1...dpn =

AnN !

Nn(N − n)!

1

ZN

∫
e−βU2dp1...dpN

∫
e−βU1drn+1...drN

=
AnN !

Nn(N − n)!

1

ZN

∫
e−βU1drn+1...drN

exp

(
ln

(
α−1

∑
ci

∫
e−β

∑M
ci

ui
2dp1...dpN

))
(26)

where α =
∫
e−βuM

2 dp1...dpN is a constant, and we have
redefined the partition function also to its reduced ver-
sion as

ZN = ZNα−1 (27)

here, M denotes the set for which the particles are in the
dilute disposition. We take this term because if not, we
would obtain a pair correlation function that at the limit
of large separations does not tend to one, and so, it is not
normalized when multiplying by the density and integrat-
ing. The rest of the dependencies on velocity have been
integrated, and for each domain can be introduced in
the exponential and becoming a new contribution to the
zero-point potential. With this reduced partition func-
tion, we can obtain the new set of variables that maintain
the relations

g(n)(r1, ..., rn) =
AnN !

Nn(N − n)!
⟨δ(r1 − r1)...δ(rn − rn)⟩

Ψ(n)(r1, ..., rn) = ⟨δ(r1 − r1)...δ(rn − rn)⟩
(28)

C. Reduced 2-body problem

Now we would want to obtain the reduced pair corre-
lation function in the 2 body problem and from there the
effective potential. We follow the previous definitions to
obtain

g(2)(r) =
A2

2

1

Z2

τ2

4D2π2
e
−β(1− r

σ )
2
(
k+4 τk2

σ2

)
×

2π

∫ ∞

0

dp1p1

∫ ∞

0

dp2p2

∫ 2π

0

dθ12e
−β

(
τ
2+

τ2k
σ2

)
(p2

1+p2
2)

×e
2βτ2k

σ2 p1p2cos(θ12) for r < σ

g(2)(r) =
A2

2

1

Z2

for r > σ

(29)

where r = |r1 − r2|. In this case, we have a piecewise
function, and the velocity dependence is different in each
region, this corresponds to the sum over domains of con-
ditional sets. Then, we can follow exactly the previous
exposition and redefine the partition function as

8
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Z2 = Z2
τ2

4D2π2
(30)

and the reminder dependence in the velocity (integrated)
is taken as exp(ln()) and absorbed in the exponential.
This is a well defined pair correlation function, and from
here we can obtain the effective 2-body potential from
the exponential that in general is

w(r) =
(
1− r

σ

)2(
k + 4

τk2

σ2

)
− ln

β

(
τ2

2D2π

∫ ∞

0

dp1p1

∫ ∞

0

dp2p2

∫ 2π

0

dθ12e
−β

(
τ
2+

τ2k
σ2

)
(p2

1+p2
2)
)

for r < σ

w(r) = 0 for r > σ

(31)

that at large distances as expected is 0. It is interesting
to see that at the 2-body problem, what we obtain in the
separation dependence is an harmonic potential with a
new energy scale that has linear dependence in the activ-
ity k′ = k(1 + 4 τk

σ2 ). Then, for the space dependence the
activity makes more repulsive the potential. But the con-
stant that appears at r = σ and defines a discontinuity
in the potential that arises from the velocity dependence
has also a non-trivial contribution.

The sign of this constant cannot be obtained directly,
and we need to numerically integrate the second loga-
rithm for specific values to see the behavior that arises
from it. If we look at the case τ = D = β = k = σ = 1

we obtain

w2(r) = 5
(
1− r

σ

)2
− 0.4 for |r1 − r2| < σ

w2(r) = 0 for |r1 − r2| > σ
(32)

This negative sign in the constant creates an effective
attractive regime near the discontinuity. Now we can run
simulations for systems with two particles and measure
the pair correlation function and the effective potential
to compare it with these analytical results.

FIG. 7. Pair correlation function and Effective 2-body potential for different τ and
D = β = k = σ = 1. The dashed lines correspond to the analytical result from (31).

We can see that, as the selfpropulsion increases the at-
tractive well gets deeper. But at the same time the region
where the attractive regime exists gets narrower. From
(31) we can see that for high τ we obtain a sharper repul-

sive inner region. In relation to Fig.6 we would expect to
obtain a region that permits overlap as we increase even
more to τ = 100, but at the 2-body level the overlap be-
comes more and more unlikely. We would expect peaks

9
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that resemble not a homogeneous liquid but a crystal
phase. With the results of the reduced effective potential
and the reduced pair distribution function, the analysis
of the 2-body problem is closed.

D. 3-body problem

To inspect the contributions that appear beyond the
2-body ones that have been studied, we will look at the
restricted three body problem. To do so, we start as
before from (22) to obtain the three body probability
distribution in the most general form

Ψ3=
1

Z3
exp

[
− β

(
Φ(r1 − r2) + Φ(r2 − r3) + Φ(r1 − r3)

)
− τ

2D
(p2

1 + p2
2 + p2

3)

−τβ2D

2

(
|∂r1(Φ(r1 − r2) + Φ(r2 − r3) + Φ(r1 − r3))|2 + |∂r2(Φ(r1 − r2) + Φ(r2 − r3) + Φ(r1 − r3))|2

+|∂r3(Φ(r1 − r2) + Φ(r2 − r3) + Φ(r1 − r3))|2
)
− βτ2

2

(
(p1)

2∂2
r1 + (p2)

2∂2
r2 + (p3)

2∂2
r3+

2p1p2∂r1∂r2 + 2p2p3∂r2∂r3 + 2p1p3∂r1∂r3

)(
Φ(r1 − r2) + Φ(r2 − r3) + Φ(r1 − r3)

)]
(33)

From here, to obtain magnitudes independent on the
velocity, we could apply the reduced formalism and ob-
tain the reduced effective potential and 3-body correla-
tion function. But the integrals over the velocity and the
equations become heavy. For our purpose, that is to see
what effects go beyond 2-body contributions, it is enough
to obtain the potential with the velocity dependences. To

do so, we need to differentiate 4 cases corresponding to
what pairs interact, this is explained in appendix A.
These four possibilities have 4 different effective poten-

tials that have to be computed. After some calculation
we can obtain the complete result for the effective 3-body
potential for each region. Here r = r1 − r2, r

′ = r2 − r3
and the results are shown in the order of the table.

w3(r, r
′,p1,p2,p3) =

(
k + 4

τk2

σ2

)((
1− r

σ

)2
+

(
1− r′

σ

)2

+

(
1− |r + r′|

σ

)2)
+

4k2τ

σ2

((
1− r

σ

)(
1− |r + r′|

σ

)
−
(
1− r

σ

)(
1− r′

σ

)
+

((
1− r′

σ

)(
1− |r + r′|

σ

))
+(

τ

2
+

2τ2k

σ2

)(
p2
1 + p2

2 + p2
3

)
− 2τ2k

σ2
(p1p2 + p1p3 + p2p3)

(34)

for r < σ ∧ r′ < σ ∧ (r + r′) < σ.

w3(r, r
′,p1,p2,p3) =

(
k + 4

2

σ2

)
×
((

1− r

σ

)2
+

(
1− r′

σ

)2)
− 4k2τ

σ2

((
1− r

σ

)(
1− r′

σ

))
+

(
τ

2
+

τ2k

σ2

)(
p2
1 + p2

3

)
+

(
τ

2
+

2τ2k

σ2

)
p2
2 −

2τ2k

σ2
(p1p2 + p2p3)

(35)

for r < σ ∧ r′ < σ ∧ (r + r′) > σ.

w3(r, r
′,p1,p2,p3) =

(
1− r

σ

)2(
k + 4

2

σ2

)
+

τ

2
p2
3 +

(
τ

2
+

τ2k

σ2

)(
p2
1 + p2

2

)
− 2

τ2k

σ2
p1p2 (36)

for r < σ ∧ r′ > σ ∧ (r + r′) > σ.

w3(r, r
′,p1,p2,p3) = 0 (37)

for r > σ ∧ r′ > σ ∧ (r + r′) > σ.

If we look at the first case, we obtain once more a term equal to the sum of harmonic (original) potentials

10
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but with a rescaled energy scale and a velocity depen-
dent term. But a new term that couples the interactions
between pairs is founded. This arises from the nonlinear
term in the probability distribution. We have a square of
the derivative of the potential. When this potential has
more than one term depending on a particle position, a
cross term arises that cannot be seen in the 2-body case.
This is even more clear when comparing the second and
third case of the potential. In the third case, up to the
term of p3, we obtain the 2-body potential, as it corre-
sponds to an interacting pair and a particle far from this
pair, it is a separable problem. But in the second case
we have the pairs 1-2 and 2-3. A physical disposition of
this case would be to have them in a line as 1-2-3, where
the distance between 1 and 3 is bigger than σ. Here we
do not have just the harmonic term but also a cross term
that cannot be obtain without the nonlinear contribu-
tion. This is exactly the part that distinguish between
the 2-body and the 3-body problem.

From here we could go on performing the same path to
look at contribution above the 3-body ones. But know-
ing that there is a nonlinear contribution, and with the

results obtained, nontrivial effects will arise when looking
at the effective n-body potential.

VI. N-BODY PARTITION FUNCTION

As we are in thermodynamic equilibrium, in principle,
if we can calculate the partition function, we can apply
equilibrium statistical mechanics and obtain the thermo-
dynamics of the interacting active system. Of course, to
solve the complete problem analytically is most likely im-
possible. But it is possible to obtain a methodology to
consider the N-body terms systematically in the partition
function. We know that in (22) (the probability distri-
bution of N AOUP), the normalization constant that ap-
pears, is the desired partition function. So, if we integrate
over the phase space, as the probability is normalized to
1, we have the path to obtain the N-body partition func-
tion, and formally the thermodynamics of the system.
Then the partition function can be computed as

ZN =
1

h2NN !

∫
drN

∫
dpNexp

[
− βΦ− τ

2

∑
i

(
p2
i

D
+ β2D|∂iΦ|2

)
− βτ2

2

(∑
i

pi∂i

)2

Φ

]
(38)

Where we have included the term for indistinguishable
particles and the elemental volume. To perform the
multibody expansion, it is very useful and meaningful
to rewrite the potential as

Φ(rij) =
∑
i

∑
j<i

ϵijϕ(rij)

ϵij =

{
1 if rij < σ
0 if rij > σ

(39)

The ϵij matrix, can be understood with a complete anal-
ogy to the adjacency matrix in network theory. It ex-
presses the connections(interactions) established between
the nodes(particles). From the definition we can obtain
two properties, first, that the diagonal elements are zero
as the particle do not interact with themselves. The sec-
ond one is that it is a symmetric matrix, if i interacts
with j, j interacts with i. Specific configurations of the
matrix correspond to different conditional sets as they
were defined in the reduced functions exposition. Also,
the density of non-zero values, express the local density
in the system.

A. Dilute gas

As a first approach to the problem, we could think in
a limit case. The easiest one is the ”completely” dilute

gas. The density is low enough that particles do not
interact between them. For low enough densities we can
suppose that σ → 0 and obtain an ideal gas of N AOUP
(N-IG-AOUP) Φ = 0

ZN =
1

h2NN !

∫
drN

∫
dpNe−

τ
2

∑N
i=1

p2i
D ≈

AN

h2NN !

[∫
dpe−

τp2i
2D

]N
=

1

N !

[
2πAD

h2τ

]N
(40)

B. Multibody expansion

Now, we start to attack the problem for non-vanishing
potential. In general, the equilibrium condition tells us
∂3
i ϕ = 0 → ∂2

i ϕ = k → ∂iϕ = kr + α, and for any config-
uration, all the possible derivatives that can be used in
the calculations are

∂iΦ =

N∑
j=1

ϵij(krij + α)

∂2
i Φ = k

N∑
j=1

ϵij

∂i∂jΦ = −kϵij

(41)

11
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We take here this form of the potential to obtain the
result for the general equilibrium with short range inter-
action and not our specific potential. With these results,
we can separate the problem into two independent prob-
lems. First an integration over velocities and a second
one over positions as was shown in the reduced formal-
ism. But before we considered the short-range charac-

teristic by separating in a sum over conditional sets. In
this case, this is already considered in the adjacency ma-
trix and no decomposition of the Hamiltonian is needed,
instead a sum over the constructable matrices can be
taken.
Using the previous results, the solution to the velocities

integrals is

Z =
∑
{ϵij}

∏
i

∫
exp

(
− βτ

2

(
p2
i + τp2

i k
∑
j

ϵij − 2τk
∑
j<i

pipjϵij

))
dp1...dpN (42)

That has an analytical solution only for ϵij = 0 ∀i, j, that
is the dilute gas. For all the other cases, the cross term
makes the function not integrable. So, not much more
can be done for the velocities. We have then, that the
partition function is

ZN =
Z

h2NN !

∫
drNexp

[
−βΦ−τ

2

∑
i

β2D|∂iΦ|2
]

(43)

Now we can make the following change of variables
rij = ri − rj , and integrate over the coordinates of
one particle. We start with N coordinates {ri}Ni=1 and

end up with N − 1, {ri,i+1}N−1
i=1 . All the other vectors

can be computed by differences of the N − 1 ones as

rij =
∑j−1

k=i rk,k+1, for rii = 0 ∀i and rij = 0 if i, j < 1.
There is an explanation for this base and not other possi-
bilities such as {r1j}Nj=2 with rij = r1j−r1i, but can only
be seen at a later stage in the calculations. By the prop-
erties previously exposed and Φ =

∑
i<j ... =

1
2

∑
i,j ...,

we can rewrite

ZN =
ZA

h2NN !

N−1∏
i=1

∫
dri,i+1exp

{
−β

2

[∑
j

ϵijϕ(rij)

+
τβD

2

∑
j,l

ϵikϵil(krij + α)(kril + α)

]}
(44)

where ϵikϵil = δϵik+ϵil,2. Here the integrals go over

the separations between the N particles. This is not just
interesting because we have integrated one coordinate,
but because the integrals can be separated and directly
correlated with the ϵ matrix and a multibody expansion.

Of course, the lowest density configuration, and so,
the first term of the sum is when all particles are discon-
nected, the N-IG-AOUP region. Now we won’t take the
limit σ → 0. We have for ϵij = 0 ∀ i, j

Z1
N =

Z1
NA

h2NN !

N−1∏
i=1

∫
ri,i+1∈[σ,L]

dri,i+1

=
Z

h2NN !
A
(
A− πσ2

)N−1

(45)

We have obtained the partition function of an ideal
gas with excluded volume. From here on, the calcu-
lations become less transparent, although the physical
intuitions are clear. Now we need to allow interactions
between particles. The first idea is of course to relax the
condition on the separation for a pair of particles, that
without losing generality will be 1 − 2. This problem
now becomes separable in the sense that the other N − 2
particles have decoupled dynamics, and 1-2 are governed
by a 2-body effective interaction. This is clear when
looking at ϵij , there is only 1 position different than 0,
and so it cannot couple with anybody. We can create
N(N − 1)/2 pairs. The contribution then becomes,

Z2
N = Z2

N

N(N − 1)

2N !h2N
A
(
A− πσ2

)N−2
∫ σ

0

dr12r12exp

{
− β

2

[
k

2

(
1 + kτ

)
r212 + (α+ τβkDα)r12 +

(
γ +

τα2

2

)]}
(46)

where γ = ϕ(0) is the zero point energy of the potential.
The next contribution will be to have two separable pairs
of particles that interact throw the effective two body po-
tential. We will have an ideal AOUP gas ofN−4 particles
and two 2-body problems separable. After we can have

3, 4...N(N − 1)/2 pairs. The degeneracy of each contri-
bution is different. For the first one it was the number of
pairs possible. The second will be the numbers of pairs
times the number of pairs possible with 2 particles less,
and so on. In general,
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Dk =

k∏
i=1

(N − 2(i− 1))(N − 1− 2(i− 1))

2
(47)

To obtain the contribution that combines all the pairs
with 2-body interactions we will take the pairs to be 1−
2, 3 − 4, 5 − 6...(N − 2) − (N − 1) for N odd. Now the
choice of the base of N − 1 variables is evident. The pair
particles distances are the coordinates to integrate, and
so separable. Which are the variables to integrate with a

potential and which not is summarized in Table 2 in the
appendix.

As N is odd we integrate the same number of inter-
acting coordinates as free ones, (N − 1)/2 = k, k ∈ R.
As the pairs are separable, all of them are equivalent,
and we can replace them by r12. Finally, we can recall
all the results concerning two body interaction in the
N-body problem and obtain the partition function up to
2-body interactions.

ZN =
Z1

NA

h2NN !

(
A− πσ2

)N−1
+

N−1
2∑

n=1

Z2
nDnA

h2NN !

(
A− πσ2

)N−2−(n−1)

(∫ σ

0

dr12r12exp

{
− β

2

[
k

2

(
1 + kτ

)
r212

+(α+ τkα)r12 +

(
γ +

τα2

2

)]})n

+ (3, ..., N)− body interactions

(48)

where the subindex in the configurational integrals ex-
press that the adjacency matrix has a particular form for
each configuration. Why haven’t we considered double
pairs as (1-2) and (2-3)? Because the effective interac-
tion obtained for three bodies, explicitly shows that this
kind of pseudo-triplets couple the interaction, and 3-body
non-trivial effects arise as was discussed in previous sec-
tions. And so, the integrals won’t be separable as the
interaction would have 3-body contributions. In terms of
the adjacency matrix, for the upper triangle, we would
have one column with a one and the next one without
ones. How can we proceed in a systematic manner to
go beyond this result? The first thing to do is to in-
clude 3-body effects. We would have N-3 ideal gas of
AOUP, and then 1-2-3 could be in two states that have
contributions beyond 2-body. First, interactions could
be between 1-2,1-3 and 2-3, and so the general 3-body
effective potential should be considered that is equation

(34). But they could also be in a disposition such that
1-2 and 2-3 will interact and 1-3 no. Then a partial 3-
body effective potential should be used (35). Starting
from the second case, we will have the N-3 ideal gas of
AOUP plus 1 pseudo triplet. Then, we would vary the
ideal gas by introducing separable pairs as with the 2-
body term until the maximum possible. Then we will
have 2 pseudo-triplets and play with the ideal gas and
the pairs and so on. After, we should take the complete
triplet and play with pairs and pseudo-triplets, then add
a new pure triplet and play once more with all the possi-
ble pairs and pseudo-triplets, and so on. Every new term
is the previous one (varying the maximum number of N-
body clusters) and an additional separable (N+1)-body
term recursively. In principle this could be carried on
obtaining formally the exact N-body partition function.
This result is a multibody expansion for the partition
function

ZN = Z1
N + Z2

N (Z1
N ) + Z3

N (Z1
N , Z2

N ) + ...

Z1
N =

Z1
NA

h2NN !

(
A− πσ2

)N−1

Z2
N =

N−1
2∑

n=1

Z2
nDnA

h2NN !

(
A− πσ2

)N−2−(n−1)

(∫ σ

0

dr12r12exp

{
− β

2

[
k

2

(
1 + kτ

)
r212 + (α+ τkα)r12 +

(
γ +

τα2

2

)]})n

(49)

This multibody expansion resembles a well known result
in equilibrium statistical physics, the Virial expansion.
The Virial term of order n has contributions of n, n −
1, n − 2...1-body, and the relation between the n term

and n− 1 term gives the pure n-body contribution.
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VII. CONCLUSIONS

We started this project with the aim of unravelling
the nonequilibrium nature of MIPS. Recovering the re-
sult that AOUP that interact with a harmonic potential
fulfill detailed balance[10][11] gave the possibility to see if
MIPS could be seen in a system in equilibrium. First, it
was obtained that for densities between 0.4 and 0.8, the
system clusterize for persistence time around and above
10 FIG.4. Regions of high density and low motility are
observed. When looking at the effects of finite size in
the simulations, the results where robust, and for a sys-
tem of N = 6000 particles and deep in the phase space
(ϕ = 0.8, τ = 100) a large and stable high-density phase
is formed FIG.5. Looking at the nature of the dense state,
it was obtained that overlap between particles is impor-
tant. The radial distribution function for stationary con-
figurations of our simulations showed peaks around 0.9σ
and 1, 6σ, as opposed to the ones that appear in the hex-
atic order founded in MIPS of active Brownian disks [20].
What we found resembles much more a homogeneous liq-
uid state.

Knowing that MIPS can appear in thermodynamic
equilibrium, we could study the multibody effects that
appear in the system departing from the equilibrium
probability distribution that defined an effective poten-
tial. We wanted to discern if the transition could be ex-
plained by effective 2-body interactions or as previous re-
search showed[12], non-trivial n-body effects are needed
to account for the transition. The results obtained by
performing 2-body simulations show that as activity is
increased the inner region of the particles becomes more
impenetrable. But also, an attractive well is developed
near the edge of the particles. The width of the attrac-
tive regime decreases with the increase of the persistence
time, and so we would expect that overlap for high ac-
tivity in the 2-body problem would be unlikely. Also,
as the equilibrium probability distribution was known,
the reduced effective potential and radial distribution
function could be defined and compared with the simula-
tions. The analytical calculations unveiled that the cou-
pling between velocity and position(potential) was the
origin of a discontinuity in σ that created the attractive
regime. When looking at the three-body problem, the
non-linear contribution to the effective potential created

3-body terms unseen in the 2-body problem. These new
terms coupled the interactions between different pairs if
there was one particle in common. This new contribution
acts on the inner region and could be a possible explana-
tion of the overlap.

Finally, as the system is strictly in thermodynamic
equilibrium as detailed balance is fulfilled and the en-
tropy production is 0, the calculation of the partition
function should lead to a complete characterization of
the thermodynamics of the system. A recursive method
was developed to calculate the partition function. This
was possible because the effective 1,2,3.. potentials can
be analytically obtained and separated. With the help
of the adjacency matrix, we have been able to express
ZN as a sum over terms that account for n-body effects
hierarchically, a multibody expansion. Up to 2-body con-
tributions the partition function was explicitly obtained.

These results open more interesting questions concern-
ing this system to continue the research. First, to close
down the importance of the 2-body effects in the tran-
sition, a simulation of Brownian particles that interact
with the 2-body effective potential in a regime where
the active system phase separates could be done. First,
we could see if the mapped system phase separates, and
then if the overlap exists. Also, we could characterize
the phase transition by systematically simulating the sys-
tem along the phase space and looking at local densities.
Finally, if a wall was included, by means of the gener-
alized virial theorem, the pressure on the wall could be
obtained, and numerically integrating the partition func-
tion up to the n-body contribution could be performed to
obtain the analytical pressure and the equation of state.
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Appendix: 3-body contributions

Region Degeneracy

|r1 − r2| < σ ∧ |r2 − r3| < σ ∧ |r1 − r3| < σ 1

|r1 − r2| < σ ∧ |r2 − r3| < σ ∧ |r1 − r3| > σ 3

|r1 − r2| < σ ∧ |r2 − r3| > σ ∧ |r1 − r3| > σ 3

|r1 − r2| > σ ∧ |r2 − r3| > σ ∧ |r1 − r3| > σ 1

Table 1. Connectivity regions for the interacting parti-
cles. As the particles are indistinguishable, when one of
the three conditions in the first case is broken we have
three possibilities to obtain an equivalen system. That
creates a multiplicity on the sets of 3 for the second and
third case.
For these 4 cases the interaction potential that we have

are respectively

Φ1(r12, r13, r23)

k
=
(
1− r12

σ

)2
+
(
1− r13

σ

)2
+
(
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)2
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=
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1− r12

σ

)2
+
(
1− r23

σ

)2
Φ1(r12)

k
=
(
1− r12

σ

)2
Φ1

k
= 0

(A.1)

Appendix: Multibody expansion

In this appendix we detailed the calculations that
where made from (44) to obtain multibody expansion
of the partition function. The first term in the expansion
corresponding to the dilute system yields

Z1
N =

ZA

h2NN !

N−1∏
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∫
ri,i+1∈[σ,L]

dri,i+1 =
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(A.1)
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Then the complete 2-body contributions, equation
(48), is presented as a sum over separable pairs plus an
IG-AOUP. The steps to the first term, equation (46) and

the last one ommited from the body of the project can
be reconstructed from the previous equation and the fol-
lowing intermediate results,

Z2
N = ZN(N − 1)
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As the pairs are separable, all of them are equivalent, and we can replace them by r12 that is a not dependent on
the productory, and we obtain
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(A.4)

Finally, a table that expresses which variables in this last contribution of the sum are integrated and which not is
added.

Pair Interaction Integration with potential

r12 Yes Yes

r23 No No

r34 Yes Yes

r45 No No

... ... ...

rN−2,N−1 Yes Yes

rN−1,N No No

Table 2. Variables to integrate in the configurational partition function for it to be separable. The variables represent
the separation between the particles corresponding to the index.
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