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Chapter 1

Introduction

Obstacle problems are canonical examples of the so called free boundary problems — a type
of non-linear elliptic (or parabolic) PDE, where we are not interested only in the study of
the solution to the problem but also in the study of an a priori unknown interphase, called
the free boundary. Typically the domain splits into two regions: one where the solution
vanishes and the other where the solution solves some kind of PDE. As the local behaviour
of solutions to the corresponding PDE is well understood, we are mostly interested in the
global regularity of the solution as well as the regularity of the interphase separating the
two regions. Obstacle problems appear naturally in many different areas of science such
as physics, biology, or finance, see examples described below.

In general it turns out that the free boundary is not always smooth. Still, it can be
often shown that it splits into the regular part, where it is infinitely smooth, and the
singular part, which is rare in some sense. The regularity near regular points is usually
established in two independent steps: one shows that the free boundary is C1®, for some
small & > 0, and the other shows that if the free boundary is C1® then it is actually C°.

In this thesis we mostly (but not only) study the higher regularity of the free boundary
in some versions of the obstacle problem, where only the initial Cb* regularity was known.

1.1 The classical obstacle problem

Let us start with describing the main known results for the classical obstacle problem. It
is a minimization problem of the form

1
min/ |Vo|2d,
veD 2 Q

where D consists of all functions that are greater or equal than a given function ¢ called
the obstacle (i.e. we impose u > ¢ in ), and attain given boundary values g. When
the domain is two dimensional, we can interpret the solution as an elastic membrane
constrained (fastened) over the obstacle, see Figure [1.1.1]

To derive the Euler-Lagrange equation for the minimizer v we compare the minimizer
with competitors, which are the minimizer perturbed with bump functions. Since the
minimizer and competitors are constrained to be above the obstacle, the perturbations
are only allowed to be negative in the set {v > @}. This results in the following equations



v > ¢ inQ
Av < 0 inQ (1.1.1)
Av = 0 in {v> ¢},

together with the boundary conditions v|gn = g. As explained above, having the constraint
implies that only one inequality holds everywhere, while the other one holds only in the
set {v > ¢}.

—Lu > 0 everywhere u > ¢ everywhere

7

Lu=0in {u > ¢}

Figure 1.1.1: Example of solution to the obstacle problem.

We can consider the new variable u = v — ¢, sometimes called the height function.
Then the problem is equivalent to

0 in®
f in Q
f in {u > 0},

U
Au
Au

A IV

where f = —Agp, together with boundary data ulgg = g — ¢|sq. The solution can be
obtained as the minimizer of the following problem

ueD!

min/Q <;|Vu\2 + fu> dz, (1.1.2)

where D’ consists of all non-negative functions v > 0 attaining suitable boundary values.
We see that we can trade off the obstacle being zero for adding a right-hand side f to the
equations.

The Euler-Lagrange equations can alternatively be written as

min{—Av,v — ¢} =0 in Q,

which stresses the non-linearity of the problem. Of course the same can be done for the
height function, which solves

min{—Au+ f,u} =0 in Q.

Additionally we can show that the minimizers of (1.1.2)) are the same as the ones of

1
j ~|Vul* + fut ) d
unelg}//ﬂ<2| ul -i-fu) x,



where D" now consists of all functions attaining the correct boundary values and u®™ =
max{u,0} stands for the non-negative part of . This is beneficial because in this formu-
lation we no longer have a constraint, but now the functional is no longer smooth. The
Euler-Lagrange equation for this functional is

Au = fX{u>0}5 in Q, (1.1.3)

where x 4 stands for the indicator function of the set A. The equation needs to be under-
stood in the weak sense.

We see that in all the formulations the domain 2 splits into a region {v > ¢} = {u > 0}
called the positivity set and {v = ¢} = {u = 0} called the contact set. In the positivity
set the solution solves some elliptic PDE, while in the contact set it matches the obstacle.
Since we know a lot about solutions to such equations, the challenging part of the obstacle
problem is to determine the contact set, or specifically the boundary of the positivity set,
called the free boundary. Usually we denote it as I' = 9{u > 0} N Q0.

If we want to stress the role of the free boundary in the equations for the solution of
the obstacle problem, we can show that the above equations are equivalent to the following

Au f in{u >0}
u = 0 inT,
Vu = 0 inlT.

That Vu vanishes on the boundary follows from the fact that v € C!, thanks to (1.1.3).
We see that this formulation consists of both Dirichlet and Neumann conditions, which
would in general be an over-determined problem. But since the domain {u > 0} is also an
unknown, it turns out that the problem has an unique solution.

1.2 Motivations and generalizations

The obstacle problem appears in a wide range of areas. We present some of these here.
For more examples and applications we refer to the books [33 [44] 53] [69] and the survey
papers [306, [71].

Elasticity

As Figure[1.1.1]hints, the simplest interpretation of the obstacle problem is the deformation
of a thin, elastic membrane spanning over an obstacle.

We describe the membrane as a graph of a function v: 2 — R, so that at a point
(z,y) € Q the value v(z,y) represents the vertical displacement of the membrane above
that point. We furthermore suppose that the membrane has a fixed boundary which we
describe with prescribing the boundary values of v on the boundary by some function
g: 02 — R. The shape of the membrane is determined by the surface tension, which
we model so that u needs to be such that the area of its graph is minimized. Namely u
minimizes the following functional

/ V14 |[VudSy.
Q



This yields the classical Plateau problem (with an obstacle). We can simplify the functional
by expanding the square root into the Taylor series up to the first order to get

1
/ V 1+ |Vu|2dzedy = / 14 =|Vul*dzdy.
Q o 2

This is a good approximation if we assume that values of Vu are small, which means
that the membrane is flat. Hence the minimizers of the Dirichlet energy [ %]Vu\dedy are
roughly the minimizers of the area.

Hence the solution of the obstacle problem represents an elastic membrane that has
fixed boundary and lays above a given obstacle.

Actually, if we compute the Euler-Lagrange equations of the area functional directly,
we obtain

v > ¢ inQ
Lv < 0 in©
Lv = 0 in{v> ¢},

where Lu(z) = div(A(z)Vu(z)), for A(z) = (1 + |Vu(x)[?)~/2. Once we establish that
solutions are !, this can be viewed as an obstacle problem with Lipschitz coefficients.

Optimal stopping, finance

Another important appearance of the obstacle problem is raised by the optimal stopping
problem, motivated by financial mathematics. In such problem we are given an option,
that at any time we can stop a running (stochastic) process in R™ and receive the pay-off
which equals the value of some given function ¢ at the stopped point. If (X;)er is the
process from the model, then we are interested in determining

u(x) = maxE(p(x + X)),

where 7 varies over all stopping times, see [31] for more details. Since 7 can be chosen as
0, it is clear that u(x) > ¢(z). Furthermore if let the process run for some time ¢ > 0 and
then run the maximum over all stopping times, we get at most as much as running the
maximum straight ahead, so

u(@) > maxE(p(z + Xis)) = maxE(p(e + X1 + X,)) = ula + X,),
if the process X; has no memory (X4, = X; + X;). Hence we have

Lu(z) = lim "0 ZE@z ¥ X))
©40 t -7

if the limit exists. The above operator L is called the infinitesimal generator of the process
X;. Furthermore if z € {u > ¢}, then we are not stopping at 7 = 0. It turns out that we
get the equality in the above expressions

u(z) — E(u(z + Xy))

Lu(x) = lti&} ” =0, z € {u> g}




Hence we obtained

v > @ in ()
Lv < 0 inQ
Lv = 0 in{v> ¢},

which is exactly the obstacle problem for the infinitesimal generator of the process.

This yields a solution of the optimal stopping problem: we solve the obstacle problem
for u, then let the process run as long until we hit the contact set {u = ¢}.

A relevant choice of X; is the class of so called Lévy processes — it is any stochastic
process starting at the origin with independent, stationary increments (for s < ¢ is X; — X
independent of z; and equally distributed as X;_s), and which is continuous in probability,
see [31] for complete definition. By the Lévy-Khintchine theorem the general infinitesimal
generator of such process is always of the form

Lu(z) = b- Vu(z) + div(AVu(z)) + / (u(z +y) — ulx) = Vu(z) - yxs, (y))dp(y),

n

where b € R", A € R™ is a symmetric, positive semidefinite matrix, and p is a Lévy
(jump) measure satisfying

A min{|y|*, 1}du(y) < oc.

This gives rise to various different interesting obstacle problems. If we assume that the
process has continuous trajectories (no jumps), no drift (b = 0), and is rotationally sym-
metric, then the obtained generator becomes a multiple of the Laplace operatorﬂ On the
other hand, if we assume that there is no diffusion and that the process is symmetric and
scale invariant, we end up with an operator of the form

Lu(x) = p.v. /n(u(az +y) —u(x))K(y)dy, (1.2.1)

where

K(y) = K(Z//|y)wl+zs’

for some s € (0,1). These are called stable processes, and have been widely studied, both
from the point of view of Analysis and Probability. The most canonical example of such
non-local operator is the fractional Laplacian, denoted (—A)®, whose kernel is a multiple
of |y|~"2%. When the process has a drift, we get operators like

(A’ +b-V,

with b € R".
Optimal stopping for Lévy processes has been used in pricing models for American
options since the 1970s, see [26], which is a strong motivation for studying such operators.

!Such process is called the Brownian motion.



Parabolic obstacle problem for non-local operators

The parabolic version of the previously described problem arises for example in American
option pricing models. The American option gives its holder the right to buy a stock at
a given price before a given time 1" > 0. Thus we get an optimal stopping problem with
a "deadline” at time ¢t = T'. It turns out that the fair price v(7,x) at time 7 < T and
underlying stock value x, with a pay-off ¢, solves the obstacle problem of the following
form

min{—0-v — Lv,v — ¢} =0

U(Ta ) = ¥,
where L is either the Laplacian or an integro-differential operator of the form (1.2.1)).
Making a transformation ¢ = —7 gives exactly the parabolic version of the obstacle problem

for integro-differential operators. For more details we refer to the book [26].

Stefan problem

Dating back to the 19th century, the Stefan problem describes the temperature in a homo-
geneous medium undergoing a phase change, such as ice melting into water. The problem
is named after the Slovenian physicist who introduced the general class of such problems,
related to problems of ice formation.

In the most classical formulation the problem is the following: given a bounded domain
Q C R", non-negative initial values 6y: £ — R and non-negative boundary condition
g: 02 x RT we want to find a non-negative function §(z,t) describing the temperature of
the medium at the point € Q at time ¢ > 0, so that 6(x,0) = 0y(x) and 6(z,t) = g(x,t)
for (z,t) € 09 x (0,00). The set {# = 0} represents the ice, while {# > 0} represents
the water. In the water, the temperature function is assumed to solve the heat equation,

namely
00+ A0=0 in {6 > 0},

while the evolution of the interface {6 > 0} is dictated by the Stefan condition

010 = |VH|? on 9{f > 0}. (1.2.2)

free boundary
| —

\boundary

conditions

Figure 1.2.2: Example of a contact set at a fixed time.

To study this problem it is convenient to consider a new function

u(z,t) = /Ot 0(z, s)ds.



Then, u: Q x RT locally solves the parabolic obstacle problem
0w — Au = —xqu>0), u >0, Oru > 0. (1.2.3)

Note that knowing u is equivalent to knowing 6, as 6(z,t) = dyu(x,t), and that sets {6 > 0}
and {u > 0} agree. Let us present informally, how to obtain the obstacle problem from
the Stefan problem. First notice that the ice truly is melting, since the Stefan condition
says that 9,60 > 0 on 9{6 > 0}. Therefore we can denote 7(z) the moment when
the ice present at z melts into water. In particular

0(x,7(x)) =0,
and differentiating it, we get
VO(x,7(x)) + V1(x)00(x,7(x)) = 0. (1.2.4)

Now since 6(z,t) = 0 for ¢ < 7(x), we have

¢
u(z,t) = 0(z,s)ds.
7(x)

To derive the equation for u, we differentiate the above expression
Oiu(x,t) / 0;0(x, s)ds — 0(x, 7(x))0;7(x / 0;0(x, s)d
Differentiating it again leads to
Oiiu(z,t) = /t )8“6(33, s)ds — 0;0(x, 7(x))0;T(x).
Summing over i, we get
Au(z,t) = /t Ab(x,s)ds — VO(z,7(z)) - V71(z),

and recalling ((1.2.2)) and ([1.2.4) we conclude

t
Au(z,t) = 0if(x,s)ds — 1 =0(x,t) — 1 = Qpu(x,t) — 1,
()

which is exactly the parabolic version of the obstacle problem (|1.2.3)).

Heat control

Given a domain () and a temperature Ty we have heating devices evenly distributed on (2
which need to ensure that the temperature w is as close to T as possible by injecting flux
of magnitude ¢ > 0 whenever w(z) < Tp. In equilibrium the temperature satisfies

Aw = —qX{w<Tp} in Q.
To get a structure of the obstacle problem, we define u = Ty — w, which solves
Au = gX{u>0} in Q.

If additionally u > 0, this is exactly the obstacle problem. The condition u > 0 is fulfilled
as soon the boundary values of w are at most Tj.



Thin obstacle problem

As the name suggests, the thin obstacle problem is a variation of the obstacle problem
where the obstacle provides a constraint only on a surface of co-dimension one.

The obtained equations for the solution u to the thin obstacle problem are then the
following

Au < 0 nQ
u > @ onS
Au = 0 in Q\(SN{u=¢}),

for a surface S C 2 and a given function ¢: S — R. Normally the solution also needs to
attain prescribed values on 0f2.

The most classical version of the thin obstacle problem is the case when S = {z; = 0}
and when the domain €2 is symmetric over S. In that case the problem can be reformulated
as

Au = 0 inQn{z; >0}
u > ¢ onQN{x; =0}
ou < 0 onQn{x; =0}
u = 0 onQN{z; =0}N{u> ¢},

as the even reflection gives the solution to the original formulation.

If we study a solutions u of the thin obstacle problem on the full space Q = R**!,
which is even in 1, it turns out that the restriction to the thin space v(z) = u(0, z) gives
a solution to the obstacle problem for the fractional Laplacian with parameter s = % (also
called the half Laplacian v/—A). This follows from the fact that the Dirichlet-to-Neumann
map for the Laplace equation corresponds to the square root of the Laplacian. This can
be roughly verified as follows. Denote with L the operator that takes a function v and
maps it to dyu, where u is the harmonic extension of v to the upper half-space {x; > 0}.
To compute the square of the operator L, notice that the harmonic extension of 01u|(,, —oy
is simply 0;u, and hence

LQU = 8161u]{x1:0} = —Au|{x1:0} = —Awv. (1.2.5)

Interacting particles

Large systems of interacting particles arise in several models in the natural sciences
(Physics or Biology for example). In such systems the discrete energy can be well ap-
proximated by the continuum interacting energy. We denote p the (probability) measure
representing the distribution of the particles. The interaction energy associated to the
interaction potential W is given by

Elp] = /n - W(z — y)du(z)du(y).

In general, the interaction potential can have very different structures. It is common to
assume a repulsive behaviour for particles that are very close (blowing up at zero distance).
A typical assumption is to have W (z) = |z|™” near the origin. One wants to understand
their behaviour of the system in presence of some external force field that confines the



particles. In that case, the interaction energy associated with the system is given by

Blli= [ [ Wi ndudntn) + | V@)
One of the main questions when dealing with these systems is to understand the equilib-
rium of configurations — minimizers of the energy E. It turns out that for a minimizer g
the associated potential function u(x) = W * po(x) = [g. W(z —y)duo(y) (locally) solves
the obstacle problem of the form

min{—Lu,u — ¢} =,0

for an operator L depending on W and for some obstacle ¢ that depends on V. The free
boundary corresponds to the boundary of the region in which the particles concentrate.

In the case when the potential is given by W(z) = |2|7""2%, n > 2 and s € (0,1)
the associated operator becomes the fractional Laplacian (—A)®. Similarly, when W (z) =
|z["=2, n > 3, the operator equals a multiple of the Laplacianﬂ We refer to [5], 24], [80] for
a detailed study of these problems.

1.3 Known results

The regularity theory for different variations of obstacle problems goes fairly parallel one
to another (even though some of the proofs may be completely different from each other).
The main goals in study of the obstacle problems are:

1. determine the optimal regularity of the solution,

2. find the splitting of the free boundary into regular and singular/degenerate points,
3. show that near regular points the free boundary is C1® for some a > 0,

4. show that if the free boundary is C1® then it is actually C°,

5. study the singular points.

Below we present the detailed statements corresponding to these steps for various obstacle
problems. The most details we give in the classical case, as it serves as the model case for
all the generalizations.

1.3.1 The classical obstacle problem

The development of the regularity theory for the obstacle problem goes back to the 1960s.
There were several results regarding the regularity of solutions, see for example [13, 43|
60, [65]. Still, nothing was known about the free boundary until the late 70s.

2In general L is the operator whose fundamental solution is the potential W.
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Existence and uniqueness

Existence an uniqueness of solutions to the obstacle problem follow from the fact that the
Dirichlet energy functional is strictly convex and that the functions vary over a closed,
convex set

{ve H(Q); v> ¢, v|sq = g}.

We can construct the minimizer as the limit of the realizing sequence of the minimum.
Alternatively we can construct the solution with Perron’s method: take the least
supersolution above the obstacle. Namely we define

v =1inf{w € C(2); Aw <0, w >0, wlgg > g},

where the inequality Aw < 0 has to be understood in the viscosity sense. It turns out
that v itself is a continuous supersolution satisfying Av = 0 in {v > ¢} and attains correct
boundary values. For more details see [33].

Optimal regularity and nondegeneracy

As we have seen, obtaining the minimizer is not hard if we consider H'(Q) functions. But
then also the minimizer is only an H'(Q) function. Hence our next goal is to see how
regular is the solution of the obstacle problem.

Remember that the minimizer solves . This is in particular an elliptic PDE with
a bounded right-hand side, and so by Schauder estimates (see e.g. [33, Proposition 2.27])
the solution u is C1® for any a € (0,1) in the interior. Moreover from the equation we
see that Aw is in general not continuous, so u ¢ C2. Exploiting the additional structure
of , one can show that the solution is actually C™!, which is therefore is optimal.

Theorem 1.3.1 ([I3| [43]). Let u be a solution of (L.1.1) with ¢ € C*°(Bi). Then
u € CYY(Byp) with the estimate

lullera(s,,,) < C (lullzesy) + llelloris,)) -
The constant C depends only on n.

Moreover under additional assumption that f > c¢g > 0 it holds that the solution
actually grows quadratically. Combined with the optimal regularity estimate we get

0<cr? < sup u<Cr? for all r € (0,1). (1.3.1)
Br(mO)

Free boundary

As said above, the regularity of solutions can be quickly obtained using some basic tools
of elliptic PDE. A much more challenging problem is to understand the geometry of the
free boundary. Concretely the main question regarding free boundaries is the following:

Is the the free boundary C° if the obstacle is C*°?

Note that just from regularity of the solution we can not deduce anything about the
regularity of the free boundary. A priori it can be a very irregular set potentially of
infinite perimeter.
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The answer to the above question is in general negative: adjusting the boundary
conditions in a suitable way, we can create a contact set as on Figure|1.3.3] where the free
boundary is not a smooth manifold.

all regular points E—

— 4 Au=fin {u> 0} oy

' {u=0} /

one singular point

Figure 1.3.3: Example of a contact set with a singular point.

Nevertheless, apart from the one singular point the boundary seems smooth. Therefore
our goal is to find a classification of the points at which the free boundary can be irregular,
to study the regularity of the free boundary away from those points, and to discover the
size of the set of singular points.

Blow-up

The main tool to study the free boundary is the so called blow-up method. Intuitively a
blow-up is an infinite zoom of a function around some point. We aim to study the prop-
erties of blow-ups so as to deduce information about the solution and the free boundary.
The blow-up of u at a free boundary point zg is

up(x) := klg](r)lo :zu(xo + rpx),

for some sequence 7 | 0. The rescaling is taken quadratic, since the solution grows
quadratically near the free boundary, see (|1.3.1). The existence of this limit (along sub-
sequences, locally in C11) is assured by the optimal regularity estimates, while the non-
degeneracy estimate tells us that it is non-trivial. Note that if u was twice differentiable
at xg, the blow-up would converge to its second order Taylor polynomial. Let us stress
that translations dilatations of the solution to the obstacle problem are again solutions to
an obstacle problem. So as we zoom closer to the point, the right-hand side goes closer
to being constant. To avoid treating the error terms, let us from now on assume that the
right-hand side f is constantly equal to 1 and that 0 is a free boundary point.

Classification of blow-ups

As Figure [I.3.3] suggests, there are more possibilities for blow-ups. Near regular points
we expect the contact set of the blow-up to be a half-space, while at singular points not.
Hence to understand which points are regular and which singular, as well as to deduce
properties of the free boundary, we want to classify all possible blow-ups. It turns out
that the classification is possible and the obtained blow-ups are very simple functions. In
1977 Caffarelli proved the following:
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Theorem 1.3.2 ([16]). Let u be a solution of (1.1.1)) let 0 be a free boundary point and
let ug be a blow-up of u at 0. Then

(i) either
1
uo() = 5z -2
for some e € S*1,

(ii) or
1
up(x) = imTAm,
for some matriz A > 0 with tr A = 1.

This dichotomy we use to formally define regular and singular points. The points
where there is a blow-up as in (i) we call regular and the points where all blow-ups are
as in (ii) we call singular. Note that the obtained blow-ups match with our expectation
from Figure [1.3.3

Regularity of the free boundary near regular points

The main regularity theory for free boundaries in the obstacle problem was established
by Caffarelli in 1977, see [16]. He introduced the blow-up technique and established the
regularity of the free boundaries near regular points.

At regular points there are blow-ups whose contact set is a half-plane, which means
that the more we zoom in, the flatter the free boundary is. This can be used to prove the
following result.

Theorem 1.3.3 ([16]). Let u be a solution of (1.1.1) with ¢ € C*°. The set of regular
free boundary points is relatively open and the free boundary is locally a graph of a C1®
function near them, for some o > 0.

In transferring the information from the blow-up to the original solution a key role is
played by the ”almost positivity” lemma. It claims that if a harmonic function is close to
being non-negative in a positivity domain of some solution to an obstacle problem, then
it actually has to be non-negative (in some smaller neighbourhood), see [33, Lemma 5.32]
for detailed a formulation. We can use this on derivatives of the solution near regular
points. If up(x) = %(:1: -€)%, then by C™! convergence to the blow-up for every € > 0 there
is ro > 0, so that

|0rtr, () — (e T)(x-e)y| <e x € By,

where u, () stands for r—2u(rxz). If 7 is chosen so that e -7 > 0, then d,u is the almost

non-negative function to which the above applies. We deduce that there is g > 0 so that
Oru>0 in By, (1.3.2)

forall 7-e > % This readily implies that the free boundary is Lipschitz in B,,. Deducing
that the free boundary is then C1® is done through the boundary Harnack inequality.

An alternative approach was introduced by Weiss in [85], where he proved that the
flatness of the free boundary improves as we zoom in more and more, which yields C'®
regularity near regular points.
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Higher regularity

Once the initial regularity of the free boundary is established we can use results for har-
monic functions in C** domains (k > 1) to get a bootstrap argument which implies that
the free boundary is in fact C'*°.

Theorem 1.3.4 ([52]). Let u be a solution of (1.1.1)) with p € C°. Then the free boundary
is C'*° near reqular points.

Originally the higher regularity was proven by Kinderlehrer and Nirenberg in 1977
in [52], where they prove that if the free boundary is C! and the solution is C? in the
positivity set up to the boundary, then the boundary is C°°. They prove this result using
the so called Hodograph transform, which is a boundary flattening map depending on
the solution itself. This was actually the first result regarding the regularity of the free
boundary.

More recently, De Silva and Savin introduced a new (and simpler) way to prove the
higher regularity of the free boundary. They exploit the fact that the normal to the
level-sets {u = t}, t > 0, can be expressed with quotients of its partial derivatives as
follows

_ Vu _ 8lu/8nu
[Vl \/1 + Z;L;Ol(@ju/(‘)nu)Q

After a rotation we can assume that d,u > 0, see (1.3.2). Note that the derivatives d;u
are harmonic in {u > 0} and hence we can apply the following result, called the higher
order boundary Harnack inequality.

14

i=1,..,n

Theorem 1.3.5 ([27]). Assume that Q is C** for some k € N and a € (0,1), and let u;,
1 =1,2 solve
Au; = 0 mQNB
{ u; = 0 onodQdN Bj.

Assume furthermore that us > 0 inside QN By.

Then,
Ui

” < Clluzl|pe@nBpy)>

CA(QNB 5)

with C' dpending only on n, B,Q and |[uz|| L~ 0nB,)-

Applying the higher order Harnack inequality gives that the quotients 0;u/0,u are
Ck if the free boundary is C#. But then the normal vector to the free boundary is C?
as well, and so the free boundary is actually C#*!. Hence the free boundary is C> near
regular points:

69601"’%%eCl’“:uecl’azaﬁ6027“:...26960“.
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Singular points

Let us now briefly discuss the singular set of the free boundary. The singular set is closed
and examples show that it is in general not possible to prove that it forms a manifold.
But knowing the blow-up we are still able to deduce that at that point we can touch
the free boundary from at least two sides by C'' ”parabolas”. This roughly says that the
singular set has a tangent plane at any singular point. This leads to the following result
by Caffarelli:

Theorem 1.3.6 ([14]). Let u be a solution of (1.1.1)), and let ¥ C By be the set of all
singular free boundary points in By. Then XN By y is locally contained in a C' manifold
of dimension n — 1.

The result is sharp in the dimension of the covering manifold. It is not hard to construct
examples where the singular set is n — 1 dimensional, see Figure [1.3.4

{u=0}

Figure 1.3.4: Example of a singular set of dimension n — 1.

Nevertheless all the examples of free boundaries containing singular points seem ”un-
likely” in the sense that if the boundary values were slightly perturbed, it seems that there
would be no singular points any more. It has been conjectured by Schaeffer in 1974E| that
generically, the free boundary has no singular points.

The first result in this direction was established by Monneau in 2003, who proved the
conjecture in two dimensional case, see [66]. Furthermore, in 2020 Figalli, Ros-Oton and
Serra proved the conjecture in dimensions 3 and 4 ([37]). It remains an open problem to
decide whether Schaeffer’s conjecture holds in dimensions n > 5 or not.

1.3.2 Parabolic obstacle problem

The results for the parabolic version of the obstacle problem are completely analogous to
the ones for the classical one. The main result for the free boundaries states the following:

Theorem 1.3.7 ([14]). Let u be a solution of (1.2.3)). Let (zo,tg) € d{u > 0} be a free
boundary point. Then the limit ug = lim, o r*Qu(xo +rax, tg —H“Zt) exists and the following
holds true:
(i) (regular point) either
1
ug(z,t) = i(x . e)i,

for some e € SP1,

3That is even before the first results about the regularity of the free boundaries in 1977.
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(ii) (singular point) or

1
uo(z,t) = ixTA:L‘,
for some matriz A > 0 with tr A = 1.

Moreover the set of points where (i) holds is relatively open and the free boundary is C*°
in space and time near them.

The study of the parabolic version of the obstacle problem mostly went hand in hand
with the classical one. The optimal regularity of solutions — C''! in space and C! in time
— was provided by Brezis and Kinderlehrer in [13] and Caffarelli in [20].

In [52] Kinderlehrer and Nirenberg proved that once the free boundary is C* it is C*°
also for the parabolic setting and moreover Caffarelli developed the regularity theory for
the free boundaries in [16] simultaneously.

The study of the singular points was independent. The first results by Blanchet in
2006 proved the analogue of Theorem for a fixed time — the set of singular points at
some fixed time is contained in a (n — 1)-dimensional manifold of class C!, see [I1]. This
was later improved by Lindgren and Monneau in 2015 — [64] — when they showed that the
entire singular set can be covered with a (n — 1)-dimensional manifold of class C! in space
and C'/2 in time. More recently Figalli, Ros-Oton and Serra furthermore improved the
result and established a very fine description of the singular set, see [39].

1.3.3 Obstacle problem for fully non-linear operators

The parabolic obstacle problem for fully non-linear operator is of the following form
Ou — F(D*u,x) = f(x)X{us0y, Ou>0 in Q x (0,7), (1.3.3)
where F' is a C*°, convex function, that satisfies the uniform ellipticity condition
AMIN|| < F(M + N,z) — F(M,z) < A||N||, (1.3.4)

for any symmetric matrix M, z € B; and N > 0, and for some 0 < A < A, called the
ellipticity constants.

In the stationary version of the problem, the optimal regularity of solutions and C1®
regularity of the free boundary was proved by Lee in his PhD thesis [59]. Moreover the
optimal regularity was studied in a more general setting by by Figalli and Shahgholian
n [41], where they additionally prove that if the free boundary is Lipschitz, then it is
Cl. Furthermore in [40] they extend the results to the parabolic setting, see also [49] by
Indrei and Minne and [68] by Petrosyan and Shahgholian. The higher regularity of the free
boundary in both elliptic and parabolic setting is provided by Kinderlehrer and Nirenberg
[52]. Note that there was still a small gap between the initial regularity and the higher
regularity results, since in [52] the solution is assumed to be C? in the positivity set up to
the boundary, while in the above papers the solutions are only proved to be C'!.

The singular set has been studied in the elliptic case in [I2] where Bonorino establishes
that the singular set can be locally covered with a Lipschitz (n — 1)-dimensional manifold,
and in [77] where Savin and Yu improve the regularity of the covering manifold to C11°87,
see also [78]. For the parabolic case no results were known for singular points.
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1.3.4 Obstacle problem for integro-differential operators

The obstacle problem for integro-differential operators is
min{Lu,u — ¢} =0 in R" (1.3.5)

where L is of the form (1.2.1)). Due to the non-locality of the operator the behaviour
of solutions near the free boundary is different as in the classical case. In this case the
following holds true.

Theorem 1.3.8 ([22, 23]). Let u solve (1.3.5) and let xo € 0{u > 0} be a free boundary
point. Then

(i) either
0<erl™ < sup (u—¢) < Crlts
Bv-(xo)

(ii) or
0< sup (u—p) < CT‘1+S+Q,
Br(z0)

for some a > 0. The points where (i) holds are called regular, they form a relatively open
set and the free boundary is CY® near them.

The study of the obstacle problem for integro-differential operators started in the
2000s. Of particular interest is the fractional Laplacian (—A)®, s € (0,1), that serves as
the model example for general integro-differential operators. The obstacle problem for the
fractional Laplacian generalises the thin obstacle problem (the case s = %), and recovers
the classical obstacle problem in the limit s 1 1.

The first results for the obstacle problem for the fractional Laplacian were obtained
by Silvestre in [82], where he proved the almost optimal regularity of solutions C157¢,
for all € > 0. Later on the result was improved by Caffarelli, Salsa and Silvestre in [23]
where they established the dichotomy from Theorem [I.3.8] and that near regular points
the free boundary is C1* for some a > 0. Moreover they provided an equivalence for all
s € (0,1) between the fractional Laplacian and a Dirichlet-to-Neumann map in Rﬁ“ for
a local operator with a weight

div(y' =2V, ), for (z,y) € R" x Ry.

Note that in the case when s = % it corresponds to the Dirichlet-to-Neumann map de-

scribed in . This lead to development of new results regarding the higher regularity
of the free boundary near regular points as well as the singular set, see [9, [5I]. Since
these results used the above described Dirichlet-to-Neumann map, the results could not
be extended to the general class of integro-differential operators as in . To establish
analogous results, completely new techniques were needed. First Caffarelli, Ros-Oton and
Serra in [22] extended the results from [3] and later on Abatangelo and Ros-Oton proved
the higher regularity of the free boundaries, see [1].

Theorem 1.3.9 ([1l 51]). Let u solve (1.3.5) and let xg € 9{u > 0} be a regular free
boundary point. Then the free boundary is C* in a neighbourhood of xg.
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If in the operator is L = (—=A)®* + b -V, for some s € (0,1) and b € R", we
get the obstacle problem for fractional Laplacian with drift. As seen in Subsection [I.2] it
arises as the optimal stopping problem for a specific type of Lévy processes.

Note that in this problem there is a strong dependence of the nature of the problem
on the value of the parameter s. When s > % the leading term is the fractional Laplacian,
and we expect the problem to behave as in the drift-free case, while in the case s < % the
leading term is the drift term and we can not expect any regularity for the free boundary.

Not much is known for the regularity of solutions and free boundaries in this setting.
In [67] Petrosyan and Pop show the optimal C'* regularity of solutions in the sub-critical

1

regime s > 5 and in [47] Garofalo, Petrosyan, Pop and Smit Vega Garcia extend their

result and prove that the following theorem.

Theorem 1.3.10 ([47]). Let u solve (1.3.5) and let xy € O{u > 0} be a free boundary
point. Then

(i) either
0<er'™ < sup (u—¢) <Crits
By (o)

(ii) or
0< sup (u— ) < Critste
By (wo)

for some a > 0. The points where (i) holds are called regular, they form a relatively open
set and the free boundary is C1.

The C* regularity of the free boundary in this case was an open problem. Finally,
the fractional Laplacian with drift in the critical regime s = 3 is studied in [35], where
Fernandez-Real and Ros-Oton establish optimal regularity of solutionsﬂ and the C'H* reg-

ularity of the free boundary.

1.3.5 Parabolic obstacle problem for integro-differential operators

First of all notice that the nature of the parabolic version of the obstacle problem for
integro-differential operators strongly depends on the value of the parameter s, as in the
drift case. For s > % the fractional Laplacian is the leading term (the subcritical regime),
while for s < % the time derivative is (the supercritical regime). The regularity of solutions
was first addressed by Caffarelli and Figalli in [19], where they prove that the solutions
are C1*% in space and C;mn(%’z)_g in time, for all s € (0,1). Later on in [9] Barrios,
Figalli and Ros-Oton show the following:

Theorem 1.3.11 ([9]). Let s € (3,1) and let u solve
min{du + (—A)*u,u — p} =0 in  R"™x(0,00),

for some p € C(R™).
Then for each free boundary point (xo,to) € 0{u > 0} we have

4They establish a result analogous to one above. It turns out that the growth near regular points
depends on the angle between the drift direction b and the normal vector to the free boundary.
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(i) either
0<cer'™ < sup (u—¢) <Crits
Qr (o)

(ii) or
0< sup (u— ) < Crifste
Q’V‘(ID)

for some a > 0. The points where (i) holds are called regular, they form a relatively open
and the free boundary is C in space and time near themﬁ

Furthermore, very recently in [75] Ros-Oton and Torres-Latorre improve the regularity
of solutions in the supercritical regime s < % to C! in space and time, which is optimal.
Finally, in a forthcoming paper [38] Figalli, Ros-Oton and Serra extend the results from

1

[9] to a more general class of operators as well as to the case s = 3.

1.4 New results and structure of the thesis

In this thesis we mainly study the higher regularity of the free boundaries in some of the
above presented obstacle problems.

This introduction is followed by four chapters, each corresponding to a paper or a
preprint as follows.

e T. Kukuljan, The fractional obstacle problem with drift: higher regularity of free
boundaries, J. Funct. Anal. 281 (2021), 109114, 60pp.

o T. Kukuljan, C*% regularity of free boundaries in parabolic non-local obstacle prob-
lems, preprint arXiv (2022), 40pp.

e T. Kukuljan, Higher order parabolic boundary Harnack inequality, Disc. Cont. Dyn.
Syst. 42 (2022), 2667—-2698.

e A. Audrito, T. Kukuljan, Obstacle problem for fully nonlinear parabolic operators,
preprint (2022), 30pp.

As explained above, the key to proving the higher regularity of the free boundaries is
the higher order boundary Harnack inequalities similar to the one in Theorem Our
strategies in Chapters and [ rely on developing such kind of results. Notice that any
solution to the obstacle problem is C' and the derivatives d;v solve the linear equation

Lu = f inQ
{ v = 0 in Q° (1.4.1)

for Q@ = {v > 0}. We will use this observation in Chapters and

®Qr(wo,t0) = {|lz — 0| < r and [t — to| < r**}.



19

1.4.1 Obstacle problem for fractional Laplacian with drift

In Chapter [2] we study the fractional obstacle problem with drift in the sub-critical regime

5 > % Our main result establishes for the first time the higher regularity of the free

boundary, from C%® to C*°, provided that s is irrational.
Theorem 1.4.1. Let s € (3,1)\Q, ¢ be any CZ(R™) obstacle and b € R". Assume v

solves
min{(—=A)’v+b-Vv,v —p} =0 in  R"™.

Then the free boundary 0{v > ¢} is C* in a neighbourhood of any regular point.

The assumption s € Q might seem quite surprising, as it is very uncommon to have
this kind of assumption in a regularity theorem. However we will see below how this
assumption arises in a natural way here.

As said before, we prove the higher regularity of the free boundary in the fractional
obstacle problem with drift through some new boundary Harnack type inequalities. In
this direction we closely study the boundary behaviour of solutions to

(A +b-V)u = f in
u = 0 in Q¢
o0 e CP,

when s € (3,1). When b = 0, first Jhaveri and Neumayer in [51], and later Abatangelo
and Ros-Oton in a more general setting in [I], established that the solutions behave as
polynomials times the distance to the power s near boundary points up to order 3, or
equivalently that u/d* € CP~1. If we look at that in the one dimensional case this gives
an expansion of the form

u(z) = co(z4)* + er(z ) + ez )? T 4.+ O(|z[P~1H9), for b = 0.

Roughly this follows from the fact that (x, )*** are in the kernel of the fractional Laplacian,
since (—A)*(z4)® = 0, see Chapter 2| When we add the drift term b -V to the fractional
Laplacian, this is no longer the case: ((—A)S—i—%)(m)s = s(x,)°~!. Analysing evaluations
of the fractional Laplacian of powers of 2 we see that (—A)*(z1)P = ¢, saP~2 for z > 0,
when p — 2s € N, where ¢, ¢ is an explicit constant. This implies that the kernel of

(—=A)* + 4 is spanned by the functions
(x+)s+k + Cl7k(1’+)s+k+(28_1) + 027k<$+)8+k+2(28_1) ..,

for integers k > 0 and some constants ¢; 1, as long as s is irrational.
In the spirit of this, we are able to derive expansions of solutions near a boundary
point z of the form

u = pod® 4+ prd*+T Y 4 ppdt 22D 4 O(|a — 2P, (1.4.2)

for some polynomials p;. This gives that in general the solutions divided by the distance
to the power s are only 2s — 1 regular up to the boundary,

% c 02571 (Q),
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and it is optimal. But as the powers of the distance function are still smooth in the
tangential directions, we are able to deduce from the expansion, that the quotient u/d® is
CP~1 when restricted to the boundary, i.e.

% e CF1(9Q).
Such phenomena is new and had not been used before in such type of boundary estimates:
that higher regularity holds only in tangential directions.

Moreover the same approach can also be used to derive expansions of one solution
with respect to the other one. Concretely replacing the term of the lowest order in the
above expansion (py(z)d®) with a constant multiple of another solution, we improve the
expansion by an order 2s — 1:

up = cous + qod® + qrd* T 4 goat T2 4 Oz — £|fT IR,

where qo(z) = 0. From this we are able to deduce that the quotient u /uy is C#~1+(2s=1)

when restricted to the boundary

ur e OP—1+eo (09),
ug
where g = 2s — 1 > 0.
This provides enough information to give rise to a bootstrap argument similar to the
one described in Section Namely if the free boundary is C?, then its normal is
CP=1+%0 and hence the boundary is actually CP+o

0 € 0P = UL B 1H0(90) = v e CF 10 (9Q0) = 80 € CPT = . = 00 € O
U2
When s is rational, we do not expect (1.4.2)) to hold and several logarithmic terms
would appear. It is not clear what happens in that case.

1.4.2 Parabolic obstacle problem for fractional Laplacian

Recall that in the parabolic fractional obstacle problem only the initial C1® regularity
of the free boundary was known, see Theorem above. Our goal in Chapter [3]is to
improve such regularity via some new boundary Harnack estimate. To prove the higher
order boundary Harnack inequality for the fractional heat operator we face combined
difficulties of the parabolic case and the non-local drift case: the domain under study is
moving in time, and the evaluation (9; + (—A)*)d* ~ d*~!, which ruins the argument from
the elliptic non-local case in [I]. Additionally we face two additional struggles. The first
one is that the interior estimates for the fractional heat operator require global regularity
in time of the solution, and the second one is that there is no suitable way of treating
operator evaluation of functions that grow more than |z|?* at infinity. Nevertheless we are
able to establish the boundary Harnack inequality of order up to 2s, when s > % Applied
to derivatives of the solutions of the obstacle problem, this yields the following:

Theorem 1.4.2. Let s € (3,1). Let u be a solution of

min{(0; + (=A)*)v,v —p} = 0 in R™ x (0,7)
v(-,0) = ¢ in R™,
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with p € C*(R™).
Then the free boundary 0{v > ¢} is CZ‘H" near reqular free boundary poz’ntsﬂ

To establish the corresponding boundary Harnack inequality, we study the boundary
behaviour of solutions of the linear equation
{ ou+ (—A)Pu = f inQ

v = 0 1in Q°. (1.4.3)

First we find a regularized distance function, and extend the result about regularity of
L(d?) from [I] to the time variable as well. This yields that the solutions of (1.4.3]) behave
like d® near the boundary, from which we deduce the optimal regularity for v and u/d*:
U
ds
Refining the argument, comparing one solution to another provides expansions near any
boundary point (z,7) of the following form

ue Cyp,(Q) and € C’Z%S_l(ﬁ).

[ur(,t) = pla, ua(w,1)] < C (o — 2 4+ |t =757,

for a polynomial p and any € > 0. In combination with interior regularity estimates we
obtain that the quotient satisfies
Uy 25—€()
—eC Q),
" e cre@)
provided that both solutions are globally C 2 in the time variable.
When applying the result to the partial derivatives of the solution of the fractional

parabolic obstacle problem we can only deduce that the normal vector is C) +s up to the
boundary, where 1 — s < v < 2 — s. That is because the time derivative of the solution is

globally only C’t%, see [9], [19] and [38, Corollary 1.6], and hence the quotient dyu/0nu is
only CjJ up to the boundary. Therefore we can deduce that the free boundary is C%“ near
regular points, but not more using this method. It remains a challenging open problem to
decide whether the free boundary is C'*° or not.

1.4.3 Parabolic obstacle problem

In the local parabolic setting we establish boundary Harnack inequalities in C' and C*
domains. In C' domains our results are new, and in C*“ domains we give a new proof
of previously known result. This gives a new proof of the higher regularity of the free
boundary (C! implies C*) in the parabolic obstacle problem, that does not rely on the
use of the Hodograph transform. The main result states the following:

Theorem 1.4.3. Let 3 > 1. Let Q C R™"! pe Cg in Q1 according to Definition .

Fori=1,2 let u; be a solution to

ou; — Au; = fi mQNQy
up = 0 ondQ2NQ,

SParabolic Holder space Cg roughly consists of functions that are C? in space and C'Zs in time. See
Definition @ for more details.
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with f; € C’g_l(Q N Q1). Assume that |ug| > cod with ca > 0 and HngCaA(

|[ual| Lo (ong,) < Ca-
Then we have

onQu) T

U1

g < € (Iillog-r0ngn * I lls~(anan)

Cg(ﬁmQuQ)
with C' depending only on n, B, co, Cy and Qm

As seen in in the parabolic obstacle problem the derivatives of the solution
solve exactly the equation from the assumption of the above theorem. Even though this
is the simplest form of a parabolic equation, the boundary regularity for solutions is quite
delicate, as the domain is not cylindric - it is a moving domain. Still, around regular points
we know that blowing up results in a half-space of the form {x-e > 0}, for some e € S"~1.
In such domains we are able to prove the boundary Harnack inequality stated above. To
establish such result, we show that at every boundary point (z, s) we can approximate any
solution with a polynomial times the non-trivial solution up to order § + 1, concretely

[ur(2,8) = pe g (, Dua(@, )] < C (lo = 27+l = o) (2,0) € Qu(z,9),

under the assumption that the solutions are C’g up to the boundary. In combination with
the interior regularity estimates we can deduce that the quotient has to be as regular as
the boundary up to the boundary.

We are also able to show the boundary Schauder type estimates, which provide that
the solutions are indeed C’g up to the boundary. Even though the result was known in
case of Cg’a N C1 domains, see [6], our result is new in case of C; and C’;’O‘ domains

and we give a new proof for C]I.f *“ domains for k > 2. Our proof bases on the construction
of a regularized distance function d € C#(Q) vanishing on the boundary, comparable to
the (parabolic) distance to the boundary, but is infinitely smooth in the interior of the
domain, with suitable estimates on growth of the higher derivatives near the boundary.
The regularized distance can be used to approximate any solution near a boundary point
(z,8) up to order . We prove that

(@, £) = pieg) (2, £)d(, )] < C (ya; 2t s[g) (z,1) € Qu(z, 5),

for some polynomial p(; 5, which implies that w is Cg (), thanks to interior regularity
estimates. For more details see Chapter [l As a corollary we find a new proof of the fact
that the free boundary in the parabolic obstacle problem is C*° near regular points, as
explained in the beginning of Section

1.4.4 Fully non-linear parabolic obstacle problem

In Chapter |5| we consider a general parabolic obstacle problem ([1.3.3)), where F' satisfies
(1.3.4), and has smooth dependence on x. Because of the non-linearity of F, many of
the tools used in the classical obstacle problem are no longer available, especially the

"When 8 € N the regularity of the quotient is 8 — & for any & > 0.
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monotonicity formulas that show that blow-ups are homogeneous and to study the singular
set. Here we develop the full regularity theory for the free boundaries presented in Section
to the parabolic obstacle problem for fully non-linear operators .

Concretely, we give a new proof of the optimal ot regularity of solutions and prove for
the first time the continuity of 0;u. With analysis of global solutions we find a dichotomy
between regular and singular points and show that the free boundary is Lipschitz near
regular points. Then we improve the regularity in space to C'' and show that the solution
is C2 in the positivity set, up to the free boundary. This allows us to apply either boundary
Harnack inequalities from Chapter [4] or the results by Kinderlehrer and Nirenberg from
[52], which yield that the free boundary is C'*° near regular points.

Theorem 1.4.4. Let u be a solution of (1.3.3]). For every free boundary point (xo,to) €
O{u > 0} it holds
(i) either
.1 2 2
lTlf(f)l ﬁu(xo +rx,to+1°t) = co(x - e)? s
for some cog > 0 and ey € R”,
(ii) or
L =0} 0 By(ao) x {ro}]
r—0 | B (x0)]

0,

and every blow-up at (xo,to) is a quadratic polynomial.

The points where (i) holds are called regular, they form an open subset of 0{u > 0} and
the free boundary is C* near them. Points where (ii) holds are called singular.

At singular points we show that every blow-up is a quadratic polynomial. In combina-
tion with the new result that the free boundary can be presented as a graph (x,7(z)) of
a Lipschitz function 7, this implies that the singular set can be covered with a Lipschitz
n — 1 dimensional manifold, which is pointwise C}.

Theorem 1.4.5. Let u be a solution of (1.3.3) and let ¥ C R™ x R be the set of all
singular points. It holds that for every e > 0 the singular set 3 can locally be covered by a
Lipschitz manifold of dimension n — 1 whose Lipschitz norm in space is bounded by €.

Once we know that the full free boundary is Lipschitz in time, we exploit a version
of the ”almost positivity” lemma to deduce that the solution of the obstacle problem is
convex near singular points in directions that are close to directions where the blow-up
is positive. This furthermore implies that the solution cannot vanish at any point in
these directions relative to any singular point nearby. We conclude that the projection of
the singular set in time can locally be covered by a n — 1 dimensional manifold, that is
pointwise C!, which readily implies the claim of the theorem.
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Chapter 2

The fractional obstacle problem
with drift: higher regularity of
free boundaries

2.1 Introduction

Obstacle problems for integro-differential operators naturally appear in probability and
mathematical finance, for example in the optimal stopping problem for Lévy processes
with jumps, which has been used in pricing models for American options since 1970, see
[26]. More recently, obstacle problems of this kind appeared also in other fields of science,
for example biology and material science, see [24, [71], [79] and references therein.

Henceforth, more and more effort has been put into understanding obstacle problems
for nonlocal operators. The obstacle problem is a non-linear equation that can be written
in the form

min{Lu,u — ¢} =0 in R",

where ¢ is a given smooth function with compact support, called the obstacle, and L is
some kind of nonlocal operator. The main goal of study is to understand the set {u > ¢},
concretely to find out the regularity of its boundary d{u > ¢}, called the free boundary.
The most basic and canonical example of a nonlocal operator is the fractional Laplacian,
(—A)®, given by

(—A)*u(z) = cp sp.v. /]R” Wdy, s€(0,1),

where the constant ¢, s is chosen so that the Fourier symbol of the operator is |£|?*. The
main result regarding the regularity of the free boundary in the case of the fractional
Laplacian states that the free boundary is C°° outside of a set of singular or degenerate
points. Results of this type are usually established in three steps:

(a) The free boundary splits into regular and singular/degenerate points,
(b) Near regular points the free boundary is C** for some o > 0,

(c) If the free boundary is C1®, then it is C*°.
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Parts (a) and (b) were established in [3, 23], and part (c) in [28| 51} 54, [55]. Analogous
results have been established for a family of integro-differential operators of the form

Lu(e) = pev. [ (u(e) = (e + ) K (w)dy

1

= /n(zu(:c) —u(z +y) —ulx—y))K(y)dy,

where the kernel K satisfies

K is even, homogeneous and

A A . (2.1.1)

Steps (a) and (b) has been established in [22], and step (c) in [1].

Two more cases of operators are of particular interest for study. The parabolic case,
when the operator is given with (—A)® + 9y, and the drift case or the fractional Laplacian
with drift, when the operator equals (—A)*+b-V. In order to be able to apply similar tools
as in the case b = 0, we must assume that the parameter s > % — the subcritical regime.
Then the fractional Laplacian is of higher order than the derivative terms, which allows
us to treat the drift term as reminders. Still, much less is known in these cases. In the
parabolic case, step (a) and (b) were established in [9, 19], and there are no generalisations
to a wider class of elliptic operators, and (c) is an open problem. Similarly, for the
fractional Laplacian with drift, steps (a) and (b) have been established in [47, [67], but
again (c) remained an open problem. On the other hand, the fractional Laplacian with
drift in the critical regime s = % is studied in [35], where again steps (a) and (b) are
established.

The aim of this paper is to continue the study of the free boundary around regular
points for the obstacle problem with drift in the subcritical regime s > %:

min{Lu +b- Vu,u — ¢} =0 in R", (2.1.2)

where b is a constant vector in R”. We show that if s ¢ Q, once the free boundary is C?,
it is in fact C'°°, as long as ¢ is C°°. Our main result states the following.

Theorem 2.1.1. Let L be the fractional Laplacian. Let s € (%,1)\@, and ¢ be any
CX(R™) obstacle, and u be any solution to (2.1.2). Then the free boundary 0{u > ¢} is
C™ in a neighbourhood of any reqular point|'}

This is the analogue of the step (c) explained above, since the initial regularity is
provided in [47]. We explain the exclusion of the rational parameters s in the subsection
below. Let us also point out, that our proof from the initial C' regularity to C* is done for
a family of operators L whose kernels satisfy and are C*°(S"~1). Hence as soon as
the initial regularity is provided for this class as well, we immediately obtain the analogue
of the above theorem (see Corollary [2.7.2).

'"'We refer to [47] or Section 7 below, for the definition of regular points.
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2.1.1 Strategy of the proof

In order to obtain the higher regularity of the free boundary, we exploit the fact that the
normal vector can be expressed with the quotients of the partial derivatives of the height
function w := u — ¢ (see [27, 28] or [I, Section 5]). Hence, we closely study the quotients
w; /wy, in the domain Q = {w > 0}.

Some ideas are drawn from [I], but we are faced with several difficulties arising from
the drift term.

In [1], it is established that the quotients w;/wy, are as smooth as the boundary, say
CPA (). This implies that the normal vector v to the boundary is C? as well, and hence the
boundary itself is C#*1. A key step to show this is to establish that the quotients w;/d?
are C’B*l(ﬁ). Here, unfortunately, these results fail due to the presence of the drift term,
and the best regularities we can get are w;/d®, w;/w, € C?**~1(Q). Still, one may wonder
if w; /w, € CP(09), i.e., the regularity in tangential directions only. This is indeed what
we prove here, but it turns out to be quite delicate, as explained next.

We use the expansion result from [, stating that

{ Lu = f inQﬂBl, u(qj):Q(x)ds_i_O(’x‘ﬁflJrs)7 (2.1.3)

v = 0 in Q°N By,

for some polynomial @ of degree | 3—1], provided that f is smooth enough. For simplicity,
let us turn to the one-dimensional case, @ = {z > 0} C R. When there is no drift term,
(2.1.3) applies directly on w; and gives the expansion of the form

wilx) = o, + 1zt + e L+ O(|z]P1F),

which yields that w;/d® agrees with a polynomial up to an error term of order g — 1.
This provides enough information to deduce the wanted regularity. When the drift term
appears, the partial derivatives solve

Lw; = fi—b-Vw; in QN By,
w; = 0 in Q¢N Bj.

Since a priori we have very little regularity for Vw;, the expansion result gives us
only that w; = coz’. + O(|z[*T%), for some small . To continue the expansion, we deduce
that than the gradient is of the form Vw; = cha5~' +O(|z[*~1%), and then find a suitable
constant ¢y, such that L(clmfso) = cgmf’fl. Then we expand the function w; — cwi”sfl,

which has a bit better right-hand side, to get
w; = cox + cla:i”s*l + O(|z|* T2 1o,
We proceed in the similar manner, to get the expansion
w; = cor’ + 1zt 4 02x1+2(25_1) + .. 4 O(|z|f71H9),

where the powers in the expansion are of the form s + k(2s — 1) + [, for k,I € N, but
smaller than 3 — 1+ s. The procedure is based on the fact that Lz%, = c,2P~2 for some
non-zero constant c,. This equality fails when p is of the form m + s or m + 2s for any
integer m. This leads to exclusion of rational parameters s.



27

In fact, similar happens in the general case. If 9Q C R" is C?, we are able to establish
the expansion of the form

k(2s—1)+I<B—1

wi@) = D> Qrua(x)dTFETI (@) + Ol — 2P,
k,1>0

around every regular free boundary point z, where the zero order term of Qg o,- is CP=1(090)
as a function of z. The expansion tells us, that the best regularity of 7 and ;U”—; is C2571(Q),
but moreover also that 5 € CP=1(99). Furthermore, with some extra steps we are able
to deduce also ¥ € CA~1+(2s=1)(9), which provides that the normal v to the boundary

Wn

is of the same regularity, and so the boundary has to be C#T(2s=1  Since 2s — 1 > 0, this
is enough to bootstrap and deduce that 0f2 is actually C°.

Let us describe the expansion part a little bit more in details. We improve the accuracy
of the expansion of w; gradually. The improvement is obtained in two steps. First we show
how the expansion of w; translates to the gradient. This presents a rather cumbersome
step, which needs some additional interior regularity estimates and Corollary

Then we need to correct the expansion of w;, in such a way that its operator evaluation
becomes small. Concretely, for every term QdP in the drift term expansion, we need to
find polynomial Q and a suitable power p so that L(de) ~ QdP. In order to establish it,
one needs to show a result of the type

NeC’ = L(QdP)=¢d" > +R, (2.1.4)

where ¢ € C#(Q) and R € CP~11P=25(Q)), together with additional information about
function ¢. To get a correspondence between Q and ¢ we perform a blow-up argument
with a limiting result, that reduces to the flat case. Together with the explicit computation
in the flat case, we are able to argue the existence of Q, so that L(de“S) ~ Q;dP, up to
some error terms. Note that in the computation in the flat case, we need that the power is
not in N+ 2s, otherwise logarithmic terms would appear. Since we apply it on the powers
of the form (2k + 1)s — [, our argument with expansions works only when s is not of the
form %, for two integers m, k, and hence we set s to be irrational.

2.1.2 Boundary regularity for linear nonlocal equations with drift

Our results hold for arbitrary solutions to linear equations of the form

(2.1.5)

Lu+b-Vu = f inQNB
v = 0 in Q°N Bj.

With its aid we are able to establish the following boundary Harnack-type estimate.

Theorem 2.1.2. Let s > %, s € Q, and assume Q C R" is a CP domain with B > 2 — s,
B &N and B+ s ¢N. Let L be an operator whose kernel K is C?T1(S"~1) and satisfies
conditions (2.1.1)). Fori=1,2, let u; be two solutions to

Lu;+b-Vu; = f; inQNBp
u; = 0 in Q°N By,



28

with f; € C’B*“s(ﬁﬂ Bj1) and b € R™. Assume that ug > cod® in By, for some positive cs.
Then

e QN By ), (2.1.6)
u2

and

U c oF1H (901 By ).
U2
An important step towards towards the proof of Theorem is the following bound-
ary Schauder-type estimate for solutions to ([2.1.5)).

Theorem 2.1.3. Let s > %, s € Q, and assume Q C R" is a C? domain with B > 1+ s,
BEN, and §+ s ¢ N. Let L be an operator whose kernel K is CQBjI(S”_l) and satisfies
conditions ([2.1.1)). Let u be a solution to [2.1.5) with f € CP~175(Q) and b € R™.

Then

%eﬁ*%mBm% (2.1.7)

and u
= € CP=1090 N By o).
We emphasise that (2.1.6) and (2.1.7]) are optimal; and therefore the higher regularity
of uy /uz and u/d® holds only in the tangential directions.

2.1.3 Organisation of the paper

In section 2 we present the notation and some tools we use throughout the paper. In Sec-
tion 3, we prove and some similar results regarding the evaluation of the operator L
on powers of the distance function. Section 4 is devoted to the computation of the flat case
and establishing the correspondence between polynomials described above. Furthermore,
it provides a boundary regularity estimate needed in our framework. In Section 5, we
prove expansion type results which find use in Section 6, where we prove Theorem [2.1.3
and Theorem In Section 7 we prove Theorem and related results. At the end
there is an appendix, where we prove technical auxiliary results, to lighten the body of
the paper.

2.2 Notation and preliminaries

When S ¢ N, with C? we mean the Holder space CP)8) where |-] denotes the integer
part of a number and (x) = x — |z]. Moreover, with Co(R™) we denote the closure of
continuous, compactly supported functions with respect to the L norm.

For y € R™ we denote (y) = y/|y|. Also, we use the multi-index notation o € N,
a=(ay,...,an), |a| = a1 + ...+ ay,, and accordingly we denote

A a \"

With P, we denote the space of polynomials of order k. For a function f, we denote
TF f its Taylor polynomial of order k at a point a.
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Throughout the paper s is a parameter in (0, 1), often also s > 1/2, and g9 = 2s — 1.
Furthermore for real numbers a,b we denote a A b = min{a, b} and a V b = max{a, b}.
The unit sphere is denoted with S*~1 = {z € R" : |z| = 1}. Sometimes the following

comes in handy
1 if condition holds

Leondition = { 0 otherwise

Finally, C' indicates an unspecified constant not depending on any of the relevant
quantities, and whose value is allowed to change from line to line. We make use of sub-
indices whenever we will want to underline the dependencies of the constant.

2.2.1 Generalised distance function

Throughout the paper, for a domain €2 the distance function to its complement is of great
use. Since we need it to be more regular inside €2, we work with the generalised distance
function defined as follows.

Definition 2.2.1. Let © C R"™ be an open set with C® boundary. We denote with
d € C>®(Q)NCP(Q) a function satisfying

1
6dist(-,Qc) < d < Cdist(+,Q°),

|Dkd) < CLdP7k,  for all k > .

The definition follows [1l Definition 2.1] and the precise construction is provided by [I}
Lemma A.2].

2.2.2 Nonlocal equations for functions with polynomial growth at infin-
ity

We are often in situation when the function on which we want to evaluate the operator L

does not satisfy the growth control. In our case it mostly occurs when doing the limiting

arguments and blow-ups. Then we are faced with a function which has polynomial growth.
The evaluation is done according the following definition.

Definition 2.2.2. Let k € N, Q C R" be a bounded domain, u € L] (R"), and f €
L*>°(Q). Assume that u satisfies

/R %dy< 00.

n 1+ ‘y|n+k+25

We say that
LuZf inQ, (2.2.1)

if there exists a family of polynomials (pr)r>0 C Px—1, and a family of functions (fr: Q@ —
R)r>0, such that for all R > diam(2) we have

L(UXBR) = frR+pr inQ,
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and

fr fimoo, f uniformly in €.

In the case when 2 is unbounded, we say that (2.2.1)) holds, if it holds in any bounded
subdomain.

The definition follows the one in [I}, Section 3]. There one can also find some properties

of solutions to (2.2.1)).

2.3 Non-local operators and the distance function

The goal of this section is to prove the following result:

Theorem 2.3.1. Let K € C?PT1(S"71) be a kernel as in (2.1.1). Let p € (0,2s) and
be a domain in R™ with C? boundary, for some 3 > 1+ 2s — p. Let n € C°(R"). Then
we have

L(nd”) = ¢d"~* + R,

where p € CP(Q), and R € CP~17254P(Q)), with
[Rl| 12040 () < C
where C' depends only on n, s, 0, ||K||c2s-1gn-1y, p, B and the CB norm of O9.

Let us start with the result which estimates L(d*™¢) in a C1® domain, where £ < s
and o < 1. It is done in a similar manner as [72, Proposition 2.3]. This result already
gives all the regularity of L(dP) we need in this setting and we do not develop it further.

Lemma 2.3.2. Let Q be a CY® domain with o < 1 and K a kernel satisfying [2.1.1)).
Then for € € (—s,s) we have the following equality

L(d)(2) = core| Vd(@)d*(2) + R(z),  z e,

where csyc is an explicit constant and R satisfies |R| < Cd@+te=)"0 Moreover, cs1c = 0
if and only if e = 0.

Proof. Let o € Q and p = d(zg). Notice that when p > pg > 0, then d°** is smooth in
the neighbourhood of g, and thus L(d°"¥)(zo) is bounded by a constant depending only
on po. Thus we may assume that p € (0, pg), for some small py depending only on .

Let us denote I(x) = (d(zo) + Vd(zg) - (x — z9))+. With explicit computation and
knowing the one-dimensional case, we get

XT X ste
- e (2 )

e e () V()
_|Vd( 0)| s+€( + ( )

[Vd(xo)| " V(o <'—x0>> . in {1>0},

where c¢s1c = 0 if and only if € = 0 (see [I, Theorem 3.10]), and so we have

L(I*#)(wo) = [Vd(wo)|* espd”*(a0)-
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Then, in the same way as in [72, Proposition 2.3] get the estimates
|d(wo +y) —U(zo + )| < Clyl'™, yeR",

Vd(zo +y) = Vi(zo +y)| < Cly|*,  y € By
With bounding the derivatives carefully this gives

Cps+€+af2‘y’2 y € Bp/27
A (o +y) =17 (z0+y)| < § Clyl(d = wo+y) + 17 Hwo+y)) y € Bi\B,
Cly|** y € BS.

The first one bases on the estimate || D?(d**¢ —[°7¢))| |Lo(B, ) < Cpteta=2 which follows

after explicit computation and various application of the estimate |a” —bP| < |a—b|(aP~1 +

bP~1), which is true for all positive a, b and p € (—00,2). The second one is straight forward

application of the latter estimate, and the last is based on the growth of I at infinity.
Now we are in position to estimate

|L(d9) (@0) — curel V(o) d (20)| = |L(d* — 1) ()|

< /n |dFE = 175 (w0 + Q)Wdy
< / Cps+a+a—2 |y|2—n—25dy
B

p/2

+/ C\y[1+°‘(d5+5_1+l5+5_1)(x0—|—y) dy
Bi\B, /2

|y|n+2s

[ o
B;
<Cpa+5+s + C(l + szrosz) < Cp(ow#sfs)/\ol

The estimation of the first and the third integrand are computations, and on the middle
one we apply [72, Lemma 2.5] twice. O

Now we turn to establishing Theorem It extends [I, Corollary 2.3] in the sense
that we allow wider choice of the power of the distance function. Basically we want to
compute L(dP), for p € (0,2s). The approach is analogue to the one in [I]. We transform
the integral into a suitable form, then we expend the kernel into terms of increasing
homogeneities and then treat each of them separately. Due to the change of power some
cancellations are not happening and we have to track the additional terms.

We start with the following result, which computes L(dP) in the case where the domain
is a half-space (often referred as the flat case). We strongly use the fact that the distance
function is one-dimensional in that case and apply the computation from one dimension.

Lemma 2.3.3. Let a: S"' — R be an even function, such that [s, 1 |0n|**a(0)df < oo
and let p € (0,2s). Then

p.v./ (zh — (zn + yn)t) ’Z(PSZZ)S dz = cpxﬁ_%/ 0.%%a(0)dd, when x, > 0.
n Sn—1

Moreover, ¢, = 0 if and only if p = s.
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Proof. We use the knowledge that § [(267 — (€ + )8 — (€ — r)ﬂ)wﬁdr = ¢,&P7%% for
positive numbers ¢, where ¢, = 0 if and only if p = s. This follows from the Liouville
theorem in a half-space, see for example [I Theorem 3.10]. Using the symmetry of the
kernel, we rewrite the integral in the statement as

1 p py @
3 L2 = o)

and then applying the polar coordinates and using evenness of the integrand, we get

1 a(@) ,_

1 Tn \? x P x P 1
— an/(2<"> _<"+7«> —<”—r> )d%a@dﬁ—

p—2s
- / 10, Py (20 a(0)df = cpaP 2 / 10| a(6)d6.
Sn—l |9n| Sn—l

O]

We proceed with a result which connects the previous lemma with the terms which
appear in computation further on.

Lemma 2.3.4. Let a: S"! — R be an odd, bounded function, and let p € (0,2s). Then

—1 al\z— ~ —
p.'l)./n(zn)]j_ ’2£<gg|n+2>s)ldz = Cp.’]}'gl 257 o= {:Un > 0}

Moreover, ¢, = 0 if and only if p = s.
Proof. Let us start with the left-hand side. By [I, Lemma 2.4], we have

al(z =)/ (z =),

~1_a((z — =)
p.v. /n(Zn)g_ 1mdz = p.v. V(Zn)ﬁ_ . (Z — ﬂf) |Z — :L,|TL+28

Rn
= L((zn)%),
where the kernel of L is % Since a is bounded, %f) satisfies the assumption

of Lemma and so the above expression equals é,zh, ~2% where ¢p depends only on p

and a, and vanishes if and only if p = s. O

After splitting the kernel into homogeneities, we will have to deal with the terms of
increasing power in the kernel. The next result shows how to deal with them. This is the
main step towards Theorem [2.3.8] The extra parameter ( is introduced because we want
to apply the results on functions of the form P(x — ()dP(x) for some polynomial P. It is
going to be crucial to know the regularity in the additional parameter and hence need to
track it carefully.
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Lemma 2.3.5. Let g € {x € R" : x, > 0} and r > 0 be such that B,(q) C By. Let k € N,

non-integer § > 1, p € (0,2s), k > —2s +p. Assume that for every ¢ varying over some

bounded CP surface we have e € CP=Y(By) n C*(B,(q)), so that HDijHCg < Cy, for
¢

j >0. For j €N, let a; € CItE=1(S"=1) satisfy
a;j(—0) = (—1)"a;(0), 6ecsS*

Then the function defined as

L) == p.v. /B (a8 g

|z — g[nt2s—i—1
satisfies
Ij(z) = Pe(a)ah™ + Re(x),
where P is a polynomial whose coefficients are bounded with C|[{¢||cs-1(p,)llajl|orti-1gn-1y,
and are C? smooth as functions of ¢ with bounded C’? norm, and R is of class Ck+i—t
in By s(q) with
|ID*7 R (2)| < Cla]| ori—rgn-1) X
k—1

< | D2 llom @y il o, @y 77+ cllon-s g )r® P
hi=18)

The constant C' depends only on n, s, B and p.

Proof. Fix some point g in B, /5(q) and write

Ye(2) = D 0"c(x0)(z — x0)” + Palwo, 2)

[y|<k-1

— Z 6"“/{(1}0) Z (Zé) (Z — I‘)a(l' — ZL‘O)’Y_O‘ =+ Pk;
[v|<k—1 asy

= Z Uk (20, ) (2 — 2)* + Py(z0, 2), z € By(q),
o <k—1

<k—1 _
where Wh (w0, 2) = YU (2)97 4 (w0) (@ — 20)7~ and | Pu(eo, 2)| < [l e s, ()= —
zo|*. Note that all the dependence in ¢ comes through 07¢, which is by assumption of
bounded C’g norm. Moreover, ¥* does not depend on z and hence it exits all the integrals
over the variable z. Similarly, we expand ¢ in B1\B,(q) using CP~1 regularity

ve(z) = Y (@) (z — w0)” + Ps_1(xo, 2)

[v<B-1

= Y Ul (wg,x)(z - 2)* + Py_i(x0,2), 2 € Bi\B:(q),
lo|<B—-1
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- <B-1 _
where W5 (z0,) = 200577 (2) 0aic (o) (v—0) = and | Py (20, 2)| < [J4éclos-1 (5,12
xolﬁ_l. We plug these expansions into the definition of I; so that

-1 a((z —x)) p—1_a;((z —x))
I;(x) :/r(p)(zn) 1|Z_m|n+25 — ¥z (2 )d'z+/ (Zn)+1 | F2s—i— Tc(2)dz

Bi\B:(q) |z —

Z Yz, / (zn)ﬁ_1 9, ({2 — 7)) <Z — x>adz (2.3.1)
By

ol ’Z _ $|1’L+28—j—1—|a|

+ Z \I/];(:):o,:r)/ ( )(Zn)p—laj(<z —z)) <Z - x>adz (2.3.2)

‘Z _ x’n+2$—]—1—|a|

18] <|a|<k—1
- qai({z=2x)){z —x)*
+ ) (\I/Z(xo,x) ~- 1(9:0,3:))/ ()P " ’i(i $|n+>21§j_1_|i .
le<[B]-1 @
(2.3.3)
L a((z—a)
" /r(q)(zn)p |z — a|n+2s—i-1 Py(xo, 2)dz
(2.3.4)

-1 a (<z — x>)
i /131\B (q)(zn)i |z —] x|n+2s—j—1 Pﬁfl(xo, z)dz.

Consider first the term (2.3.1). Note that \Il'gfl(azo,x) are polynomials in x, whose coef-
ficients are derivatives of 1)c. To analyse the integral part, choose a multi-index ¢ with
|0] = j and calculate

3g+6/ (z)! aj((z —z)) <? - $>adz _ / ()" a;((z — x)) I
By Z =

‘Z _ x’n+23—]—1—|a| B, ‘ x’n+25—1

- 1 ai({(z—=
= U - [ o e
where we used that a; represents a kernel of some operator L. But due to Lemma [2.3.4
L((zn)?.)(x) = cpah > for z,, > 0, where ¢, depends only on p and a;, and the remaining
integrals is as smooth as a;, which is Cith=1=lal=j = ¢k=1-lol Hence the original function
equals Q(w)xﬁ_% + S(z) where @ is a polynomial and S is of class Ck*”j(Bl/Q). Because
U~ are polynomials in z with coefficients bounded with [[Yclles—1(p,) and C? smooth,
the term contributes P(z)zh > + Ry (z), where P is as stated in the claim, and R;
satisfies | DI R; (2)| < CHa]HCHJ sy llYelles-1(,), for © € Byjp N {zn > 0}
Proceed now to term . Let us rewrlte it for convenience:

Z Z < )87% x0)(x — 20)7 O‘/B (zn)P" ggi@fgs)_g?_l__ﬁ dz.

18)<|a|<k—17>a r(a)

Choose such multi-indices «, 7, and another one with [0| = j + k& — 1. Then

2 ((x a0y [ RGO n ﬁ@fﬁfffﬁ dz) _
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5 R Lalz—a) (- a)

— _ )Y go—n p—129

- Z <77> Cy—an(@ — Z0) 9 / ( )(Zn) 2 — $|n+25—j—1—|a\dz'
n<min(y—a.s) r\

Note that since || < |y—a| < k—1—|a| we have that |0—n| > k—1+j—(k—1—|a|) = j+]|al.

Let us analyse the integral part. Choose any € < 6 —n of order |e| = j + ||, and compute

first

6 pralle—a) =) [ e
0 /Br(q)(zn) 1ol /inr(Q)( g oz (2:3.5)

|Z _ x‘n+2s—j—1—\o¢| ‘Z —

i [ iz ma) gl
= L)) /Rn\&uv e | G =Lt

) L a(lz— )
= cpal™® + g(x) —/ (E) g AN ol VA P
Pn BB (q) n/+ |z — x|n+2571
where ¢, is an explicit constant depending on aj, obtained in Lemma and g is or

class C*—1-lel Differentiating the above equation § — 1 — € more, we get

. (=) =)
J n/Br(cn(z") =

’Z _ x‘n+2s—j—1—|o¢|

_ % .p—25—|6—n—¢ d—n—e p—1 a’j(<z _ :E>)
CpTy, + a g(l’) + /Bl\BT(q)(Zn)—i— |Z _ l“n+23,1+|577776|

Since = € B,./2(q), the first term is bounded with

C|’aj’|C'“+j*1(S"”)Tp_zs_w_n_EI = C||aj||Clc+j71(an)7“”_23_”“““77‘4'|C“|7

and the second one just with [|a;||ck+;-1(gn-1y. For the third one we use Lemma m to
bound it with ||aj||Clc+j—1(Sn—l)rp7287|67n76‘. To apply the lemma, we need 2s — 1+ |§ —
17 — €| > 0. The only time, this does not happen is, when |6 —n — €| = 0, and s < %

But then, 6 — n = ¢, and the pole we get in the right-hand side in is integrable,
since 2s — 1 < 0. Therefore we can directly apply Lemma to end up with the same
estimate. Putting it all together, we got the following estimate for the norm of D¥~1+7 of

the term :
> X (Q)ewtam X (0)er-ante -

18]<]a|<k—1 72« n<min(y—a,9)

||aj] |Ck+j71(Snf1)rp_25—\5—n—e|

< CHachkﬂfl(Snfl) Z 8’ywc<$0)r|7_a_77|rp_25—k+1+|77|+|04|
"/7a777
< Cllagllossey 3 IWellomgs, gy ™+
[B]<|vI<k—1
With ([2.3.3) we proceed similarly. Note first, that

7>

ISR O R DI (4 LT R

BI<|vI<k—1



36

and so

y2a

e R D D B T A e S e (U

la|<|B]-1[8]<|7|<k—1

When we differentiate the expression j + k — 1 times (choose multi-index §), perform the
Leibnitz rule (with multi-index 7), we end up with the same terms as when we treated
, just that it also happens that |d —n| < j + |a|. Then we just estimate the integral
we get with Lemma [2.8.1] to obtain the bound with the desired power of r. Therefore we
get the same estimate as before, just the range of the index « is different

|DIHEIRBI)| < Cllagllortsrgn-ry . cllomis,@gyr® > F 0

[BI<|vI<k—1

Finally, to estimate (2.3.4]), use the argumentation as in [I, Lemma 2.9] to get

|2 — g t2s—i—1 <

Dk‘71+]”x0 / (Zn)pfl aj(<2 - {1,'>) Pk(x07 Z)dz
Br(q)

1

—1
(Zn)p |Z _ $’n+2372 dz

§C||aj||ck+a‘1|W<|C’€(Br(q>)/B @
r(q

<Ollajllcrri-|[9cllcn (s, @yr >

in view of Lemma Similarly,

Dk*1+]’ / p—1 aj<<Z _ x>) P B d <
‘ |z Bl\BT(q)(Zn)Jr |z — afrt2s—i—1 5-1(0, 2)dz| <
1
<Ol|a||cn+i- - pl d
<Cllgllersrllbclionay [ @ e
<Cllajl|rsi-i[[vc|losrmyr” TP,
and the result follows. O

Next, we show how to connect the obtained estimates on the derivatives with the
regularity up to the boundary. Of course we need to have suitable assumptions on the
function .

Corollary 2.3.6. Let p € (0,2s) and 5 > 1+ 2s — p. Suppose for every ¢ varying over
some bounded CP surface, we have ¥ € C°~1(B1) N C*°(By N {xz, > 0}) satisfying

|DFepe| < Cpd® 7%, k> p-1,

Dkd}g is C? in variable { k€ N.

For some j € N, let a; € CITII=25%P1(SP=1) satisfy

a;(0) = (—1)7a;(0), 0SSt
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Then the function defined as

Ij(z) == p.v./B (zn)ﬁ’r_l ’zcij(;ﬁl:2f_>j),_lq/;<(z)dz

satisfies
Ij(a) = Pe(x)ah ™ + Re(),
where F¢ is a polynomial whose coefficients are bounded with C|[¢¢||cs—1(By)llajl|cit18-251p) (gn-1)
and CP in variable C. Furthermore, the function R is of class Cj+5_1_28+p(31/2 N{z, >
0}), with
| R¢l|cotp-1-25t0 < Cllagllcitegn-—1yll¥cllos-1(m,)s

where the constant C' depends only on n, s, 5 and p.

Proof. Choose k = | — 2s + p| + 1. From the above lemma, whenever x € B,(zg) and
d(zp) = 2r, we get ‘
|IDMI71 R (2)| < Ol grri—rgn-1) X

k—1
< | D7 cllom g™ = T 4 cllers, @y P2 + lcllea gy r® P72 |
[vI=18]

which we furthermore estimate with

< Cllajllgrsi—rgn-1yr?FHP2,
where we used the assumption on ). This gives, that every derivative of order k + j — 2
is a C#=25%P) function in By /o N {2, > 0}. O

The following develops analogous result as Lemma in the setting when the func-
tion 9 has a zero of order one at origin. Then, the regularity estimate improves roughly
by one power as well. We establish it in the similar way as before, just the cases we treat
change a little. Note also, that this step is not done completely correct in [1], and deserves
more attention.

Lemma 2.3.7. Let ¢ € {z € R" : x, > 0} and r > 0 be such that B,(q) C By. Take
k € N, non-integer 8 > 1, p € (0,2s), k > f+1—2s+p. Assume that for every ¢ varying
over some bounded CP surface we have a function ¢ € C°~1(B1,R") N C*¥(B,(q),R"),
satisfying HDijHC? < Cy, for j > 0. For j €N, let a; € CI*(S"~1) satisfy

a;j(—0) = (—1)"a;(0), 6esS*

Then the function defined as

5@ =pv. [ Gt BT s

|z — g|rt2s—i—17

satisfies
Ij(z) = Pe(a)ah™ + Re(x),
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where P is a polynomial whose coefficients are bounded with C|[{¢||cs-1(p,)llajllcrti-1gn-1y
and CP functions of variable ¢ with bounded CCB norm, and R is of class Ck+i=1in B, 2(q)
with ‘
|DFH LR (2)] < Cllag|onrs1(sn-1ylal %
k—1

|22 Wellom @y~ Wl lonm, @y ™7 + Wllonyr” 77
f11=L2)

Proof. The beginning is the same as in the lemma above, but now we deal with integrals
of the form

/B zi(zn)i Y (o)) z—a)” ) (2.3.6)

|Z _ m|n+257j717|a| ’

(x — x0)” / @ zi(za)P 7! ‘;(E x’”+>21§j_1—|(>1| dz, (2.3.7)
Gl on) d 2
B ( )ZZ(Zn) |2 — g[rt2s—i-1 % (0, 2)dz, (2.3.8)
r\q
il ulle ) p (20, z)dz (2.3.9)
B1\Br(q) L |Z—x‘n+237j71 B—1(Zo0, . 3

First we split z; = x; + (2 — =;), and treat both terms analogously as in the previous

lemma. Let us start with (2.3.6):

—oi [ Gy [ Gl n) e
By B

|Z _ x’n+237j717|a| |Z _ l,|n+2sfjflf|a+ei\ Z

>a+ei

Performing the same as in previous lemma, we see, that it equals PC(:E):LJTTQS + Ri(x),
where P is a polynomial with the suitable bound and regularity in ¢, and R is as smooth
as the kernel a;. Since the power of the pole in the second integral is for one bigger than
usual we need to assume, that a; is of one class smoother.

The term ([2.3.7)) splits into

—a,.. 10;({z —2)) (z — )"
(x —20)" "2; /T(q)(zn)p |z — x|n+25—j—1—|0‘\ dzt

a+te;

- 10((z - ) (2 — )
+(z — z0)” a/BT(q)(Z”)p ' |; _ $‘n+2s—j—l—\a+ei| ’
which we analyse just like and . The first integrand brings |x;| more to the
estimate, while the second brings 7, so together the estimate improves for C|g|.

The reminder terms, (2.3.8) and ([2.3.9), both still work. In analysis of the first one
we get an integrable pole, so we use the other case of Lemma [2.8.1] which improves the
estimate for C|g|, and for the other one we get a new restriction on k: 4+ 1—2s+p < k,
so that we can use Lemma [2.8.1] and we get one extra power of r, which is majorised with
Clql. O
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In the following result we show how to connect the computation of L(¢dP) with the
previous results, to get the desired statement. As in the model case [I Section 2], we split
the kernel into homogeneities, we perform the flattening of the boundary, and carefully
treat the obtained terms.

Theorem 2.3.8. Let Q be a domain in R™, such that 0 € 9Q and 0Q N By € CP, for
some B > 1, and p € (0,2s). Let an integer k > 8 — 2s +p — 1 and the kernel K
be a C**1 function satisfying . Let for every ¢ € 082N By the function ¢ €
CP=1(B1,R") N C>®(Q N By, R") satisfies

HDj@Z’C(ﬂf)Hcf(amBl) <Co, Ve e€QNBy,j=0, and (2.3.10)
|D]¢C(x)’ < erﬂ_l_j7 ] > ﬁ - 17 T € Br(l‘o),

whenever Bay(z9) C 2N By. Then

Ly(dP)() :=pov. /B P Ky — 2 (y) - (y — 2)dy

=p(2)d"* () + Re(),

where @¢ is composition of the boundary flattening map with a polynomial whose coef-
ficients” C? norm in variable ¢ is bounded with a constant depending on Cy. We have
lecllesyy < Cllvelles—1(p,), and Re satisfies the following estimate:

[D*R¢()] < CdP~ 17247 K(a),

Jor z € By,.
Moreover, if ¢ = fF¢, where f is a CP function satisfying | D’ f(x)| < CjrP=3, § > B,
x € Br(z0), Bar(x0) C Q, and vanishing at 0, and Fy a vector function satisfying ,
then R satisfies
[DFR¢(x)] < Cla|d”~ 17245 (),

for @ € Byjs. The constant C' depends only on k, s, ||K|[cert1(gn-1y, B and [[09Q]]¢s.

Proof. Flattening the boundary (with ¢) just like in [I, Section 2.2], and using the same
notation as therein, we get

po. [ @K =)o) )y = po. [ () I00) - 6(0) ol = 1(2).
By

B1

Remember that p¢(2) = ¥¢(¢(2))|det Dg(z)|. Condition is closed under multi-
plication of functions and composites. Since all ¢, and D¢ satisfy it, so does p¢. For
simplicity we omit the hat script. We want to prove that I(x) = Pg(:v)a:ﬁ_% + ég(w),
where P is a polynomial and ﬁ’g satisfies

DFRe(a)| < CP 247 a),

We start with fixing a multi-index « of order |a| = k, and a point ¢ € {x, > 0}.
We denote r = d(q)/2. We split I(z) = I1(z) + I,(x,z), and proceed as in [Il, proof of
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Theorem 2.2] to write

ol (s
sien) =3 ()30 [t PRI e

y<a i=0 Br(q)
+ Z <Oé> a'yaa’y/ (Z )pfl R|’Y|+1(£7 <Z - CU>) p (Z)dZ
<o N SR NS R PR D ¢

To do expansions as in [I], we need that the kernel is |a| 4+ |y| + 1 times differentiable, so
since v < a, we need 2k + 1 regularity of the kernel.
We estimate the error term in the same way as in [1], but we use |p¢(2)| < C:

. 1 By (& (2 — @)
azag W/B (q)(zn){)i- ! ‘FZ‘_$|n+2371 'pg(Z)dZ

< Crﬁ—|a|—2/ (Zn)p—1’2 - $|_n_28+2d2’ < Cr,B—Qs—&-p—l—k,
(q)

(2.3.11)

in view of Lemma 2.8.1]
When |y| > i+ —1—2s+ p, we write

95 bi(€, (2 — )
0;’/ )P . cpe(z)dz =
Br(q)( ¥ |2 — gfnt2s—i1 p¢(z)

02 Tbi(E, (= — )
__a’xy/ an—l 3 i cpe(2)dz +T(x +8’YP$$£725,
B1\Br(q)( )+ ’Z _ x|n+25—z—1 C( ) ( ) ( 1( ) )

where we denoted

02 (&, (z —
[(z) :=0" /B1 (Zn)g__l TZ — JU(‘iJfQSZB) - p(2)dz — 7 (Py(x)xP~2%),

for suitable polynomial P; obtained in Lemma Note that the lemma gives that the
coefficients of obtained polynomial are C” in ¢ with bounded C? norm. Due to condition
on |y| above, we can apply Lemma [2.3.5] (we use k&’ = |y| — i+ 1 in the assumption ot the
lemma) to every summand of T', to say

ID(2)] < CIBETbi(E, Mg gnsyr® N2+,

where we already used the estimates on p¢. Using this, together with the estimates on
|]8§‘_76i(£, Ml gn-1y in [, (26)], we end up with

L 1 if o] — |y +i+1<p C1oastpe
[l < Cpf-lrl+i-1-251p | b < opf ik
IT'(z)] < Cr pB-i=1=lal+hl otherwise, = 7

(2.3.12)
since |y| < k and i > 0, and 5 > 1. We postpone the analysis of the ”annular” integral.
When |v| <i+ 8 —1—2s+ p write

— bz ) —
/B (q)(zn)’i 1 E _(ifisz?l pe(z)dz =
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|z — g[nt2s—i-T

— — bz(g’ (Z — .73‘))
P p—25 p—1 / .
TR /Bl\mq)(zn)+ o — gt Pl

for some suitable polynomial P, obtained in Lemma Notice, that the first term
(the integral minus the polynomial) is smoother in By, than the derivation order, due to
Corollary [2.3.6] so it brings a bounded term.

Let us now deal with the ”annular” integrals. In the case i > 8 — |a| + |y| — 1 we do
the same as in [I], to get

:/B (Zn)ﬁ__l bz(§7<z_$>) ‘pc(z)dz—Pg(a:)xﬁ*QS—i-

N - bz(€7 <Z - l‘>)
8;aoc 7/ 2P 1 ) e(2)de| <
¢ Bl\Br(q)( )+ |z — x|n+2s—i-1 ¢(2)

< Oyf—i=1-lal+h] (zn){’[1|z — x\_”_2s+i+1_|7||pg(2)|d«2
Bi\Br(q)

—2stp—1—k
< OrP—2stp ,

in view of Lemma (note that i < |y]).
So we are left with

O3 |pIr(x, ) — O%(Pi(x) + Pa(x))ah > =

o) SR | b6 (2= )
Z </Y) Z § Bl\Br(q)( )+ ’Z _ x|n+25—z—1 C( ) ( )

V<o i=0

where [0,(r, q)| < CrA—1=2s+p=F,
Finally, the same steps as in [I, Estimate (27)] give

LB]—=lal+|v-1

« o— —1 bl(ga <Z B .’L'>)
0°I(q) — <> 1,0 7/ )b . pe(2)dz| <
1( ) % ~ ; |q 3 |q Bl\Br(q)( )+ ]z—:c|”+25_2_1 C( )
< Crflel ()2 = a2 o (2) e < CrP 12k,
Bi\Br(q)

where we estimated |p¢(z)| < C and applied Lemma

Therefore we got that Ly(¢(x)) = P(z)zh % + R(z), with R satisfying |D*R| <
CdP—1725tr=F for k > B — 1 — 25 + p. But since ¢! is a diffeomorphism satisfying
|DI(¢~1)| < CdP~7, when j > B, we have that

Ly(w) = P(¢7 " (2))d” () + R(¢™"(2)) = pc(x)d” *(z) + Re (),
where \Dde < CdP~1725tP=F which we get by explicit calculation of the composite:

|ov]
0%(Ro¢) = chDjR(aalgb, e, 0% 9), where |a;| > 1, and o + ... + a; = a.
i=1

The expression D7 R(vy,...,v;) means evaluation of j-linear form on j vectors.
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Let us now turn to the "moreover” case; when 1) = fF, with f € C®(B;) vanishing
at 0. Then p¢ is also of such form, and since ¢ also satisfies regularity condition ,
we have that pc(z) = g(2)G¢(z), where g vanishes at 0, and g and G, satisfy the same
conditions on growth of the derivatives as f and F¢. Next, we apply Lemma [2.8.4] to g, to
write g(z) = z - h( ) for a CA~1(By,R") vector function h, which by regularity condition
of g satisfies . We proceed with the estimation. Note that now, we have additional
z in the function p¢, which improves all estimates with |g|. We do the same steps as above
with some minor differences.

In the error term, we change the estimate |p¢(2)| < C to |p¢(2)| < C|z|, which leads
to the estimate

C’I”’B_a|_2/ (Zn)p_1’Z o :c|_"_28+2|z|dz < C|q|7“ﬂ_1_25+p_k,
By (q)

in view of Lemma 2.8.]

Then we want to use Lemma instead of Lemma [2.3.5, which leads to splitting
caseson |y| > i+ 8 —2s+pand |y] <i+ S —1—2s+ p. In the estimate of |I'|, we get
additional |g| from application of Lemmal[2.3.7} Note that the case |y| =i+ [8—2s+p)] is
problematic (note that this is "never” also i = ||, since 8 > 1+ 2s—p in practice). In this
case, we act as usual. First we split the integral on the ball B; minus on the ”annular”
region (we deal with this one later). Now on By, we use the fact, that p¢(2) = z-h(2)G¢(2),
write it in components, to end up with the integrals of the form

bi —x
/Bl (Zn)ﬁ 1‘ (533‘|<n+28 Z)lp ( )Zldza
where p¢ still satisfies condition . We proceed with splitting z; = (2; — z;) + ay,
and treat the two cases separately. The one with z; — x; decreases the power of the pole,
which is the same as increasing ¢ by one, which we already treated. We differentiate the
term with z;. When we derive z;, the derivative on the integral term decreases by one,
and the integral is smoother than the derivation, so it gives a bounded term. The last
term which remains is

n [ (e I (2313)
which we treat just like the one that lead to . Note that this time we have additional
x; in the front, which improves the estimate with |q|.

The ”annular” integrals are treated similarly. We split the cases in the same way as
before. When i > 8 —|a|+ |y| — 1 we now estimate |p¢(z)| < C|z| and apply Lemma[2.8.1]
to get the improved estimate with one power of r. Notice that we can not use that lemma
only in the case ¢ = |y|. Then we have to return to the integral on the region B,(q). We

expand
bi(&, (z —x)) ZZV (z—x)) G (2)h(2)z =

—ZZN (z — &) ()N (2) (@1 + (21 — 2)),
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and plug it into the integral

— bz 5 -
/B <q>(zn)2'1 l E —(gm!%”f’»l pelE)de.

We treat the cases as follows: when the pole, obtained after the estimate [I (26)], is
integrable we directly apply Lemma to the integral in the region B,(q) and obtain
additional power or r. When the pole is not integrable, we first make the transformation
to B1\B;(q) and then apply Lemma We get additional z; in front, which brings |q|
to the result. O

With one last step we obtain a more concrete statement. Notice, that it is stated in a
broader setting than Theorem due to its applications in other sections.

Corollary 2.3.9. Let p € (0,25) and 8> 14 2s —p. Let 92N By be CP, and let K be a
C?kH1(SP=1) kernel satisfying (2.1.1)), for some integer k > 3 —1 — 2s + p. Let for every
¢ € 0N the function nc € CP(QN By) N C®(Q N By) satisfy

[Dine(a)| < Cyd°~,  j>pB and
[D7n]| ¢ < Co. 5 >0,

Then, L(ne¢dP) = cpgdpds—&-Rc, where @¢ is composition of the boundary flattening map
with a polynomial whose coefficients’ C? norm is bounded with a constant depending on Cy.
We have ¢ € C’B(QﬂBl/Q) with nggHCﬁ@mBm) <IIncllcss,), and R¢ € Ch=1=2stP(QN
Bl/2)7 with

|DkRC(:c)| < CdP~IT R (), in QN By s
Moreover, if at some boundary point z we have n¢(z) = 0, the estimate on R¢ improves

to
|D*R; ()| < Cla — 2[d°~1721P7F(g), in QN By .

The constant C' depends only on k, s, [|K||c2ri1(gn-1), B and [|0Q]|¢cs.

Proof. We rewrite L(n¢dP) in the same way as in [1,, Proof of Corollary 2.3]:

L) (a) = = 50 [ ac@)V)0) - (= 2Ky =)y
- %p-v- /Rn ?(y)Vie(y) - (y — 2)K(y — )dy
=pv. | K (Y —2)de(y) - (v~ x)dy,

where we denoted

D 1
— L pVd— —dvn,.
(s L 55 AV

By assumption on 7, the vector function v € C’ﬁ_l(ﬁﬂ Bj), smooth in the interior, and
satisfies | D71 (x)| < CjdP~1(z), for j > B — 1, as well as 3 regularity of all the derivatives
with respect to (.
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Therefore splitting the integral above in the regions By and R™\Bj, we deduce the
result from the above theorem.

Note that the moreover case in the theorem gives the moreover part of the corollary,
since both d and 7, are C? and vanish at z. U

With not much work, we now prove Theorem [2.3.1
Proof of Theorem|2.3.1]. 1t is a special case of the above corollary. O

To complete the result, we show how to generalise the statement to the powers of
distance greater than 2s. Thanks to the clear representation of the function ¢ and the
improvement of the estimate in the "moreover” cases above, we are able to deduce the
corollary below. In short words, we treat the surplus dP] as a part of the function 7. That
is the reason, why we allow the function 7 to be less smooth than C°. Note that the
condition (p) < 2s does not play any role in the set-up s > 1/2.

Corollary 2.3.10. Let 90N B be C?, ¢ € 90N By, n be a polynomial, and p € R with
p>2s, p—2s &N, p<|B]+2s. Additionally, if s < 1/2, then we need p ¢ N and
(p) < 2s. Assume K € C*PT1(S"1) is the kernel of L satisfying ([2.1.1)).

Then

L(n(- = Q)dP)(x) = ¢¢(w)d"* () + Re(x),
where @ € C’B(ﬁ) whose all derivatives in variable { are of bounded C? norm. Further-
more, we have ||<p§||cﬁ(§mBl/2) < Clln(- = Olles > and B¢ € CP-1+=25) (N By ).

Proof. We apply the above corollary on 7 = n(- — ¢)dPl. We get L(n(- — ¢)dP) =
L(ﬁ<d<p>) = cﬁcd<p>*25 + R¢. Note that |p| > 1, and so 7 vanishes at every boundary
point, so we can use the moreover case of the above corollary everywhere. Let us also
stress that 7 satisfies the condition , since 7 is a polynomial, ¢ varies over the
C? boundary, and d satisfies the same condition. Hence @¢ is a composition of a poly-
nomial whose coefficients are C? , with a boundary flattening map. We now argue that

R; € CP=25+0) We choose |29 — 2| = 2r, x,y € By(x0) and |y| = [8—2s+ (p)]. Compute

|07 Re(x) = 0" Re(y)] < ID Rl oo (3, (aoy) [ —
< Ol — 2|pf 2P =1 =1 1= (B=2s4()) | (8= 254(P))

< Cla — y|B=2s+ P

where we used the moreover case of Corollary

We can write both regularities as R € CB—1+=25) (O N By /a).

To extract the correct power of d on the right-side, proceed as follows. For simplicity
we work with 0 as the boundary point. We use [I, Lemma 3.5] to do blow-ups on every
compact ball inside . We start with defining u,(z) = T%p)n(mc —()dP(rx), for r < 1. We
have that u, converge to 0 in L° (R™). We can also estimate |n(raz — {)dP(rx)| < C|x|?,

loc
which implies the convergence of [p., H&%dm to 0, if we choose k = [p — 2s]. On
every compact ball B inside €2 we have that

1 _og 1 ~ . _92s
A" ) + e (R(rr) — B) — e (0)(z - 1)

L(u)(2) = Po() = pc(ra) e
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in L>®(B), for P, being the suitable Taylor polynomials of R, of order k — 1, and v being
the unit normal of € at zero. Therefore, the lemma gives us that

0=L(0) £ 3c(0)(z- )P >  inB,

which implies that ¢¢(0) = 0. Now we change the order of blow-up to 1+ (p) to conclude
also that V@¢(0) = 0. We can go on with the procedure as long as the order of blow-
up is strictly lower than p, so that we have the local uniform convergence of u, to zero.
In the last step the order of blow up has to be taken p — &, so that p — ¢ < p, and
p — € > |p], to get that the Taylor polynomial of @ of order |p| vanishes. We also need
p—2s—¢e < -1+ (p—2s) (blow-up order has to be smaller than the regularity of
R¢), so that the blow up of R vanishes, after subtracting suitable Taylor polynomials.
Hence, when p ¢ N, we conclude that @ has zero of order |p| at every boundary point.
This means that before the pre-composition with the boundary-flattening map, ¢¢ was

divisible by 2!, and all the coefficients were bounded with [[n(- — ()||¢s, and C? in

variable (. Therefore, if we set ¢ = (;%J it is still a C#(QN B, /2) function which satisfies
leclles < Clin(- = Olles-

Notice also, that in the case p € N and s > 1/2, we can do the above procedure with
taking one power of d less into 7. So then we work with L((n(-—¢)dP~1)d"'), and we obtain
the same result. d

Remark 2.3.11. Note that in the case when p € N+ s, the polynomial part falls off, so we
have that L(ndP) € C#~%(Q), together with the suitable estimate.

It seems that the regularity of the reminder could be improved to 5 — 1+ p — 2s. To
establish it, we would need to improve the estimates in Lemma assuming 1 has a
zero of some higher order at 0. Since the proof is already very cumbersome, and what we
have proven is enough for our purposes, we do not dig into the improvement.

2.4 Equations for non-local operators

2.4.1 Existence and computation

In this subsection we aim to answer the question of solvability of L(PdP) = qdP~2%, where
q is a known polynomial. Briefly, the answer consists of two steps. First we perform a
blow-up argument using [I, Lemma 3.5], which reduces the problem to the flat case. Then
we investigate the flat case, which is explicitly computable.

We start with computation in the flat case. We need a preliminary result, which says
when can we evaluate L on a function with polynomial growth in the generalised sense,
recall Definition 2.2.1]

Lemma 2.4.1. Let L be an operator whose kernel K satisfy [2.1.1)) and is CF+1(S"—1).
Let for some € > 0 a function u: R® — R be C**¢(By) with

< 00,
L= (R")

u
1 + |x|k+s+a
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for some a < s. Then there exists a function f: By — R and polynomials Pgr € Py_1, so
that L(uxgr) — Pr — f in L*>°(By), with

u
1+ |x|k+s+a

[l oo (1) < C(

+ |U||C2s+s(32)> :
L (Rn)
Proof. Denote @ = uys. Then we can compute Li = f, and we have HfHLoo(Bl) <

C(l|ullc2s+(B,))- For R > 2 we have L(uxr) = L(ux2) + L(uxpp\B,) = f 4 gr. Choose
now v € Ny with |y| = k. Then

|07 gr(x)| = ]87/ u(2)K(z —z)dz| = | u(2)"K (z — x)dz|
Br\B> Br\B2
u(2) u
< ——dz < _— .
<C R\ By 17 — x|n+k+25d2 = CH I P | PP, < 0

Also, the same estimate with the dominated convergence theorem gives that 07gr(z) — f,
as R — oo, where we denoted f,(x) = fRn\Bz u(2)0"K(z — z)dz. (This convergence is
uniform for x € Bj, which we can check with an &, Ry calculus, and some estimates
of the kernel.) With another dominated convergence argument we see, that whenever
v +ei =" +ej then 9;f, = 0;f,. Since By is simply connected, we can integrate k times
to get a function fy such that 97 fo = f,. Denote with T7¢ the j-th Taylor polynomial of
¢ centred at 0. Then

lgr + f —T" 'gr — fo+ T fo — fllreo(s) < IDF(. Mpoo(my) — 0,

and so f can be taken as fo+f. Since || fol|f(p,) < C HW L) by construction,
we have
u
[fllzoe(B) < C (HHVUW‘ . + ”u||C’25+5(B2)>
as wanted. O

Remark 2.4.2. Note that if u is smooth as the growth (in Bj), the polynomials Pr can be
taken as the Taylor polynomial of Luyxpg of the correct order centred at 0. If we take a
smooth cut-off xo above, then f becomes smooth enough. Note also, that if additionally
for some positive ¢ we have u € C*+1+25+¢(By), the convergence is actually happening in
Ck+1 ( B 1 )

Next, we compute L(PdP) in the flat case, for any polynomial P. All the equations
should be understood in the sense of Definition when the function inside the operator
grows too much at infinity. Let Q = {x,, > 0}. Then d(z) = max {z,,0} = (,)+.

Because L is linear, it is enough to compute L(M ()% ) for every monomial M.

Proposition 2.4.3. Suppose p —2s ¢ N. Let v e N1 x 0 and k > |y| +p—2s. If L is
an operator whose kernel is CF(SP™1) and satisfies ([2.1.1)), we have that
L (2™ (zn)}) = Z Craspr®aly 2 in {2, > 0}
a<ly

Furthermore, if and only if p— s € N, then the coefficient cy s p 7 0.
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Proof. We prove it with induction on |y|. When |y| = 0, we have that L((z,,)") is a p—2s-

homogeneous function dependent only on z,,. Hence it equals cs,pwﬁ_%. Additionally, when

p—s &N, then ¢, # 0, which we conclude from the Liouville theorem [I, Theorem 3.10].
Take now |y| > 0. Let ; > 0. Differentiating on x; and using the induction we get

OiL (27 (xn)f) = %L (27 (2n)}) = % Z Cyei s prlab st —ei—al,

asy—e;
Integrating back we get
L (7 Py _ 7207 €i,Q,S,p oz—i—eZ p—2s+|y—e;—a| ~
(27 (zn)) = xb + f(z1, . Ty ooy Tp)
o; +1

aly—e;

. ViCy—ei,a—eis,p o, p—2s+|y—al N

= — + f(z1, .o Ty ooy Tn)s
ei<a<y ‘

for some function f independent of z;. Differentiating on other x;, for j < n and comparing
the terms, we get

L (27 (zn)h) = Z Cy s pr a2l Lp ey = h(x) + f(2).
0<a<ly

This means that for some polynomials Pg of degree ||y| + p — 2s]|, we have

L(z"(zn) xXBr) () — Pr(x) — h(@) + f(20).

If |y| + p — 2s is a natural number, the polynomials are of one degree bigger. Let us now
use the homogeneity of L(z7(x,)% xB,)(x) in (x, R) and of h. Concretely, evaluate the
above formula at AR and A\z. We get

f(Azy) + h(Az) = lim L(z"(xn)) xBys)(Az) — Pap(A2)

R—o0

= AHP=25 lim L(27 (2,)F x8,) (&) — Pr(z) + Jim AFP=25 pp (1) — Pyp(Ax)

R—o0 R=oo
= NP2 £ () + h(x)) + Py(x),

for some polynomial Py of the same degree. But since h is homogeneous, this implies
fAzy) = )‘l’YHpist(xn) + Pi(z),

and hence Py, depends only on x,. Differentiating it [|y| + p — 2s], we conclude that f
equals a sum of a polynomial and a (]| + p — 2s)-homogeneous function. This proves the
claim, because the equalities in the generalised sense hold up to polynomials of this order.
Here we need, that |y| + p — 2s is not a natural number, since otherwise we could get
logarithmic terms.

Finally, differentiating the result y-times, we get the desired inequality (See [I, Theo-
rem 3.10]). O

Observing the outcome, we deduce the following.
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Corollary 2.4.4. When p — 2s € N, for every polynomial P we have L (P . (xn)ﬁ) =
qﬂ:ff% for some polynomial q of the same degree. Furthermore, if P is homogeneous, so
is q, and if p — s € N, then if P is non-zero, also q is.

Proof. The corollary is a direct consequence of the above proposition. ]

Remark 2.4.5. The mapping P +— ¢ is a linear map, let us denote it ®,. When p—s ¢ N,
it is also bijective. If we order the monomials first by order and then lexicographically, we
get a lower triangular matrix with non-zero diagonals. E|

Let us connect the above computation with the computation of L(P-(ze)t ) in {ze > 0},
for a polynomial P and a unit vector e. For a polynomial P we denote ®.(P) := ¢, when
L(P(ze)t) = q(ze)P~% in {ze > 0}. Similarly, for a linear map @Q, we denote <I>§(P) =q,
when L@(P(ze)}) = q(ze)P~?* in {we > 0}, where the kernel of L? is the kernel of L
pre-composed with Q.

Lemma 2.4.6. Let p—2s ¢ N, let L be an operator whose kernel K satisfies the condition
and let e € S" 1. Let Q be an orthogonal matriz which maps e, into e. Then the
following formula holds:

O[(P) =2 (Po)oQT,

where ®! and @‘g?n are as described above.

Proof. In general we have
Lu(e) = [ (o) ~ule + ) K@y = [ (u(QQ"5) ~ u(@(@" 5 + Q") K(QQ" )iy
n R‘I’L
~ [ (@o Q@0 Q@QTa + »)K = Qu)dy = L%uo Q)(@")

where the kernel of the operator LY is K o . To get the same equality for the equation
for function with polynomial growth, we just use the above equality on every ball Bg.

Let now @ be an orthogonal matrix whose last column equals e, meaning that we find
an orthonormal basis of R™ so that the last vector is e. Then Qze = 2Q”e = ze,. So if
we denote u(z) = P(z)(ze)t then uo Q(z) = P o Q(x)(ze,)%. Since Q is linear, L9 has
the same properties as L needed for computation of L(P(xy)" ), we conclude

L(P(ze)t)(z) = LO(PoQ(zn)})(QT2) = 82 (PoQ)(Q"2) - (QTzen )" = q(z)(we) >

where ¢ is still polynomial, because pre-composition with linear map preserves polynomi-
als. Therefore we have
®[(P) =D (PoQ)oQT,

as wanted. O

2Note also, that if p — 2s = m € N, we can get terms of the form f(z) = 2™ logz, since it satisfies the
condition
f(Az) = (Ax)" log(Az) = A"z logz + A" log A - 2™ = A" f(z) + Pa(z).

This is why we need p — 2s € N in the assumptions.
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We are now in position to state the result, which answers the question of the beginning
of this subsection. The result is of great use when proving the main statement of the paper,

Theorem 2.1.11

Theorem 2.4.7. Assume L is an operator with kernel K satisfying (2.1.1). Let Q C R"
be a domain with 9Q N By € C% and p > ey, p—2s € N, p—s & N. Let for every
z € 0QN By we have a polynomial Q, € P|,), for some a < 81, such that the coefficient

in front of 7 is C“ M as a function in z with H(QZ)(V)HCMM < Cp. Let also
la] +|p—2s/VO< B —1.
Then there exists a polynomial Q, € P, with H(Qz)(”‘

(8QﬂBl)

_ < CCy, so that
ce~leanBs)

L(Q:(- — 2)d") = Q:(- = 2)d" > + R + 1z,

where the function R, € CP~1H P25~ 1p<as) (ﬁﬂBl/z) andn, = ¢,dP~2%, for some function
¢, € CPQN By 3) with |¢.(x)| < Clo — z| Lo+,

Proof. We analyse the map ®,: P|,| — P|,|, defined as ®,(P) = ¢, when L(P(-—z2)d") =
©.dP~2 + R, as before (see Corollary [2.3.10)) and ¢ = TZLaJ (¢2). The map . is linear.

Let us show that @, is surjective. Therefore we choose a multi-index « of order less or
equal than [«]. With straight forward computation we see that

L((- = 2)"dP)(z) = L((-)"dE)(z — 2) = pr(z — 2)dZ"*(x — 2) + Ry(z — 2),

where d,(z) = d(x + z). We want to perform a blow-up of the function (z)7d%(x), to get
the |y|—th Taylor polynomial of ¢,. We use [I, Lemma 3.5].

Define u,(x) = mﬁu(m:), where u(x) = 27d%(x). We have the C} (R™) convergence
of u, — ug, for ug = 7 (zv,)P. Together with the estimate |u,(z)| < Clz||2[P, we get all

the assumptions of the lemma, with & = [|y| + p]. True: u, — ug in LS. follows from

|ur]
1+|x|n+23+k

|ur—uo]
1+|I|n+23+k

the convergence; we obtain it with splitting the integral on Br and the complement. On
Bpr we have uniform convergence, on the complement the integral is small. Taking into
account the right-hand side as well, we get

the convergence above and fR" < (' independently or r, due to the growth

estimate. Consequently, fRn — 0 follows from both the growth estimate and

L(w)(z) = —5(r2)

dP=2 (ra) + R, (rx).

rp—28 rhl+p

So for suitable rescaled Taylor polynomials of R, of order [|y| + p — 2s], we get that
L(u,) — P, converges in LS (R"), similarly as in the proof of Corollary [2.3.10

The lemma gives that L(ug) = T, (‘)w(cp,y)(xyz)ﬁﬁs, where v, is the unit normal to 92
at z. Now we use Corollary and Lemma to get that

T () = 6L (27) = 32 (9, 0 Q) 0 QT

for any orthogonal matrix () mapping e,, into v,. Since TOW| (¢~) is the projection of ®(z7)
on P, we deduce, that @, is in some basis a lower triangular operator (with ordering
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the monomials first by homogeneity and then lexicographically), and surjective (due to
the assumption p — s ¢ N) - and hence bijective, since the dimensions of the domain and
codomain agree.

Let us now turn to the regularity of entries of ®,. Since P(xz — z) is a polynomial in
z, all its derivative are C® smooth in z. Therefore, Corollary renders that when
L(P(-—2)dP) = ¢,dP~2* + R,, the derivatives of ¢, at any point are C* in z as well. Since
Y, is a Ch function, then 97¢,(z) is CB=Nhl regular in z. Therefore the coefficient of ®,
in the y-th row is C’Zﬁ ~hl. Now we define the inverse map,

U, =1

which has the same properties, since ®, is a lower triangular and surjective. Note that
the entry of inverse of the lower diagonal matrix depends only on the entries which lie in
the rows of lower or equal index in the original matrix.

Finally, take ), as in the assumptions. We define

Q.:=¥,(Q.) and n,:= (cpz — Tl (goz)> dr=2s,

where

L(Q.(- — 2)dP) = p.d"~%* + R,,

which proves the claim. O

2.4.2 Regularity estimates

In the second part of this section, we establish some regularity results for equations with
polynomial growth, where the right-hand side explodes at the boundary. The ideas are
taken from the regularity results in [72] 11 [4].

The strategy for treating functions with polynomial growth is often through cut-off.
Then we have a term which is compactly supported and another one which grows at
infinity, but vanishes around the point of evaluation. We start with the cut-off lemma,
which is a generalisation of [, Lemma 3.6].

Lemma 2.4.8. Assume U C By is a C? domain with 3 > 1. For some k € N let the
kernel K of operator L be C**1(S™) and satisfy condition [2.1.1). Let u be the solution of

Lu £ f inU,

u
< C with a<s,

Hl+‘.’k+s+a

L>°(R"™)

with |f| < Kod®=2%, for some ¢ € (0, s).
Then the function defined as
U := UXB,,
satisfies Li = f, with

u

[1fd* 5| ey < C (llfd“lww + H1+||k++

L°°(R”)> '
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Proof. We compute
Li% Lu- La,

for 4 := uxpg. From Lemma 2.4.1} and Remark |2.4.2) we know that La L4 f, for some
f e CFL(U), satisfying

L u
HfHLOO(U) < CHW

Lo (R™) ‘

Therefore,
LaZyf—f

But since 4 is compactly supported it follows from the definition of evaluation of L in the
generalised sense, that

for some polynomial P of degree k.
Now, we split u = u1 4+ us + us, so that

Lw)= f-f inT, Llu)= 0 inU, . [ Lu)= P inl
up = 0 in U€, ug = u in U€, ug = 0 in U°.

The existence of uy and ug is provided, and then we define u1 = @ — us — u3. By the above
proposition we have

ut]lzoo @y < Cu (1 Fd* || Loy + HfHLoo(U))-
By standard elliptic estimates,
[zl oo @y < @] poo (rry,
and so applying [I, Lemma 3.7], we get

[P poe () < Clluallpeery < | poe @y + [[ual|poe @y + w2l poe (0

<C (Hfd288”L°°(U) +

u
1+ |- [Ftste

L°°(]R”)> .

Hence defining f = f - f — P, the lemma is proven. O

This immediately gives the boundary regularity result with which we conclude this
section.

Lemma 2.4.9. Let L be an operator whose kernel K satisfies (2.1.1)). Let Q be a domain
of class CP, B> 1. Let for some k € N a function u be the solution to

u £ f in QN By,
u = 0 in B1\Q,

< C with a<s,
L (R™)

u
1+ ‘ . ’k-i—s—f—a
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with |f| < Cd®=2% and ¢ € (0, s).

Then we have

25— u
HUHCE(EW) <C (Hfd ey + HW

L°°(R")> ’

Proof. We define @ := uyp,. It suffices to prove the claim for u, since functions agree on
By /5. By [, Theorem 1.1]E| we get

where C' does not depend on u.

lullcey, < (142 @) + [l

and by Lemma [2.4.8] we get the result. O

2.5 Expansion results

In this section we investigate how well can functions be approximated with the generalised
distance function, depending on the regularity of the right-hand side and the regularity of
the boundary of the domain. We sort the results according to the increasing regularity of
the boundary.

The proofs are all done in the same way. We perform a blow-up with compactness
argument. First proofs are done with all the details, and in the later ones we just explain
what are the differences from the previous cases.

We start with a result, similar to |72 Proposition 3.2].

Lemma 2.5.1. Let a = g9 +¢ € (0,5), and Q be a C1* domain. Let 0 € 99, and let
0Q N By be a graph of some CY* function of CY* norm less than 1.

Let L be an operator with kernel K satisfying . Suppose that for every z €
OQ N Bsy there is a function g., so that

Llu—g,) = f, inQNDB;
u—g, = 0, in B\Q,

whit f, satisfying |f.(z)] < Cod®*™*|z — 2|* in QN By. We set Ko = Cp + sup, ||u —

Then, for every z € 92N By 9 there exists a constant Q. satisfying |Q.| < CKy so
that
(@) = g:(2) — Q=d"(2)| < CKolz — 2|**.

Moreover, whenever d(xg) = |zg — z| = 2r, we have
[u—9: = Q) s, () < CKor®™*

and if d(z1) = 2r1 = |z1 — 21|, we have

a+s
xr1 — <
[u — 3z — QZdS]Ca+S(BT1 (z1)) < CKO (’1’> .

1

The constant C' depends only on n,s,a and ellipticity constants.

3Even though the result is stated with the right-hand side equal to zero, the proof is done under the
assumptions we have here.
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Proof. First, we prove the existence claim. Due to the assumption on the norm of the
boundary defining function, we can prove the claim for z = 0. For simplicity we denote
u — go = . We proceed in the same way as in [72, Proposition 3.2]. We can assume that
Ky =1 and that the normal vector of 92 at 0 is e,,. Let us assume by contradiction there
exist Qp, Lk, ug, fr satisfying the assumptions, so that for every Q. we have

sup

1
g lup — Qrdil| Lo (B,) > k-
>

. fBr upd®

=T and the monotone function
By

Now we define the constants Q.

O(r) = supsu

1
1psup oo [k — Qrrdil L5,
p>r

which by [72] Lemma 3.3] converges to oo as r | 0. Hence there are sequences 7, km,
such that

1 1
0(rm) 2~ [tk = Qi irin i |22 (8B,,) 2 50(rm)-

m

With them, we define the blow-up sequence

1
’Um(fE) = m(ﬂkm (Tml') — Qnmkmdzm (T‘ml'))7

which by the definition of the constants @, ; satisfies
/ U () d® (rx)dx = 0,
B

and by the definition of 0 also |[vm ||z (B,) > 1.

With the same arguments as in [72, Proposition 3.2], we get the estimates |Qp, —
Qr2r| < Cr*(r) and |Qr,r — Q. rr] < C(Rr)*0(r), where both C are independent of k,
which furthermore give that ||vy,||pe(p,) < CR*Y.

We proceed to computing L(vy,)(z) = gf;j) (f(rma) + Q. ke L(d5,)(x)), which we
estimate using [72, Proposition 2.3] with

.
T 05 (1) 4 ik

0(rm) 0(rm)

C _ Qk T
< EQ0—S &€ mylm
< grry @l + e

which converges to 0 as m — oo in every compact set in {x,, > 0}, since (r,,,)~! — 0 and

Q(;(T:i;:;n — 0. This implies that |L(vp)(z)] < Cprd®®~*(z) on By, which is needed to get
the uniform bound (in m) on ||vy||cs(B,,), using [72, Proposition 3.1].

The rest of the proof is analogous to the original one. We conclude that v, converge
to k(xy)7, for some xk € R, which together with passing the integral quantity to the limit
gives £ = 0. But this is a contradiction with the non-triviality of ||v|[ze(p,)-

Let us now show, that the growth control proven above gives the interior regularity

we want. For this, we use [74, Corollary 3.6] and [72, Proposition 2.3]. Concretely, take

| L{vm) ()] <

ro do " (rp)

dp, (),
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2r = d(zg) = |zo — z|. Then the mentioned corollary, used on (v — g, — Q.d*)(xo + r+),
gives
2y — g, — deS]CQS(BT(zO)) < C(Kor®™s 4+ Kor?*r®=s) < CKorots,
We bound the first term using Lemma [2.8.3| while for the other one we use the assumption
on L(u — g.) and Lemma [2.3.2]
Let now d(x1) = 2r1 = |x1 — z1|. Then denoting u,(z) := (v — g, — Q.d®)(x1 + 2r12),
and applying the same two results, we get

M = 6o = Qad’lats(p,, (1)) < C(Kolzr— 2T+ Kor{" a1 — 2|7) < OKolay —2|**,
again with aid of Lemma and Lemma [2.3.2 O

This result, together with the generalisation of [I, Proposition 4.1] cover all cases when
doing expansions with d* varying the regularity of €2. The result states as follows:

Lemma 2.5.2. Let 3> 1+ s, B €N, and let Q C R™ be C? domain. Assume 0 € 99,
and let 9Q N By be a graph of some CP function of CP norm less than 1. Let L be an
operator whose kernel K is C*P+1(S*~1) and satisfies . Let u: R — R and assume
for every z € 90N By, we have a function g, so that

Llu—g,) = f. inQ
u—g, = 0 inQ°N Bj.

For some € > 0, let us have |f.(z) — P,(z)| < Clz — 2|P~1+572d*=2%, for x € B1NQ, where
C does not depend on the boundary point z, for some P, € P(g_y). Furthermore, let also

1 — 2\
[fZ]CB*FS(B%T @) SC ( ;

1

whenever d(x1) = 2r, independently of z,r,x1. Then for every z € 9Q N By o there exists
a polynomial Q. € Pg_y|, so that

lu(z) — g.(z) — Q.(x)d*(x)| < Clx — z|P~1F5  for every x € By,
and C' is independent of z. Also for if x1 € QN By, d(x1) = 2r1, then

|y — Z‘)(ﬂ—l-',-s)\/(ﬂ—S)

[u — gz — des]CB*HS(B,.(ml)) <C < "
with C depending only on n, s, 3 and HKH025+1(Sn_1).

Proof. First we argue that without loss of generality we work at z = 0, because of the
assumption on the norm of the domain. Then the proof goes exactly the same as in
[1, Proposition 4.1] denoting & = u — gg. Notice that in the cited result, we needed that
Lu € CP717% to find a polynomial P such that Lu— P = O(|z|*~'=%). Now by assumption
we have Lu — P = O(|z|#~1+572d@5=2%), which gives that the blow up sequence satisfies

C
0(rm)

‘Lmvm(x) - Pm(.’E)‘ < ‘x’5_1+5—5d7€n—25(x)’
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which still converges locally uniformly to 0 in the half-space. Instead of [I, Proposition
3.8] we now use Lemma which allows us to apply Arzela-Ascoli Theorem, so that vy,
converges locally uniformly in R™ to some function v. Hence by [I, Lemma 3.5] in every
compact set in {x,, > 0} the limit function satisfies L,v % 0. The conclusion of the proof
is then the same.

Second part, where we needed the regularity of f is for the interior regularity estimate.
Using [1 Proposition 3.9], similarly as at the end of the previous lemma, we obtain

B—s
_ _ _ X1 — %
T{J’ 1+s [u — g, — des]cﬁ71+5(3r1 (1)) S C <|SU1 o Z|B 1+s + ’I"’f 1+s (|1|> )

T1
SO<|$1 — z|

1

)

) (B=1+s)V(B—s)

as desired. ]

In the similar manner we also want to give the complete answer to expansions of one
solution with respect to another, non-trivial one. Replacing the distance function with
a solution basically increases the order of approximation by one. Now the cases split in
three categories with respect to the smoothness of the right-hand side. First one is when
the right-hand side f is only bounded by |f| < Cd®~*, for some ¢ € (0, s), the second one
is f € C°% ¢ € (s,1), and the third one is € > 1. In the first two cases we only need that
the boundary 0 is O, while in the third case we need to assume that the boundary is
C#, with 8 = £ + 5. The model result here is [I, Proposition 4.4], which deals with the
third case.

First we prove the basic claims in all settings. Let us begin with the case ¢ < s.

Lemma 2.5.3. Let L be an operator with kernel K satisfying (2.1.1)). Let Q2 be a domain
with 0 € 082, so that O N By is a graph of a function whose C* norm is smaller than 1.
Fori=1,2, let u; be the solution to

Lu;, = f; imQNBy
u; = 0 in B\Q,
for some f; satisfying |fi| < Cod*~*%, € € (0,s). Furthermore assume the existence of
Cy,ca > 0, such that Cad® > up > cad® in By. Denote Ko = Co+||u1|| poo mn)+/|u2l] oo (mn).-
Then for every z € 9N By there exist a constant Q)-, such that

ur(z) — Qoua(x)| < CKolz — 2%, & € Byja(2)
and
[u1 — QZUQ}CHE(BT(Q;O)) < CKjy,

whenever d(xg) = |xo—z| = 2r. The constant C depends only onn, s, ca, Ca, e and ellipticity
constants.

Proof. We start with the expansion estimate part. Without loss of generality assume
Ky =1, z = 0 and the normal vector vy = e,. Assume by contradiction that there exist
L;, €, u; 5, fi ; satisfying the assumptions of the lemma, but for every Q); we have

1
sup ——||u1,; — Qjuz,jllL(B,) > J-
p>0 TSTET ’ "
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We define
 Jp, urjuz,

Qr,j = fBiQ,
T

Y25
so that [ (u1,; — Qrjus,j)uz jdr = 0. Define now the monotone quantity
0(r) := Supsup F"ul,j — Qpjuz,jllL=(B,),

which by contradiction assumption and [Il, Lemma 4.5] converges to infinity as r goes to
zero. We find the realising sequences 7, jm so that

0(rm) 1
m< =5 < @Hul,jm = Qrp o U2, || L2 (B,.,,) < O(rm).-

The blow-up sequence is defined with

1

ﬁ (ul’]m (me) - Qjmvr’mu27jm (rmx)) .

vm(@) = O(rm)rm

By construction, we have both ||vy||pec(p,) = 3 and fB1 Um (2)ug,j,, (rme)dz = 0. In the
limit of some subsequence of v,,, these quantities will contradict each other.
We proceed with some estimations

28
|Qrj — Qarj| < C;HQﬁj“lj — Qorjuz,jl|Loe (B,n{d>r/2})
C
< ;(Hm,j — Qrjuzjllree(s,) + llur; — Qarjuz il Lo (B,,))
< Cr=*(0(r)r*te + 6(2r)(2r)°*) < CO(r)r®,
where we used the monotonicity of §. Summing the geometric series, this gives
k—1 k—1 ' '
|Q7~7j — QQkTJ’ < Z |Q2i+17«,j — QQ@'TJ‘ < Z Cco(2'r)(2'r)°
i=0 i=0
< CO(r)reC.2°% < CO(r)(2%r),

which furthermore gives
|Qrj — Qrrj| < CO(r)(Rr)=.

The latter estimate implies the growth of v, at infinity, as follows

1
ol =[5 (01 = Qi)
ol L (Brey)
SW g, — Qjm,erUzijLoo(Ber) +
m m
1
W |Qr i — QR | - ||u2,jm‘|Loo(BRTm)
m m

S(9(]%7",,1)(er)HS n CO(rm)(Rrm )¢ Co(Rrp,)®

< CR°*e.
O(rm) s ® O(rm)ren® -
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We proceed to computing the L; —on the blow-up sequence:

25 (Fijm = Qi [2.5m) (T @) = &:;@(fl,jm = Qjrm [2,j ) (Tm ),

Lj vpm(z) = ————
.]mU (.’L‘) Q(Tm)r%j—srm )

so when estimating the modulus we get

C C

L0 @))€ G (U Qe V) < s (14 Qg )52,
Let us now show, that Cé?(”r; — 0 uniformly in j, as 7 — 0. Let 27%=1 < < 27% Then
k—1 k—1 ' '
1Qjrl <1Qj2rrl + Y 1Qj2ir = Qo < C + Y CO2'r)(2'r)°
i=0 i=0
k-1 ‘ k—1 ' ‘
<CI+) M@ F) <c (1 +)° 0(22)(22)5> .
i=0 i=0

Now we divide with #(r), which is better then dividing with 6(27%), we get a series
Zf:_ol 69'((37:;))(24)57 which is of the form ”convergent series times coefficients which all go
to 0”7, and so we can show (with an €, g calculus) that it goes to 0 indeed. Above we also
used the uniform bound |Q, ;| < C, r € (1/2,1) which follows by the definition of @, ;,
uniform boundedness of w1 j, uz ; and the uniform boundedness from below on us ;. As a
consequence, we get that L v, — 0 uniformly in every compact set in {z, > 0} as well
as |Lj,, vm| < C’d;;s. This bound, together with previously obtained growth control of v,,,
allows us to apply [72, Lemma 5.2], to get a uniform bound [vm]ce(p,,) < C(M), for some
a > 0.

The same argumentation as in [72, Proposition 3.2] we get that a subsequence still
denoted v, converges locally uniformly to v in R, and v solves Lyv = 0 in {z, > 0},
and v = 0 in {x, < 0}, which implies that v(z) = k(xy)5 (see [73, Proposition 5.1].)
But passing the integral quantity to the limit, gives x = 0, which gives contradiction with
lollzoe(B1) > 3-

To get the interior regularity from the claim, we use the growth estimate just proven
together with [74, Corollary 3.6], as follows. Take d(zg) = |ro — z| = 2r, and denote
vr(z) = (u1—Qru2)(xo+2rz). The growth estimate implies v, (z) < CKy|2rz+azg—z|T% <
Crets(1 + |z|)*ts. We apply the corollary, to get

[vr}cﬂs(BI/Q) < C(CK0T5+5 + TZSCKorsfS),
which after passing to smaller exponent and the rescaling gives
[UI - Qzu2}05+s(BT(IO)) < CK07
as wanted. -

Notice, that we need the boundary to be at least C!, so that the blow-up of the domain
converges to the half space.
We now state the analogous result, when € € (s, 1).
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Lemma 2.5.4. Let L be an operator with kernel K satisfying (2.1.1]). Let 2 be a domain
with 0 € 092, so that O N By is a graph of a function whose C* norm is smaller than 1.
Fori=1,2, let u; be the solution to

Lu; = f; inQNB
U; = 0 inBl\Q,

for some f; € C*7*(QN By), € € (s,1). Furthermore assume the existence of Ca,co > 0,
such that Cad® > ug > cad® in By. Denote Ko = |[fillce—s + || fallce—s + [[u1]]poo@mny +
|[uzl] Loo (n).-

Then for every z € 0N By there exist a constant Q)-, such that

u1(2) — Quz(z)| < CKolz — 27, @ € Byja(2)

and
[Ul - Qzuz}cws(&(mo)) < CKpy,

whenever d(xg) = |xo—z| = 2r. The constant C depends only onn, s, ca, Ca, e and ellipticity
constants.

Proof. The proof goes along the same lines of the proof of the lemma above, just the
converging arguments changes a little. To obtain the uniform C*® bound on the blow-
up sequence v,,, we use [I, Proposition 3.8] instead, and since the growth of the limit
function is too large, we use Liouville theorem [I Theorem 3.10], to get that the limit
v(z) = p(x)(xy)s, for some polynomial p of degree one. But then the growth control of v
ensures that the polynomial is indeed of degree zero.

To obtain the interior regularity estimate we now apply [I, Proposition 3.9]. O

The third case, € > 1 is done in [I, Proposition 4.4].
Proceed now to the generalisations. First we state the result with the least regularity
assumptions.

Lemma 2.5.5. Let L be an operator whose kernel K satisfies (2.1.1)). Let 2 be a domain
with 0 € 0K, so that O N By is a graph of a function whose C* norm is smaller than 1.
Fori=1,2 and z € QYN By y, let u; — gi,» be solutions to

L(ui_gi,z) = fi,z in 2N By,
ui— g = 0 inB\Q,

for some f; . satisfying |fi.(z)| < Cod®**|x — 2|, 9 + € € (0,s). Furthermore assume
the existence of Ca,ca > 0, such that Cod® > ua — g2, > cad® in By. Denote

Ko = Co +sup [[u1 — g1, |L°°(]R”) + sup [|ug — 92,z||L°o(Rn)-
z 4

Then for every z € 02N By there exist a constant Q., such that

lur(z) — g1,2(2) — Qz(ua(x) — g2.-(x))| < CKolz — 27575, 2 € Byjs(2)
and
[ul — 91,z — Qz(u2 - g2’3>]05+50+5(Br(x0)) < CKO7

whenever d(xg) = |xo—z| = 2r. The constant C depends only onn, s, ca, Ca, e and ellipticity
constants.
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Proof. The proof works in the same way as the the one in Lemma but following the
proof of Lemma just that the exponent changes to eg + ¢ instead of e. O

Similarly happens with Lemma [2.5.4

Lemma 2.5.6. Let L be an operator whose kernel K satisfies condition (2.1.1]). Let £ be

a domain with 0 € 0L, so that QN By is a graph of a function whose C' norm is smaller
than 1. Fori=1,2 and z € 02N By y, let u; — g » be solutions to

L(ui — gi,z) = fi,z in QN By,
u—gi> = 0 inB\Q.

Let there exist constants P,, so that |f;.(z) — P,| < Cod®® |z — 2|%, €,69 > 0, €0 < s,
g0+ ¢ € (s,1). Assume also that whenever d(xzg) = 2r = |xg — z|, we have the bound

[fZ]CEO‘FE*S(BgT) S C().
2
Furthermore assume the existence of Ca,co > 0, such that Cod® > ug — go. > cad® in Bj.

Denote Ko = Co + sup, ||u1 — g1.2|| oo (rny + sup, |[uz — g2.2|| oo (rn)-
Then for every z € 02N By there exist a constant Q)., such that

u1(7) = 91,2(7) — Qz(u2(2) — g2.2(2)) < CKolw — 2[707*, 2 € Byp(2)

and
[Ul — 91,z — Qz (UZ - 92,z)]cs+e+so(37.(mo)) < CK(),

whenever d(xy) = |zo—z| = 2r. The constant C depends only onn, s, ca, Co, € and ellipticity
constants.

Proof. The proof is again done with the blow up argument as in the proof of Lemma
2.5.4] just that the assumption f € C¢ is replaced with approximation estimate (|f; .(z) —
P.| < Colz — 2|°d*0~*) together with the interior regularity ([f:]cet<o—s(p,,) < Co). The
convergence argument is done in the same way as in Lemma[2.5.5] just that for the equation
of the limit function we use [I, Lemma 3.5] on every compact set in {z, > 0}.

For the interior regularity estimate we again use [I, Proposition 3.9]. ]

We conclude the section with the last generalised result.

Lemma 2.5.7. Let § > 1, such that 8 € N and 8+ s & N. Let L be an operator whose
kernel K satisfies the condition ([2.1.1) and is C*5t1(S*~1). Let Q C R™ be a bounded
domain of class C?, with 0 € 00. Let z € 90N Bsy and uy,uz € L°(R"™) solutions of

L(u; — gi.) = fir inQNBy
wi—g. = 0  inQ°NB,

for some functions g; .. Suppose that 02N By is a graph of some CP function whose CP
norm is bounded by one. Assume that for some ¢y > 0,

ui(z) — g1,2(x) > a1d®(x), for any x € Bi(2).
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Let there exist two polynomials P; . € Pjg_g, so that for some & > 0, we have |f; .(v) —
P (z)] < Cilz — 2|PT572d*=2,  x € By(z), with Cy independent of z. Assume also

[fi,z]cﬁ—s(B%T(zo)) < Gy,

whenever d(xg) = 2r = |xg— z| > 0, independently of z,r,xo. Then for every z € GQHB%
there exists a polynomial Q, € P|g|, such that
[uz () = g2.2(2) = Q:(2) (w1 (2) — g1,2(2))| < Cla — 2|+, for any x € Bu(2).
Moreover, when d(zg) = 2r = |xg — z| > 0,
[u2 = 92,2 = Q=(v1 — g1.2)| o5, (20)) < C-
The constant C' depends only on n, s, c1,C1, C2 and ||K||c2s+1(gn-1y.

Proof. Again we can assume z = 0 without loss of generality. Denote 41 = u1 — g1
and G = uz — g2,0. Applying Lemma (or Lemma when f is to small) to 4y,
we see with the same argument as in [I, Proposition 4.4], that it is equivalent finding
Q = ¢ + QW (x) such that
jia(2) = Vi (z) — QW (x)d*(z)| < Clz|**,  for any z € Bi.

Just like in Lemma we assumed all the necessary interior regularity, which replaces
the assumption f; € CP~%(Q). Again it is needed to find a polynomial so that when
subtracting it from the operator on the blow-up sequence we get something small, and
to get a uniform bound on the C® norm of the blow-up sequence (where we potentially
use Lemma , and the interior regularity estimate in the claim. Note also that the

equation of the limit function is obtained through [I, Lemma 3.5] on every compact subset
of {x,, > 0}, just like in the proof of Lemma [2.5.2 O

2.6 Regularity estimates for solutions to linear equations
In this section, we study the behaviour near the boundary of solutions to the linear equa-
tion (2.1.5) when s > % We denote

g = 2s — 1.

In the first part we establish the optimal C® regularity of the solutions up to the boundary
and in the second we study quotients of solutions with d® and quotients of two solutions.
We deal with the weak solutions according to the following definition.

Definition 2.6.1. Let  C R™ be a bounded domain. Let b € R*, f € L%*(Q) and let
u: R™ — R satisfy the growth control |u(z)| < C(1 + |z|>*7%), for some § > 0. Assume L
is an operator whose kernel K satisfies (2.1.1). We say that u is a weak solution of

Lu+b-Vu=f inQ,
whenever
L o) = ) @) = o)K@ = w)dude — | @ Vola)ds = [ fla)o(e)da,

holds for every ¢ € C°(Q).
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Remark 2.6.2. Due to the fact that K(z —y) = K((z —t) — (y — t)) the following fact
holds. If n. € C°(R™) is a mollifier and u a solution to Lu + b - Vu = f in Q in the

weak sense, then u. := u * 7). satisfies Lu. + b - Vu. = f xn. in (). in the weak sense, for
Q. ={z € Q; dist(z,00) > e}.

2.6.1 Interior and boundary regularity

We present a version of interior regularity estimate that we need in our work. Even though
it follows from already known results we provide a short proof.

Lemma 2.6.3. Let s € (1/2,1), and let L be an operator whose kernel satisfies condition

(2.1.1). Let u be any solution of
Lu+b-Vu=f in By,

with f € L>(B1) and b € R™. Then for every 6 > 0,

lullc2s(p, ) < C <Hf||L°°(Bl) +S}/£Ii R5_2SHUHL°°(BR)> :

The constant C depends only on n,s,d and ellipticity constants.

Proof. Let us first assume that u is a smooth solution. Then, by interior regularity esti-
mates for the equation
Lu=f—b-Vu in By,

see [74, Corollary 3.6], we get

lullc2s (B, ) < C <Hf||L<>°(Bl) +;in RO |ul| oo () + |vu||L°°(Bl)> :

Since s > %, the interpolation inequality gives that for every € > 0 there is a constant C
so that

ullLoo(By) < € u]gs(p,) + Cellul| Lo (5y)-

Combining the two inequalities, we get that for every € > 0,
ullc2s (B, ) < €lulces(p,) + Ce (HfHLoo(Bl) + 18%11211 R62SHUHL°°(BR)> 7
which thanks to [33, Lemma 2.26] gives
lullc2s(p, ) < C <Hf||L°°(B1) + sup R5_2SHUHL°°(BR)> :

Using a mollifier and taking the limit proves the general case, see Remark ]

We proceed with the comparison principle for equation (2.1.5).
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Lemma 2.6.4. Let s € (1/2,1), and let L be an operator whose kernel satisfies condition
(2.1.1) and let Q be a bounded domain. Let u € C(R™) be a solution to

Lu+b-Vu =
u > 0 1nQ°

with f € L®(Q), f > 0.
Then u >0 in R™.

Proof. Since the weak formulation of equations is preserved under mollification, the proof
is the same as the proof of [30, Lemma 4.1]. O

In order to achieve the optimal boundary regularity C®, we need a suitable barrier —
a supersolution which grows as d® near the boundary. The construction is the same as in
[72, Lemma 2.8], we only need to estimate the gradient terms, which behave nicely thanks
to the assumption 2s > 1.

Lemma 2.6.5. Let s € (1/2,1), and let L be an operator whose kernel satisfies condition
@.1.1) and let Q be a CY® domain. Then for a given ¢ € (0, A gg) there exists a pg > 0
and a function ¢ satisfying

Lo+b-Vo < —d° inQn{d<po}
Cld*<¢p < Cd* inQ
o = 0 in Q°.

The constant C' depends only on n, s, e, and ellipticity constants.
Proof. By Lemma [2.3.2] we have that
|Ld®| < Cdle™)V0,
and by [72 Lemma 2.7], we have
Ld**e > cod®* — Cy,
for some ¢y > 0. Consider the function
$1 = d° — cd**e,
with ¢ > 0 small enough. Then we have
Ly + bV < Cde™9V0 4 C|Vd®| — ceod®™* + C|Vd*+| <

< _CCOdE—S +C (d(a—s)\/o + Cds—l + Cds+s—1) < cc1

2 dE—S’
in QN {d < po} provided that € < g9 A a. By construction we have
¢1 =0 in QC,

as well as
Cd® < ¢y < Cd°.

Hence a suitable rescaling of ¢, is the searched function. O
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Having all the above ingredients, we can now prove the following.

Proposition 2.6.6. Let s € (1/2,1), and let L be an operator whose kernel satisfies
condition [2.1.1]) and let Q be a C* domain. Let u be a solution to (2.1.5), with

|f| < Cod*™® in QN By,

for some positive €.
Then

6—2s
lulles(, ) < C (Co +}S;§iR ||UHL°°(BR)) :

The constant C' depends only on n, s,e,0,8) and ellipticity constants.

Proof. The wanted regularity follows from Lemma Lemma [2.6.5| and Lemma [2.6.4
exactly as in [72, Proposition 3.1]. O

Before proceeding to the finer description of the boundary behaviour of solutions, let
us derive the following estimates.

Lemma 2.6.7. Let s € (1/2,1), and let L be an operator whose kernel satisfies condition
and let Q be a C* domain. Letu be a solution to (2.1.5), with |u| < Cod® in QN By,
and f € C%(Q), for some > 0.
Then we have
(W (B, (zo)) < Cyr™ 7, (2.6.1)

whenever d(xg) = 2r, as long as v < 0 4+ 2s — 1. Furthermore,
|Vu| < Cd*™. (2.6.2)
The constants C' and C depend only on n, s, Cy, HfHCQ@), and ellipticity constants.

Proof. Choose a point zg € 2N Byy, denote 2r = d(x) and apply interior estimates
(Lemma 2.6.3)) on u,(z) := u(xo+rz). With aid of Lemma and the bound on growth
of u near the boundary, we get

TQS [U]C%(Br(mo)) S C(r2s 4 ’f’s),

which tells

[Wens (B, (me)) < COT

Rewriting it for the gradient we get
[Vulgos-1(,(ag)) < O

Using Lemma we deduce (2.6.2)).

To get higher order interior estimate (2.6.1)), we successively apply higher order interior
estimates [I, Proposition 3.9]. Concretely assume we already have estimate

[U] o' (B (x0)) S C’/“S—’Y/ ’
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for some 4/ > 1. Then the gradient satisfies [Vu] .,/ (Br(z0)) < Crs=7", and so applying
[T, Proposition 3.9]E| we get

u(zo + 1)
14| [ teo

7"7/—’_5O [U]C’Y,+EO(BT(IO)) < ¢ (‘ + 7"7/—’_50 <[f —b VU]Cyll(BT(:CO))))

<C(r°+ 7“5_7,),

Lo (R™)

in view of Lemma [2.8.3] provided 7/ — 1 < 6, and so

[U]CW’HO(BT(zO)) < Orfmr e,
With similar argumentation as in Lemma [2.8.5] we get the wanted estimate for all param-
eters between +' and 7' + g as well. O

Remark 2.6.8. Note that the assumption |u| < Cd® can be omitted if we have that the
domain is C1®. Then the growth control follows from the boundary regularity.

2.6.2 Boundary Schauder and boundary Harnack estimates

We continue to study of the behaviour near the boundary of solutions to .

The strategy is to gradually expand the solution in terms of the powers of the distance
function with use of the expansion results established in the previous section. We improve
the accuracy of the expansion of the solution in three steps. First we show how the already
established expansion translates to the gradient, which we treat as the right-hand side.
Then we need to correct the expansion of the solution, in such a way that its operator
evaluation becomes small. In this step, the key ingredient is Theorem Finally, we
apply one of the expansion results from previous section.

Since the procedure differs in three different cases of the regularity of the data we split
the result according to the relevant settings. Let us point out, that in the proofs we are
doing expansions with functions of the form Qd**t*0*! where @ is a polynomial. We use
Theorem [2.4.7] where the power of the distance has to satisfy s + keg + 1 — 2s ¢ N and
s+ keg +1— s ¢ N. This is equivalent to s ¢ Q. This is the reason we need to assume
that s € (3,1)\Q.

Let us start with the following:

Proposition 2.6.9. Let s > %, s € Q, and assume Q C R" is a C? domain with 1 < B <
1+s, B+s¢&N. Let L be an operator whose kernel K satisfies conditions (2.1.1)). Let
u € L®(R™) be a solution to (2.1.5) with |f| < C1d®~1=% and b € R™.

Then

u
s < C C %) n
‘ ds Cgo/\(ﬂ_l)(ﬁﬂBl/Q) — ( 1+ HUHL (R )) )
and "
s < C C oo n .
‘ ds CB-1(00NB, 5) — ( 1+ ||UHL (R ))

The constant C' depends only on n,s, 3,82 and ellipticity constants.

4We have to apply the interior estimates on smaller and smaller balls, but for simplicity let us always
write the estimates with B, (xo).
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Moreover, there exist constants Qg, for 5 = 0,...,k, where k = [ﬁs—;l} — 1, with
Qe CE*I*jEO(aQ N By/3), so that for
U, = u — QFd TR 4+ QLd¥T,
we have |Lii,| < |z — z|P~25q57 1
|a: — Q2| < Clo — 2|71,
and

)

|x1 N Z|>ﬂ—1+8

~ 0
[Uz - des] CB,1+S(BT1 (z1)) S C < -

whenever d(x1) = 2r1. The constant C' depends only on n, s, 3,Q and ellipticity constants.

Proof. Because of the homogeneity of the equation, we can assume that C1 + ||u| o (mn) =
1. Notice, that u solves

Lu = f—b-Vu in QN B
u = 0 in Q°N By,

where |f —b-Vu| < Cd*~!, thanks to (2.6.2)). Therefore we are in position to apply Lemma
to get that for every z € 9Q N By, there is a constant Q., such that

lu— Q.d°| < Clz — Z|(s+6o)/\(3+5*1)'
The interior regularity result [74, Corollary 3.6] together with Lemma render
(1= Q:)cos(p, ) < Cre" P77,

whenever d(z¢) = |zg — z| = 2r. The corollary can be applied due to Lemma which
assures that |L(d*)| < Cd’~'=%. In particular, this implies that

|

thanks to Lemma Moreover, Lemma gives that |Q, — Q.| < Clz — 2/|0NB-1),

Note that Q. = % (z), and so the proposition is proven if 3—1 < . Therefore we continue
assuming g < 8 — 1.
Reading the interior regularity estimate for the gradient, we get

u

ds

_ <G,
C=0NB=D(QNBy )

[Vw; — sQLVdd*™!] < Oreo—s,

C2=1(By(x0))
which by Lemma gives (2e9 — s < 0)

|Vw;(x) — sQin(a;)dS*l(m)\ < Cdkofs(x)
on the cone C, := |J {B,(z0); where d(zo) = 2r = |z — z|}. This furthermore implies

|[Vu(z) — SQZVd(z)dS_l(x)\ < Clzx — z|5°d8_1(3:),
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since Vd € C®°(Q), and on such cone |z — z| is comparable to d(z). To derive the same
inequality on the neighbourhood of the boundary point, we do the following

\Vu(z) — sQ.Vd(2)d* L (z)| < |Vu(z) — sQVd(2)d*(z)|+
+51Q.Vd(2') — QLVd(z)|d* (z)
< d*#075(z) + Clz — Z/[7d* L (x)
< COlz — z*d* 1 (2),
and so
b-Vu— sQ.b-Vd(2)d* ! (z)] < Clz — z|*°d* }(x).
Then we use Lemma to find a constant Q, = —sQ.b-Vd(z)(cst,|Vd(2)[>*)~", which
is C%°, so that
L(u— Q:d*") = f —b- Vu+ Qucayeo|Vd(2)|*d* ! (z) + R(x),

where |R| < d?*°~%. Combining it with the expansion of the gradient of u and the regularity
of Vd, we get 3
|L(u — Q.d""°)| < Cla — z|0d5 7 (2).

We apply Lemma [2.5.1] to get a constant @, such that

‘u - deerEo _ st < C\a: _ Z|2so/\(ﬁfl)+s

)

and Lemma m gives that @, is C?0NA~1) in variable 2.
We proceed in a similar manner to get the expansion

Gy o= u— QFdstheo 4 4 QLdsteo,

so that |Li,| < Clz — zf~25d5! and Q) e Cgkijﬂ)so(@(l N Byj2). Note that this is
not less regularity than stated. It remains to apply Lemma [2.5.1| one last time, to get a
constant QY, so that

i, — QY| < Clu — 2|71,

and
|$1 . Z| B—1+s
1 ’

[ = Q2] corva(, o)) < C (

whenever d(z1) = 2r1. Finally, Lemma [2.8.8|gives that ||%||6~571(3Qm31/2) < C, as wanted.
O

Let us now show, how the arguments change, when (k + 1)gg just exceeds s. Basically,
the difference is that we can not use Lemma [2.3.2] since it does not provide enough
regularity. Instead we apply Theorem while the rest remains the same.
Proposition 2.6.10. Let s > %, s & Q, and assume Q C R™ is a CP domain with
14+ s < B < 14+ koeg, where kg is the least integer such that kogg > 1. Let L be an operator
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whose kernel K is C*5t1(S"™1) and satisfies conditions [2.1.1). Let u € L®(R™) solve
@.1.5) with f € CP~1=5(Q) and b € R™. Then

The constant C' depends only on n, s, 3, and ||K||Cg,3+1in1).

u

u < € (|Ifllos-1-+anmy + el =qen)

Cﬁ_l(agﬂBl/g)

Moreover, there exist polynomials Qg € Plg_1_jeo 1| for 5 = 0,....k, where k =

(ﬁg—_ol} — 1, with the y-th coefficient (Qg)m € C’f_l_jgo_h (02N By 2), so that for
Uy 1= U — Qfd8+k5° + ...+ Qids%oa
there is a polynomial P, so that

|Lii, — P,| <Clx — 2|/~ 12051,

. oy — 277
[Luz]cﬁ—lfs(B%rl(xl)) SC( )

™

|, — diﬂ <Clz —z|P~1**,  and

B—1+s
- 0 ss |l’1 - Z|
[Uz - de ]013_1-‘-5(3%T1 (z1)) SC < > )

™

whenever d(x1) = 2r1. The constant C' depends only on n, s, B, and ellipticity constants.

Proof. We want to continue with the expansion of u, where we stopped in the previous
proposition. Note that v admits and . Hence, for k such that keg < s < (k+
1)eo, the previous proposition indeed gives existence of constants Qz € C’ék_j Jeo (092N Bs /4),
for j=0,...,k—1, so that

‘U o lecflds+(k71)so — = dis < C|$ o Z‘k€0+s

and
|l‘1 N Z| > keo+s
- M

_ k-1 j3s+(k—1)eg _ _ N0 s
U d e d <cC
|: Qz Qz i|CkEO+S(BgT1 (Il)) - ( T1

whenever d(x;) = r1. Notice that keg + s > 1, since (k + 1)eg > s. With aid of Lemma

2.8.2| we conclude that in the cone C, we have

‘v(u . Ql;:—lds-i-(k—l)ao - = dis) < C|.’E o Z‘keo-ﬁ-s—l,

as well as

|SU1 _ Z| keog+s
rq ) ’

[V (“ — QLT — - dis)]ckeoﬂ—l(tagrl (z1)) =¢ (

whenever d(z1) = 2r;. Taking into account that Vd € C*0(Q) and |Vd(z) — Vd(2)| <
C|z — z|*®0, the above implies that for = € C,, we have

[T (k= Ve + $)QEVd(2)dhDowbet -~ sQOV(z)| < Clar — oot

5The only case when polynomial is non-constant is when j = 1 and 8 > 2.
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as well as

[ (k= oo + )@ VAV - Qv

CksoJrs—l -
keo+s
rl — %
<o (==
1

in Bs,. (1), thanks to Lemma As in the previous proposition we derive the expan-
2
sion of the gradient in the neighbourhood, namely for z € Q N By,

Vu — ((k — e + $)QFIVd(z)dF—Veots=1 _  _ sQWd(2)d* ™| < Cla—z|F0d* ! (x).

Using Theorem we now find constants QJZ e Ckt1=j)eo (02), j =1,...,k, so that
L(QIF**) = ((j ~ Deo + $)QL" - b- Vd(2)d U=Vt~ 4 R -y,

where R; € Ckeo—2s+jeot+s and n; = ¢j€0+sd(j*1)50+s*1. The result gives that ¢joo45 €
C’Hka‘)(Q), and by construction ¢;-4s(2) = 0. Hence we have |n;| < C’|m—z|al(3_1)‘€0+5_1 <

k
|z — z|F0d@*~1(z), and by Lemma [2.8.9]also [nj]ckaoJrs,l(Bg (1)) S C (Iml—z\) 80, So if we
27

™
define

Uy 1= U — Qidksﬁs - = Qidsﬁs’
we have
|Li, — P.| < Clz — z*0d*~ ! (z),

for a suitable Taylor polynomial P, and

|$1 N Z| ) keo+s

™

[Lﬂz]ckso-ﬁ-s—l(B%rl (1'1)) S C <

Applying Lemma we get a polynomial @, of degree |(k+ 1)eg A (8 —1)], so that
|ﬂz _ des’ < C’:L‘ _ Z|(k+1)50/\([3—1)+s’

and
‘1’1 _ Z‘ > (k‘+1)50/\(,3—1)+5

[tz — Qzd’lctnons-nrs(py (o)) <€ < r
271 1

With aid of Lemma [2.8.8, we get the wanted regularity of the coefficients, in particular
the zero order satisfies

O] - ‘ X <
1@2) " lleotveoni-veans, ) = || g5 CO+D0AE=D) (B0NB, ) — “
If 8—1<(k+1)gy we are done, otherwise we continue following the same steps. O

When regularity becomes greater than 2, it becomes harder to translate the expansion
of the function to the expansion of its gradient, since the polynomials in the expansions
start getting non-constant terms. This is where Lemma[2.8.10jand Corollary [2.8. 11| become
useful. Note also, that these results give a slightly worse estimate, which is the reason for
establishing the boundary regularity result - Lemma which plays the key role when
establishing Lemma and Lemma [2.5.



69

Proposition 2.6.11. Let s > %, s € Q, and assume Q C R™ is a CP domain with
B > keo, for keg > 1> (k—1)eg, and 8+ s ¢ N. Let L be an operator whose kernel K
is C?PHYL(S"=Y) and satisfies conditions (2.1.1)). Let u € L®(R™) be a solution to
with f € CP~1=%(Q)) and b € R™. Then

The constant C' depends only on n, s, 3, and ||K|[c2s+1(gn-1)-

i
ds

< e o
Cﬁfl(agmBl/2) = C (||f‘|05 1 (QQBI) + ||U||L (R ))

Moreover, there exist polynomials Qg’l € P\ﬁ—}—jag—l]: for 5,1 >0, such that jeg+1 <
B — 1, with the y-th coefficient (Q%’Z)W) € Czﬁflfjsoflfm(aﬁ N Byy2), so that for
Uy = u — Z ngldj50+l+s
Jj=1,1>0
there is a polynomial P, so that

|Lii, — P.| <Clx — z|P~17s0Fsq~1,

_ a1 — 2]\
[Luz]Cﬁflfs(B%n(xl)) SC < r )

i, — QY0d°| <Clw — 2|P~1*,  and

~ S |l’1 - Z| prls
[z = Q2] 1405, (ar)) <C ( ’

%r 7‘1

whenever d(x1) = 2r1. The constant C' depends only on n, s, 8, and ellipticity constants.
Proof. We apply the previous proposition, to get polynomials Q‘l € P|(k—j)e,) with the
~y-th coefficient (Q2)(") e Ch=7e0=1l for j =0,...,k — 1 so that

ju— @h~talk=b=ots — . Qldf| < Cla — z[F=0T,
and

keo+s
[u o Q/Zc—ld(k—l)ao—l-s . Q2d5:| ‘1’1 - Z‘) 0 ,

<o
Ckso+S(B%T1 (z1)) 71

whenever d(z1) = 2r;.
We proceed with applying Corollary [2.8.11] we get

’V (u _ Ql;—ld(k—l)so—‘rs . Q(Z)ds) < C|$ o Z|k€0+sd_1(l‘),

while

‘xl . Z‘>k’50+5

1

[v (u QR Dzots _ dsﬂckfoﬂl(Brl =€ <

follows straightforward from the interior estimate above. Taking into account that Vd —
TH(Vd) is C*0 N O(|x — z|*0), we get the refined expansion of the form

jeo+i<keo
Vu — Z sz,ldjso+l+sfl < C]a: o Z|kao+sd71(x)’
7120
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where sz’l is a polynomial of degree |keg — jeo — 1], with the a—th coefficient being
creo=ieo=l=lal gooth (multiplying a polynomial with this property with the Taylor poly-
nomial of Vd preserves this property). Using Lemma we also get the interior part of

the estimate

jeo+l<keo |.T Z| keo+s
L _ 1—
YVu — Z Pg,ld]€0+l+5 1 < C <> .

,1>0 "
WL Ckso+s—1(Brl(ml))

Using Theorem we find polynomials QZ’Z, j > 1,1 >0 of degree |(k+ 1)eg — jeo — ],

C§k+1)eo—jso—l—|a|

with the a—th coefficient being smooth, so that

L(QUar*17) = PIMaUm Doty Ry ey

with R;; € Ckeos+ieotl(Q) (since j > 1, the power is greater than keg + s — 1) and

g = ¢ dIV0HHTL and ¢ € C1Re0 N O(|x — 2|I(k+De0=720=11) 50 the worst is when

j = 1,1 = 0, when we get |n;;| < C|z — z|¥°d*~!, which gives [njal]CkEOJFS*l(BTl(xl)) <
ke

C (M> . Hence, defining

T1

Uy = u— E sz’ld]€0+l+s

§>1,1>0
and refining the estimates with Lemma [2.8.9] we have
|Lii, — P.| < Clx — z|*T¢d~(x),
for a suitable Taylor polynomial P, and

’371 o Z’ ) keo+s
- )

[Laz]cks(ﬁ»sfl(BTl (551)) § C ( "

whenever d(z1) = 2r;. We apply Lemma we get a polynomial @, of degree |(k +
L)eog A (B —1)], so that

’ﬂz N des’ < C]x - Z|(k+1)50/\(ﬁfl)+sj

and
lz1 — 2|

(k+1)eoN(B—1)+s
[z = Q=dlottveon-nra(my @) <€ ( ) '

1

With aid of Lemma [2.8.8, we get the wanted regularity of the coefficients of @, in par-
ticular the zero order satisfies

@)

u

<.
ds ¢

CktDe0NB=1)(00NB, 15)

C+D0NE-) (9ONB, 13) ‘
If 8—1<(k+1)gy we are done, otherwise we continue following the same steps. O

We can now also provide the proof of Theorem [2.1.3
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Proof of Theorem [2.1.3, It is a special case of Proposition [2.6.11 O

Now we turn to the ratio of two solutions to (2.1.5)). In the following result we establish
the optimal regularity of the quotient up to the boundary.

Proposition 2.6.12. Let s > %, and assume Q C R" is a C' domain. Let L be an

operator whose kernel K satisfies conditions (2.1.1)). For i = 1,2 let u; € L>®(R™) satisfy
‘U’L| < Cld87

and solve
Lu;+b-Vu; = fi mQNB
u; = 0 in Q°N B,

with | f;| < Kod*™! and b € R™. Assume Cad® > ug > cod® for some positive Ca, co. Then

uy

U2

C=0(QNBy3)
The constant C' depends only on n,s, 3,82, Cy, Ca, ca, and ellipticity constants.
Proof. In particular, u; solve

Lu; = f;—b-Vu; in QN By
u; = 0 ichﬁBl,

where |f; —b- Vu;| < Cd*~!, thanks to (2.6.2). Hence Lemma assures that for every
z € 9Q N By we get the existence of @, so that

u1(7) = Qzup(w)| < Clo — 2|7, w € Bypa(2)

and
[ur — Q2u2]05+50(BT(x0)) <G,

whenever d(xg) = |29 — z| = 2r. The latter, together with assumptions on uy allow us to

apply Lemma to get
[Ul/UQ]Cso(BT(IO)) <C,

which gives that the quotient is C*0(Q N B, /2) O

Similarly as in the case of the quotient with the distance function, the higher order
expansions provide the higher regularity only on the boundary. But in the case of two
solutions, we can make one more step of expansions, and then apply Lemma This
yields an improvement of the regularity of size g with respect to the case of the quotient
with the distance function.

Proposition 2.6.13. Let s > %, s & Q, and assume Q C R™ is a CP domain with
B>1and B+s &N. Let L be an operator whose kernel K is C*PT1(S*~1) and satisfies

conditions (2.1.1). For i =1,2, let u; € L>(R™) be two solutions to

Lu;+b-Vu = f; inQNbB
u; = 0 in Q°N B,
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with K; = ”fi"037175+50(§ﬂ31) < o0 and b € R”ﬂ When B < 1+ s — gy we assume
K; = ”fdl_'_s_ao_ﬁHLoo(QﬂBl) < oo instead. Assume that Cod® > ug > cod®, for some
positive Co, co. Then

Ul

Cﬁ_1+50(8QﬂBl/2)

u2

The constant C depends only on n, s, 3,Q,Cs,co and HKHngH(Sn_l).

Proof. We can assume that K + |[u1]| e ®n) = 1. Depending on 3, we apply the relevant

result amongst Proposition 2.6.9] Proposition or Proposition [2.6.11] to get polyno-
mials Q]’ € Pg_1-jey—1), for 4,1 > 0, such that jeo +1 < B —1, with the ~-th coefficient

(Q]’) ) e gf~ sz M(@QﬁBl/g) so that

il 5 l -1
wi— Y QUL < Clp — 21
j=0,1>0

and

B-1+
E Q] ld]80+l+5 < C (|$1 - Z|> ’
— Tl )

Jj=0,0>0 _
cB 1“(3%7«1 (z1))

whenever d(z1) = 2r1. Since the regularity of f; is C#~1757%0(Q), we are able to make
one more step when doing the expansions, to get polynomials in € Plg_14eo—jeo—1)
for j > 1,1 > 0, such that jeg +1 < B8 — 1 + &g, with the v-th coefficient (Qflz)m
cf~teomie==hl 90 n By 3), so that for

~ L E G gjeo+l+s
Ui,z = U; — Q d] 0
j=1,1>0

there is a polynomial P, so that

CdP~2ts ifB<14s—eg
|Li,; , — P,| < C|x—z\f8*1d5*1 fl+s—egg<fB<?2
Clz — z|P~15d~ 1 if 2 < 3,

and when 8 > 1+ s — ¢g also

|x1 — 2| f=steo
r1 > ’

Litilon-1-seopy e S C <
Q’T‘

whenever d(z1) = r1. Applying the relevant expansion result, Lemma Lemma [2.5.6
or Lemma [2.5.7] gives the existence of @, of degree |5 — 1+ €], so that

|a1,z - Qza272| < Clr - Z|B_1+€O+S and [al,z - Q2a2yz]05*1+50+s(Br(I0)) =C.

SWe can even allow them to be different for i = 1, 2.
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Finally, Lemma and Lemma [2.8.7| assure that

u
“ <C,
Cﬁ_1+€0 (89031/2)

Uz

as wanted. O

We conclude this section with noticing that this also provides the proof of Theorem
2.1.2)

Proof of Theorem[2.1.9 1t is a special case of Proposition [2.6.13 O

2.7 Smoothness of the free boundary
In this section we use the developed tools on the height function
wi=u— ¢,

for solution u of problem (2.1.2)). Note that in particular, w solves

Lw = f—b-Vw inQNB;
{ w o= 0 in By NQ°, (27.1)
where f:= —(L+0b-V)p and © := {w > 0}. The main goal of this section is to prove

Theorem [2.1.11 Its proof, as well as this section is divided in two parts. In the first one
we establish a general result, stating that if the free boundary 92 and the height function
w satisfy

0 € 09,
90N By € O,
w € CY(By), (2.7.2)
|Dw| < Cd®, =€ By,
o,w>cd®, ¢>0, x¢€ By,

where v is the normal vector to 9€ at 0, then the free boundary 92 N By, is roughly
as smooth as the obstacle. If the above conditions hold true for some point zg € 902, we
say that zg is a regular free boundary point. Then in the second part we show how to
obtain near the regular free boundary points in the case when the operator is the
fractional Laplacian. Let us stress, that in the first part the operator can be very general,
its kernel only has to satisfy , and some regularity condition. Therefore as soon as
the conditions are established for solutions of in this setting, we get the
same regularity of the free boundary. Notice also, that if QN By is C%%, then the fourth
assumption in follows from the fact that w € C*(B;) and Proposition m
For the height function w, we denote

wi::&w, ’i=1,...,n.
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2.7.1 General stable operators

Suppose that 0 is a free boundary point, at which the height function w satisfies (2.7.2)).
Without loss of generality we also assume that the normal vector to the free boundary
v(0) = e,. In order to obtain the higher regularity of the free boundary, we apply the
results established in Section to the quotients w; /wy,, for i = 1,...,n — 1. Since we
can express the normal vector of the free boundary with these quotients (see [I, Section
5]), we get the regularity of the free boundary.

Proposition 2.7.1. Let ¢ be an C/T5T50(R™) obstacle for some § > 1+s—¢cq with § ¢ N,
0 +co+s &N. Let L be an operator whose kernel K is C*0T1(S"™1) and satisfies 2.1.1).
Assume that 0 is a free boundary point at which the conditions hold true. Then
the free boundary is C? around 0.

Proof. Note that the partial derivatives w; solve

Lw;+b-Vw; = f; in QN By,
w; = 0 inBNQ°

where f; = 0'f € C9~1=5+¢0_ Thanks to Lemma, we can apply Proposition [2.6.12| on
w; and wy, to get that the quotient % is C%° (2N By /3). Therefore the normal vector v €

C*(QN B, /2) and hence the boundary is C 1+20 We proceed with induction. Assume that

the free boundary is C# around 0. Applying Proposition to w; and wy,, gives that
the quotient w; /wy, is CP~1+20(9QN By 3). Therefore the normal vector v € CP~1<0(9QN
By /2) and hence the free boundary is in fact CP+e0 We can proceed with the induction as
long as the regularity of f; is better than required, 8 — 1 —s+¢g > 8 — 1 — s + ¢, which
indeed renders the wanted regularity. O

Corollary 2.7.2. Let L be an operator whose kernel K satisfies (2.1.1]) and is C*°(S"1).
Let 0 € 092 be a free boundary point, and assume that (2.7.2)) holds. If ¢ € C*, then the
free boundary is C°° around 0.

2.7.2 Fractional Laplacian

We conclude with establishing conditions (2.7.2) for the height function in the case when
the operator is the fractional Laplacian. All the work has already been done in [47, [67],
we just show how to translate their results to our setting.

Lemma 2.7.3. Let L be the fractional Laplacian and let ¢ be an obstacle in the space
C33(R™) N Co(R™), which satisfies
(Ao +b-Vp)t e L¥[RY).

Let u be the solution to problem . Let Let 0 be a regular free boundary point with
en as the normal vector. Then the height function w = u — ¢ € C'*3(R"™), and there
exists 1o > 0 and a > 0, so that the free boundary is C in B, (0). Furthermore, for all
1 <@ < n the functions w; satisfy

|lwi(x)] < Cd*(x), =€ By,(0).

and,
wp(z) > cd’(x), =€ Byy(0).
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Proof. In [67], they establish that under these assumptions, the height function w €
C'3(R™). In [47] the furthermore show that the homogeneous rescaling of the height
function vg(z,y), for a regular free boundary point 0 with the normal vector e,,, converges
. 1~/ Tt
n C ”Y(BI/S) tO

a(zn + Vg + )" (20 — sv/aj + 7).
where a > 0 (See [47, results 3.7, 3.8, 5.2, 5.3, 5.5 |.) Reading this convergence at y = 0,
we get

m(u — )0 +rz) — 2°(1 — s)a(w,)LT* in C’LV(EUS),

for some positive v and a. This implies that the partial derivatives satisfy

1 _
(u—¢)i(04+rz) — 25(1 — 52)(1(1371)151',717 in L>(B)/g).

pory
From this it is not hard to get bounds
I[(w —@)illLe(py < Cr®, i=1,...,n and

H(U_QO)TLHLOO(BT) zcrs, C>07

for all » < rg.

Let us now show, that we also have |(u — ¢);| < Cd® and |(u — ¢),| > ed®, for some
¢ > 0, where d is the generalised distance function to the free boundary. The first one
follows from optimal regularity of solutions for the obstacle problem, namely u is C1**(R™)
(see [67, Theorem 1.1]), and so w := u— ¢ is also C1** and vanishes outside  := {w > 0}.
So in Q¢ we have that also w; = 0 for every i = 1,...,n. Therefore, since w; € C*(R"), we
have that |w;(z)| = |wi(x) — wi(2)| < ||wil|es|x — 2z|° < Cd*(x), for the closest point z in
the free boundary.

Let now 0 be a regular free boundary point. In [47, Theorem 1.3] they show that
around 0, the free boundary is C** for some positive a. Therefore in a ball B,,(0)), we
can apply [72, Proposition 3.3], to get that for every z € I'N B,, 5(0) there exists Q(z),
such that

wi(z) — Q(2)d*(x)| < Cla — 2|, (2.7.3)

provided that |Vw;| < Cd®*~!, which we show later. We already established that around
0 we have ||wy || (s, (0)) = cr® for some positive c. This implies, that Q(0) # 0. Since the
function w is non-negative, Q(0) must be positive. Estimate together with Lemma
give that z — Q(z) is a C“ map, and so continuous, which gives that in a perhaps
smaller neighbourhood By, 0 we have Q(z) > ¢’ > 0. Choose now a point = € Br6(0)7 where
r(, will be specified later. Let z be the closest boundary point, which falls into By, (0), so
that Q(z) > ¢. Denote x = z + tv,, so d(z) = t. Then (2.7.3)), with a triangle inequality
gives

/ C/

wa(z) > Q(2)d*(x) — Cla — 2|+ > 5 — o5+ > %t& = Sd*(@), (2.7.4)

/

1/a
if t < to suitable chosen (tg < (2%) ). Hence we got such ry (the minimum of above

constraints), that w,, > ¢;d® in B,,(0), and I' N B,,(0) is CH2. O
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This provides the last ingredients for proving Theorem [2.1.1

Proof of Theorem [2.1.1. The claim follows straight-forward from Lemma and Corol-
lary 0

2.8 Appendix: Technical tools and lemmas

Lemma 2.8.1. Let a € (—1,0), B € R, r > 0 and x¢ € By be such that (zg), > 2r. Then
there exists a constant C, such that for every x € B, j5(x0) it holds

/ (za) ]2 — o Pz < Cro*8, ifat B <0 and
Bi\Br(z)

/ (zn)% |z — x| 7" Pdz < OrotP if B> 0.
Br(z

Proof. The proof is exactly the same as the one of [I, Lemma A.9]. O]

Lemma 2.8.2. Let Q be a domain in R™ with 0 € 00 and d the distance function to the
boundary. Assume function f satisfies

[f(@)] < Cla],

and
[fleo B, (z0)) < O

whenever d(xg) = 2r = |zg|.
Denote C = Ugy(zg)=|uo| Br(0). Then f € C*(C) with

IDf| < Clz]*™, j<a.

Proof. Let us first show, that f € C%(C). Choose therefore a multi-index v of order |«|
and points z,y € C. Denote 2,3’ the points such that d(z’') = |2/| and d(y") = ||, so
that © € By /2(2') and y € By /2(y'), so that [2" — 3| < |z —yl, [2' — 2| < |z —y| and
ly — 9’| < |z —y|. For this we need to assume that x and y do not lie in any of the balls
By (x¢). Otherwise the desired property holds true by assumption. For simplicity let us
also assume that 2’ and 3/ lie on the same line as 0. Assume with out loss of the generality
that |z’| < |y/|. Denote z; = 2'z. Then

07 f(x) = " f(y)] <107 f(x) = " f(a)| + 107 f(2") = O F ()| + 107 f(y) — D" f (W)l

The first term is bounded with Clz — 2/[(* < |z — y[**, and similarly the last term. For
the second one, we choose K € N so that 25[2/| < |y/| < 25+ |2/|, and 2K|2'| < 2|2’ — o]
and compute

K
07 (") =0 (Y < D107 flwia) = 07 f ()| + 107 f (k) — O f()]
i=1
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K K
< ZC|CCZ — 21|\ 4+ Clzg — |1 < ZC(2i|x/|)<a> + Clag — '@
' i=1
K .
DO~y )+ Ol —y| ) < Ol — |,
i=1

because the series we get is summable. Noticing that |2’ — 3/| < |z — y| finishes the proof.
The only exception is when for example x = 0. Then we do the same procedure, with
x; = 27y,
Once we know that f € C%(C), the growth control implies that D7 f(0) = 0 for all
j < la). Since Df is a O function, we get |Dlf| < Clz|{®. Integrating this
iteratively, we get the others. ]

Lemma 2.8.3. Let u be a bounded function, satisfying |u(x)| < C|z|* for some o > 0.
Let B > a, and xg € By with |x| = 2r. Then the function u,(z) := u(xo + rx) satisfies

H T

. < a'
1+|~|5H—CT

Proof. We compute
lup ()| = |u(zo + ra)| < Clzg + rz|* < Cre(1 + |z|)* < Cre (1 + \x|’3)

O]

Lemma 2.8.4. Let f € C%(By) with a > 1. Then there exists a C*~' map g: By — R,
such that

f(@) = f(0) = 2 - g().
Moreover, ||g||ca-1 < CHfHCa.

Proof. Write f(x)— fo O f (tx)dt = fo x-V f(tz)dt, and hence we can define g(z) =

fo V f(tx)dt. For any multl index k with |y| < a—1, we have 87g(z fo Vo f(tx)thldt.
Hence we get ||D7g||pe < C||DI*Lf||p, for every j < a — 1 and for |7| = [a — 1]

1
10%g(21) — 8% g(2)| g/o V0% f(tzy) — VO° f (ko) |11 dt

1
< C[foe /0 b1 — tao @ dt < O [f]pn 1 — 9]
OJ

Lemma 2.8.5. Let Q be C' domain and f: Q — R a C(Q) function, which for some
€ (0,1), B < —« satisfies
[floa s, (o) < Cor”,

for any xy, v such that Ba,(xg) C Q and Cy independent of xg,r.
Then we have the following bound

f(z)] < CCod™ P ().
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Proof. Choose o > 0, so that for K = {y € Q; d(y,00) > ro}, and every z € 9 the
intersection K N {z + tv,; t € R} is non-empty. Since K is compact and f continuous on
K, it is bounded there. Choose now a point x in 2. Let z be the closest boundary point,
and r = |z — z|. Denote z; = z + 2'rv,, so that zg = z and x; € K. Then, since z; and
x;4+1 are both in the ball Byi-1,(y;) for y; = 1/2(x; + x;41), by assumption we have

|f(i) = f(mim1)] < Co(272r)P |y — 2411 ]* < Co(2772r)P (27 1) = Cp272ApothgletAli=D),

Hence, summing a geometric series and using that x; € K, we get

k
[f(@)] <)1) = f@im)] + 1 £(2n)] < CagpCor®t? + C < CCorotP,
i=1

d

Lemma 2.8.6. Let 0 € 0Q and let f,g,Q be functions on Q which satisfy |f — Qg| <
Clz|®*t, and [f — Q9] catb(B,(z0)) < € whenever d(xo) = [xo—0] = 2r. Assume g satisfies
|D¥g=1 < Crd="F, for all 0 < k < la] + 1.

Then we have |§ — Q| < Clz|* on Cy and [g — Q]Ca(B o) <C.
r(Z0

Proof. The first estimate is just dividing by g and taking into account its growth. We
have to restrict ourselves to the cone, so that |x| and d become comparable.
For the second one, pick |y| = |a] and compute

07((f = Qg)g™)(x) = 7 ((f = Q9)g™")(y)| <

< (1) - Q@) - 017 = Qo) -7 o)+

asy
+ Z: (Z) 077 (@) = g ()] - 10°(f — Qo) (w)l.

First, notice that the assumptions on the growth and regularity f — Qg imply that f —
Qg € C(Cy), with DI(f — Qg)(0) = 0 for j < |a + b], and so on B,(xg) we have
|DI(f —Qg)| < Cr*+tb=* Now we estimate the above expression with

> CID(F = Qg)llreo (B, oy T — YD g™ [ oo (5, (w0 +
a<y

+ ) D g e, o |2 = WD = Q) Lo (B, (10)) <
a<y

< (Crwb—\al—lrl—w)r—b—|w—a|) z — y|‘@ 4 (Cr—b—|v—a|—1r1—<a>ra+b—|a|) iz — y|(@

< Clz —y|@.

Note that in the case when |a + b] = |a], and when « = 7 we have to use the regularity
from the assumption for (f — Qg), since we do not have the estimate on D"+ (f — Qg),
but we end up with the same powers of r. O
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Lemma 2.8.7. Let Q be a domain of class 3 and let for every boundary point z € 90N By
the following hold true

u(z) — 3oy PE(a — 2)d*tPr (2)
v(@) = > RE(z — )P (a)

< Colz — z|B,, xzel,

—Q.(x—2)

and

CP(Br(x0))
for some p, > 0 and polynomials PF, RF ¢ Pg_p,| whose coefficients of order o are

Cfl_p’“_‘al(@(l N B1) and a polynomial Q, € Pz . Assume that |v| < C1d°.
Then the coefficients of Q, satisfy

HQ@ <C.

1 _ —_—
c? 71l (oanB, )

|(RE)(@)] ‘Cf’—pk—w

The constant C' depends only on n, s, 3, Cy, Cy,
[[(P]

and
(99N B1)
c? ~relel9onBy)

Proof. With similar argument as in the proof of Lemma|2.8.8 we argue that the coefficients
of (), are uniformly bounded.

Let us denote @ = u(z) — >, P¥(x — 2)d**P*(x) and ¥ analogously. The assumptions
give that on the cone C,, the function 7, := % — (@, is of class C? with DI¥' n.(z) = 0.
Hence for |y| = | '], we have

QY =07Q. = 9"(a/v) — ..

Now choose N € N big enough and ”take” incremental quotient of the above equation
in variable z of increment h. We do it through the parametrisation of the boundary,
which can be taken of class C'. When we get get the boundary points z;, so that
A,JlVQgY) = leio(—l)’(]y) 2) Then choose * € NY,C,,, so that d(z) < C|h|. Then
we have ~
U
ANQE =AY - Ao

First, since for all i we have |97, (x)| < Clz — 2z]? ~1! we can bound
NG| < Cyd(a)® P! < Cy [P =D, (28.1)
Hence, let us focus on the first term only. We compute
A (”) gran ot =3 <7> 0 g D D R L E
v\ v\ oS =AM ’

where when K = 0 the inner sum has to be understood as 1 if also |y — «| = 0, otherwise
0. Also, the constant ¢(d, o, ) is non-zero if and only if all §; are non-zero. So we need to
estimate

00 0K
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which we split even further with the Leibnitz rule into

N N1 qa~ A No b ~ N S~ AN, 1
> <N1 N 2>Ah18auAh281v...AhK“8 KON
Ni+..Ng42=N +

and furthermore

N 1 Nk 2 1

K+2 _ L1 ~K+1 Ly ~K+1

AP = Y e D AREHL Al
M=0 Li+..+Ly=Ngy2

With final Leibnitz rule on all of the above powers, we conclude that up to some constants
N N1 (A AN2 (A8 Nici1 96 1
Ay =2 2200 0 AR DA A O e
N,

K+1

XH > I[ave
=1L . 4L =L; J=1
So we need to estimate
M,K+1
AN1<801 )AN2<851 ) AhNK+1(85K ) M+1) e H A J (282)

We treat every of the above factors separately. Starting with the first one, we begin
with the following manipulation, where we take out the part, which is important for the
finite difference:

Oi(r) = 0aZch 2P ()
77 Ui £ Q& —e S-‘rp
—zzz(g)ck,zm—@ 0% (@ — 0= ().
k n e

Now we take the finite difference, and apply the Leibnitz rule to get (with omitting some
constants)

AN (0%0) Z Z Z Z AN AN (2= 0)7- 0% (x — 0)17Ed PR ().
When estimating, this gives

‘ANl 804 < CZZZZW’)AN,W le]V(N1—N")) /\,8’|h’s+pk+|n e|— \a|

where p denotes the regularity of the coefficient, so p = 8/ — px — |n|. With treating the
cases carefully, we can bound it by

< CZZ ’h‘(Nl+pk+si|a‘)/\(p+pk+3+|m*|a|) < C’h‘S*\QHNl/\ﬁ"
kom



81

Note also, that this is true also when N; = 0, due to the assumption on the growth of
derivatives of u. For the other factors, we perform the same estimations. We plug it in

(2.8.2) to get

A2 < ORISR ¥ 05 D08 T
7]

If we choose N big enough, so that at least one of the minimums give 3’ we get the claim,

due to (2.8.1)).

To establish the regularity of other coefficients, we proceed with the same procedure,
only that now we treat higher order coefficients of polynomial @), as reminders. Concretely,
for |y| < [8'] we have

QY =9Q, — Z e, ,y,Q( (x—2)""
<y

After finite differences, we treat the first term as before to get |h|*'~1l, while the second
one gives at least the same by already proven regularity (we can treat it as we treated
polynomials before).

The claim follows from [2, Theorem 2.1]. O

Lemma 2.8.8. Let u € L®(R"™). Suppose that for every z € QN By we have polynomials
PM ¢ P\ g _keg—1) such that

u(x) — Z PRz — 2)dsTFeot ()| < Cylz — 2\5/“, x € By(2),
k,1>0

and

u— Z Pj’ld8+k€0+l < CO; ’Lf d(xo) = 2r = |.I0 — Z|.

=0 CF' 4 (By (20))

Suppose that when (k,1) # (0,0), the coefficient (Pf’l)(a) are C?l_kao_l_|a|(8QﬂB1), with

phi (a)H ,
PEYD] | eyttt gy <

Then the same holds true also for PZO’0 i.e

ooy

c?' =1l anB, 5)
The constant C' depends only on n, s, 3, Cy, Cy.

Proof. We start with proving that all the coefficients of P20 are uniformly bounded for
every z € 92N By 5(0). In this direction, we stress that

(|  Bi(x)nQ

2€09NB, /5(0)
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has non-empty interior, hence we can get a ball B inside, with d(92, B) > ¢ > 0. Now we
can bound

1 1 1, .
1P20]| oo ) §’\POOdS’\LW(B *SHU—POOdSHL EHUHLOO(B)a

where we denoted @ = u— Y75 ;59 P gstheotl Byt since both terms on the right-hand
side above are bounded independently of z, we have

1P| ooy < C-

Now [I, Lemma A.10] applies.
We proceed towards finite differences. First, due to Lemma [2.8.6] we rewrite the as-
sumptions into

u
prin Z pRighotll < Clz — 2|%, ze€C., and
k>0

u
o D PRldet <C,
=0 % (Br (@0))

which implies that on the cone C, we have

u I
- E Phlgheott V| < Oz — 2773
k,1>0

for 0 < j < 3. We proceed as in Lemma
Choose |y| = |f']. On the cone C, we have

U o pk,l a gkeo+l 0,0 _
O = ZO Z()ap orodheott — g1 PO =,

0 a<ly

with |n,| < Clz — 2|/~ As in Lemma [2.8.7 - 7| we take the finite difference ot he above
equation of some order blg enough, and choose x in a suitable intersection of cones. Then
we can estimate

AR ns| < CpP 1,

‘Ah ds

as well as

/
Ao PRt ot = AN S ez — )Y 0 g

a'>a

Z Z ( )Ah <Ca’,z<2 — 0)5> (x — 0)a/7a768’yfadkgo+l .

a'>adé<a’—a
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The finite difference we estimate as in the proof of Lemma [2.8.7, (N’ comes from the
Leibnitz rule) to get

< CZ Z |h|(5’*k€o4*\a/|)AN"h|\5lv((N*N’)AB’) . ,h‘\a/*a*&%soﬂ*h*a\ < C|h|NAB’fM‘
a’,d N’
Once this is established, we conclude that for N > /',
‘Aﬁf (pZO,O)("/)} < C’h‘ﬁ’—w_

We proceed in the same way as in Lemma [2.8.7t when dealing with lower order coef-
ficients of P>° we treat higher order ones as ”the reminder”.
The claim follows from [2, Theorem 2.1]. O

Lemma 2.8.9. Let b > 0 and p > —b. Suppose ¢: Q — R is a C*TPV(Q) function, with
|p(z)| < Clz — 2|° for some boundary point z.
Then for any a < b+ p, and d(x1) = 2r we have

b
[6d¥)ce(B,(ar)) < C <M) :

r

Proof. First we deduce, that |D¥¢(z)| < C|x — 2|>~*, for k < b. Now choose a multi-index
v od order |a|, and compute

(6 @) - (o)) < 3 (1) 19°0t) — 0] - T o)+

a<y

+ 3 (2)orowl- e @) - o)

a<y

<ol >+ X o+ > DI ]| ooz — y][[ DV~ dP|| oo+

lal<b—1  b—1<|a|<b+p—1  b+p—1<|a|<y

oSS+ 3 | I @ pefa — ]| DI

la|<b  b<|a|<y

which after taking the worst term (second sum, |o| = 0) gives
< Clay — 2|PrP~ Yz — y| .
But since rP~% < r~°, the claim is proven. O

Lemma 2.8.10. Let p > 1, and assume f satisfies |f(x)| < Clx — z|P on the cone C, as
well as the interior reqularity estimate

p
T — 2
[flerso @y <€ <M> )

,
where d(x1) = |1 — 2’| = 2r (z1 does not need to be in the cone). Then we have

07 f(@)| < Clr = 2Pd M(x),  z€QnBi(2),1 <}l < p).
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Proof. Let us stress, that inside the cone the claim is true due to the growth and the
regularity estimates. First let us prove the case |y| = |p]. From the assumptions of f, we
have |07 f(z)| < C|z — z[P~1! on the cone. Choose now = € Q outside the cone. Let 2’ be
the closest boundary point. Denote z; := 2’ + 2{(z — 2') and 7; = |z; — 21| = 27 Ld(2).
Let N be such that z is the first point inside the cone C,. Then we compute

07 f (= |<Z|87f — O f(xio1)| + 107 f(2n)]

<Zc<xl 'Z|> Pl 4 Clay — 2P~

7,

< Clz — z|Pd~P)(2) ZZ*LW < Clz — zPd~P)(z).

Since x; ¢ C,, we have |z; — z| < Clz — z|.
For the lower order derivatives, we integrate the obtained bound along the line from =z
to . Choose |a] = |p] — 1 and compute

TN
0° @) < [0 Fla) = 0" flan) | +10 f(an) < | [ DI fo)
d(zN)
< / Cley — 2Pt~ dt < Clz — 2[Pd(z) 1],
d(z)
Iterating this, we prove the claim. O

Corollary 2.8.11. In the same setting as above, we get the estimate
Vf(@)] < Cla — 2Pd ™ (x).

Remark 2.8.12. We can integrate once more time, to get the estimate for f in the full

neighbourhoods of z:
[f(z)| < Cle — z["log d(x).
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Chapter 3

C?? regularity of free boundaries
in parabolic non-local obstacle
problems

3.1 Introduction
The fractional obstacle problem is the following

min{(—A)*u,u — ¢} =0 in R",
lim wu(z) =0,

|z| =00

where ¢: R” — R is a given function called the obstacle and

(-8 u(a) = cnapev. [ (ulo) = ule + y)ly| Py,
for some s € (0,1). The operator (—A)® is called the fractional Laplacian. This prob-
lem (and its parabolic version) arises in the study of the optimal stopping problems for
stochastic processes for example when modelling the prices of American options. For more
information see [20].

The study of the fractional obstacle problem was initiated by Silvestre in [82] and by
Caffarelli, Salsa and Silvestre in [23]. Since then there has been put a lot of effort in
studying this problem and is nowadays quite well understood. The interest of study in the
obstacle problems is twofold. On one hand we are interested in regularity of the solutions,
and on the other one we want to understand the set d{u > ¢}, called the free boundary.
In [23] they show the optimal C'** regularity of solutions, moreover they prove that at
any free boundary point zg € d{u > ¢} exactly one of the following two statements holds

CTlJrS
Cr?

i) 0 < ertts < SUP B, () (U — ¢)

.. Vr e (0,rq).
(i) 0 < sups (- 9) (0,70)

INIA

The points satisfying (i) are called regular points, they form an open subset of the free
boundary, and the free boundary is C® there for some a > 0. Later on it has been
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established that near regular points the free boundary is in fact C*° if the obstacle is C*°
(see [51l B55]). For results about the degenerate/singular points - the ones satisfying (ii) -
we refer to [34], 42 [45] and references therein.

Many methods used for establishing these results strongly depend on the tools only
available in the case of the fractional Laplacian. Therefore it was also challenging to extend
the above mentioned results to a more general class of integro-differential operators. The
dichotomy of the regular and degenerate points, as well as the C1® regularity of the free
boundary near regular points was proved in [22], and the higher order regularity of the
free boundary in [IJ.

Much less is known in the parabolic version of the problem:

min{d; + (—A)’u,u — ¢} =0 inR" x (0,7),

Notice that the nature of the problem strongly depends on the value of the parameter s.
For s > 1 the fractional Laplacian is the leading term (the subcritical regime), while for
s < % the time derivative is (the supercritical regime). The regularity of solutions was first

addressed by Caffarelli and Figalli in [T19], where they prove that the solutions are C1**
min(iE2 2)—
in space and C, (552)7¢ i time. Later on in [9] Barrios, Figalli and Ros-Oton show

that when s > % we have the analogous dichotomy as in the elliptic case, and that the
free boundary is C1® in space and time near regular free boundary points. Furthermore,
very recently in [75] Ros-Oton and Torres-Latorre improve the regularity of solutions in
the supercritical regime s < % to C! in space and time, which is optimal. Finally in a
forthcoming paper [38] Figalli, Ros-Oton and Serra extend the results from [9] to a more
general class of operators as well as to the case s = %

Despite all these results nothing is known though about the higher regularity of the

free boundary. An open question that seems quite challenging is the following:
Is it true that the free boundary is C™° (at least in space) near regular points?

The goal of this paper is to study this question for s > % and establish that near
regular points the free boundary is C>®. We consider the class of non-local operators of
the form

Lu(z,t) = pv. /n(u(az, t) —uly, ) K(z —y)dy (3.1.1)

Ay ™2 < K(y) < Aly|™™ %, y € R", K is even and homogeneous,

for 0 < A < A, called the ellipticity constants. Our main result reads as follows. (We refer
to Section for definition of the parabolic Holder spaces Cg )

Theorem 3.1.1. Let s € (3,1). Let L be as in B.1.1)), with its kernel K € C*(S"1).
Let u be a solution of
min{(0; + L)u,u —p} = 0 in R" x (0,7)
u(-,0) = ¢ in R™,
with ¢ € C*R").
Then the free boundary 0{u > 0} is C’g“‘ near regular free boundary points for some
a > 0.
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It remains an open problem to improve the regularity from C?*% to C*; see Re-
mark below.

To prove this result, we exploit the fact that the normal to the free boundary can
be expressed with the quotients of partial derivatives of u — ¢, see [I}, 27, 28]. Hence we
closely study the boundary behaviour of solutions to

{(8,:+L)w = f inQNQ

w = 0 inQ°NQ, (3.1.2)

for some open set Q C R™! as the mentioned derivatives solve such equation. There
was not much attention put into the studying of the boundary regularity of solutions in
moving domains, the only known results to the bests of our knowledge ([10, B2, 48, [76])
consider cylindric types of domains. We provide that the solutions grow like distance
to the boundary to the power s, which in combination with interior regularity estimates
gives Cj regularity up to the boundary. Refining the argument, and comparing solutions
directly amongst each other, we are able to establish the boundary Harnack inequality of
the following type.

Theorem 3.1.2. Let s € (%,1). Let Q Cc R pe C; mn Q1. Let v,e > 0. Let L be
an operator of the form (3.1.1)), with kernel K € C'=5(S"~1). Assume u; € CJ(Q1) N
L>*(R™ x (—-1,1)), i € {1,2}, solve

(Or+L)yu; = fi inQNQ
up = 0 i Q°NQ,
with [fi]cé_S(Qle) <1, and [ui]ql{ss (L) < 1. Assume also that ug > cod®, for some
co > 0. Then
=L <c
u2 C;7€(QWQ1/2)

where C' > 0 depends only on n, s, e, co, Go and ellipticity constants.
If additionally ) is Cg in Qq for some > 1+s, K € C?P+1(sn—1), [fi]CS(Qle) <1,
P
and [u;] 1 <1, then
C7 (Rhx(=1,1))

a1

Uz

< C.

03575(50Q1/2)

To obtain the boundary Harnack inequality, we develop expansions of the form u; —Qus
at boundary points of orders up to 3s — ¢, where @ is a polynomial in space variables of
degree 1. In combination with interior regularity results this yields estimates for the
quotient as well.

Remark 3.1.3. Note that in the parabolic non-local setting the interior regularity estimates

require global time regularity of solutions (see [32, Lemma 7.1]). This is also one of the

reasons why we only get C’g’a regularity of the free boundary in Theorem Namely,
0l

the time derivative of the solution to the obstacle problem is globally C/**, where 1 — s <
v < 2—5s (see [9], [19] and [38, Corollary 1.6]). Hence we can only use the interior
estimates for orders up to v + 2s. Therefore with the method we use, we can get the
boundary Harnack estimate of order at most v + s, which is smaller than 2, and hence we
can not deduce that the free boundary is better than C*.
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It remains an open problem to decide whether the free boundary is C*° near regular
points or not.

As a consequence of our result we also obtain the optimal Hélder regularity of v and
of u/d?, thus extending the results of [76] to the case of moving domains. More precisely,
we prove that any solution of satisfies
u

ueCyy and pr

25—1
€ G,
see Corollary [3.3.14

3.1.1 Organisation of the paper

We start the body with presenting the notation in Section [3:2] In Section [3.3] we provide
the results regarding the boundary regularity of solutions to (3.1.2)), and we prove Theorem
B-1.2] In Section [3.4) we prove Theorem [3.1.1] In the last section of the body, Section
we establish results about operator evaluation of the distance function to the power s,
which is required in some proofs from Section At the end there is an appendix where
we prove technical auxiliary results, to lighten the body of the paper.

3.2 Notation and preliminary definitions

The ambient space is R"*!1 = R™ x R, where the first n coordinates we denote with
x = (x1,...,%,) and the last one with ¢. Sometimes we furthermore split = = (2, x,),
for #/ = (x1,...,2,-1). Accordingly we use the multi-index notation a € NSH, a =
(o1,...,an, 1), lal, = a1 + ...+ oy + 2504, and furthermore

o 8 al a Qn a ot
0% = | — o...o — o| — .
ox1 oxy, ot

The gradient operator V, differential operator D and Laplace operator A are taken only
in x variables.

For 2 C R"*! we denote the time slits with ; = {z € R™; (x,t) € Q} and the distance
function to the boundary in space directions only with d;(z) = dy(x,t) = inf,cpq, |z — z|.
We also write |(z,t) — (2/,t')], = |z — 2| + |t — t’]i.

We denote with @, (xo,to) the following cylinder of radius r centred at (z, o),

Q0. 0) = Brlan) x (10 — 110+ 1),

When (x9,t0) = (0,0), we denote it simply Q,. We denote Q". = {|z'| < r} x (to— 7%, to+
2s
r%).

Finally, C' indicates an unspecified constant not depending on any of the relevant
quantities, and whose value is allowed to change from line to line. We make use of sub-
indices whenever we will want to underline the dependencies of the constant.

We define the parabolic Holder seminorms of order o > 0 in the following way
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Definition 3.2.1. Let © be an open subset of R"*! and let s € (,1). For a € (0,1] we
define the parabolic Hélder seminorm of order « as follows

uz, 1) — u(a', )|

[U] oy = sup &)
GO e |z — e + |t — |5
and Jula, ) = uz, )]
ulx,t) —ulz,t
[Ugaig =  sup - -
GO b mi)en |t — ]«

If € (1,25], we set

For bigger exponents a > 2s, we set

p

We furthermore define the parabolic Holder space of order «
Cr Q) =1{f; [f]C,%‘(Q) < 00, D*ALf € C%(Q) whenever k + 2sl < a}.
We are now able to define what means that a set is C}.

Definition 3.2.2. Let Q C R*™! with 0 € 09, r > 0, and o« > 0. We say that € is Cy
in Q,, if 92 N Q, is a graph over the n-th coordinate of some function g € CZ‘)"(Q;), with
[9)ce(qr) < Go, for some Go > 0.

P T

In the paper we work with a distance function to the boundary. Since we need it to
have more regularity than just the euclidean distance, we give precise statement in the
following definition.

Definition 3.2.3. Let Q be C’g in @y, for some g > 1. We denote with d a function
satisfying

de CHR"™MNCE({d>0}), C 'dist(-,00N Q1) < d < Cdist(-,02N Q1) in QN Qy,

|DFd| < ¢d®~*, in {d > 0}, for all k > 3.

Any such function is called a regularized distance.
Furthermore we denote with 1 a diffecomorphism v: R**! — R+ such that it holds
YN Q1) = Q1N {z, >0}, and that ¢ € CL(R™1) N C2({d > 0}), with

|DEy| < CdPE,

for all k > 3, in {d > 0}.
The construction of d and % is provided in Lemma [3.6.1
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3.3 Boundary regularity in moving domains

In this section we prove the results regarding boundary regularity of solutions to .
We follow the ideas from [32, [76], but in our setting the domain does not need to be
cylindric. The main tool is using contradiction arguments in combination with blow-up
techniques. This is why we work with domains that are at least C’; near the origin, since
they give a half-space after blowing up. Let us stress that for all the estimates we need
to assume that the solutions are already Hoélder continuous with some (small) positive
exponent. As we use these estimates on the derivatives of the solution to the obstacle
problem, which is C1®, this does not cause issues.

3.3.1 Holder estimates

We begin with establishing a-priori boundary estimates for orders smaller than s.

Proposition 3.3.1. Let s € (%, 1). Let Q C R™! pe C; in Q1. Let v € (0,s) and € > 0.
Let L be an operator of the form (3.1.1)). Assume u € Cp(Q1) is a solution of

(8t—|—L)u = f inQﬂQl
u = 0 nQ°NQ,

with fd® € L>®(QNQ1). Then

[ule (@) <€ <||fds||L°°(QmQ1) +;1;Ii R5_28||u|!Loo(BRx(_1,1))> -

The constant C' depends only on n, s,v,€, Gy and ellipticity constants.

We prove it in two steps. First we establish a weaker estimate of similar type in the
following lemma and then prove that it in fact implies the wanted inequality.

Lemma 3.3.2. Let s € (3,1). Let Q C R""! be C’; in Q1. Let e > 0. Let L be an
operator of the form (3.1.1). Assume u € C;~(R" x (=1,1)) is a solution of

O +Lu = f inQNQ
U 0 inQ°NQ,

with fd* € L®(QNQ1). Then for every § > 0 there exists C > 0 so that
[w]es—=(anqy ) < Oltlos—=@nx(-11y) +C (1|1 o (@@ + 1wl Lo @ (~1,1))) -
The constant C depends only on n, s,e,8, Gy and ellipticity constants.

Proof. We can assume that || fd®||peong,) + [|ullree®nx(~1,1)) < 1, since otherwise we
would divide the equation with a suitable constant. We argue with contradiction. Assume
there exists 6 > 0, so that for every k € N there exist domains 2, that are C; in Q1, ug, fr
and Lj operators satisfying so that the suitable equation holds, but

[uk]ci,‘ie(QkﬁQl/z) > 5 [uk]c’;ff‘:(RnX(_Ll)) + k (331)
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Pick (ka,tk), (yk, Sk) € QLN Q1/2 so that

1 [ug (r, tr) — ur (Y, S1)|
5 [kloy(9,nQ, ) =

R i e
We define pg := |xr — yr| + |tk — Sk‘Q% Using (3.3.1)) we see that

S—&

C
Pi [uk]CSﬂ(QkﬁQuz) < Clu(zr, te) — ulyr, sp)| < 20 < k [uk}cﬁﬂ(ﬂkﬂﬁ?uz) ’

which yields that pp — 0 as k£ — oc.
Now we have the following dichotomy

do (T, tr)

Case 1) lim sup —————= = o0,
k—o0 Pk
d t
Case 2) lim sup A2k, i) =y < 00.
k—o00 Pk

Let us first treat the case 1). We define

1
Ukl oy (-1, PR~ (un( + e, tr + pR°E) — (ks 1)) -
Cp *(Rnx(—1,1)) Fk

vg(z, t) =

We have v;(0,0) = 0, [vg]x < 1 for any compact set K C R""!, provided that k is big
enough, and moreover

il zo(@u) = 1ve(py (e — zi), P52 (s1 — tr)]
1
= = |uk(Yk, sk) — ur(zp, t)|
[uk]cs-e @nw(~1,1)) Pk

> l [Uk]cg—f(Qle/z) > é
- e

C lurlog s (-1

where in the last step we used (3.3.1]). Moreover vy, satisfy

S+¢e
Pk

(8t + Lk)Uk = [ ]
Uklos== (R x(~1,1))

fipr 1 Up N Q1yp,, (3.3.2)

where Uy = {(,1); (zx + pr, tx + pp°t) € Q) and frp, (2,8) = fr(ze + pr, te + pi°t).
Note that Uj, converge to R™*!, while
+e j—s
pz-i-a 'Oz k,py
fk’,p <—= — 07
[uk]c;*E(Rnx(—Ln) * k

locally uniformly in R"*!, thanks to (3.3.1]). Moreover, Lj converge (up to a subsequence)
to an operator Lg satisfying (3.1.1]).

Passing to subsequence we get that v, converge to a function v locally uniformly in
R™ 1. The function v satisfies v(0) = 0, [v]gnt1 < 1, which implies

||U||L°°(QR) SRS, R > 0.
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Thanks to [32, Lemma 3.1], the function v solves
(O + Lo)v =0 in R"1

and hence by [32, Theorem 2.1] v is a constant function. Hence v(0,0) = 0 and |[v|[ze(q,) >
0 contradict each other.

In the case 2) we proceed similarly. We choose (2x,tx) € 92N Q13 so that dy(wk, tx) =
|z — xk|. Then we define

1 2s
o e uk (2 + prT, te + pi°t).
3 (Rrx(—1,1)) Pk

vg(z,t) =

We have v(0,0) =0, [’Uk]C;—S(K) < 1 for every compact set K C R""! and k big enough,
but moreover

ty) — 1 [wles—=(a
”Uk-(é‘k,()) —Q]k(’r]k-"]—k” — |uk)(xk‘7 k‘) uk(yk78k‘)‘ > P ( ka1/2)

s—e = o~ > cod > 0,
[uk]C;’E(R"X(—Ll)) pp - C [“k]c;*(wx(—u))

thanks to (3:3.1), where & = pi (2 — 2&), (e, 7k) = (P (W — 21), Py, > (k. — ti)). All
points (&x,0), (k, 7)) are contained in Q1.
In this case vy solves

s+e

(O + L) vy, AP Tropn kN Q1/p,
v = 0 in UL Qyp,-
: st Py e dy : :
Due to (3.3.1), it holds r] P eon| < — kk’”k. Choosing a suitable subse-
Hop T R X (—1,1))

quence {k;}ien, so that v := lim vy, £ = lim &, (n,7) = lim (g, 7%,) exist, we deduce
=00 =00 =00
from [32, Lemma 3.1] that

(Or+ Lo)v = 0 in {z, >0}
v = 0 in{z, <0},

for some homogeneous operator Lg satisfying . Moreover v inherits the following
properties: v(0,0) = 0, [”]C;*S(Rnﬂ) <1 and |v(§,0) —v(n, )| > cod > 0. It follows from
[32, Theorem 2.1], that v is a constant function, and hence v = 0. But this contradicts
the fact that v has different values at (£,0) and (7, 7). O

We show next how to conclude the a priori boundary regularity estimate using this
lemma.

Proof of Proposition[3.3.1. We choose a smooth cut off function n € C°(Q1), so that
n =1in Q3/4. We apply Lemma @l on the truncated function nu to obtain that for
every 0 > 0 there is C > 0 so that

[uleg(@y,0) <9 Muloy@nx-11y) +C (HgdsHLm(QO) + HWHLw(Rnx(l—,l))) ,
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where we denoted g = (0; + L)(nu). Since n = 1 in @/, we have g = f — Lu(1 —n) in
Q2N Qq/2- We can furthermore estimate

]y mnx(—1,1)) < [y + 1A =muley @) < Clulegqy) -

and
[ L(u(1 —n))(z,t)] < / lu(y, t)(1 —n)(y,t) K (z,y,t)| dy
B34
< Asup B[l oo (Brx (-1.1) / ly[25 |z — y| "2 dy
R>1 S
< Csup R |ul| Lo (B x (~1,1) -
R>1
This gives
ez (@uyn) < 0 luloyon +C <||fds”L°°(ﬂﬂQ1) o Ra_QSHM'LOO(BRX(l_’”)) ’
which by [33, Lemma 2.23] and the covering argument proves the result. O

In the following result we establish a version of the estimate that is used later on.

Corollary 3.3.3. Let s € (3,1). Let @ C R™™ be C} in Q1. Let v € (0,s) and £ > 0,
v2 € (0,1). Let L be an operator of the form (3.1.1)). Assume u € CJ(Q1) is a solution of

(8t+L)U = f1+f2 Z"I’LQQQl
u = 0 in Q°NQ1,

with fid®* € L®(QNQ1), and fo € CP* (2N Q1). Then

[U]c;(Ql/2) <C <Hf1dSHL°°(QﬂQ1) + [f2]cg2 "‘%‘ili R_28+8‘|UHL°°(BRx(—1,1))> .

The constant C' depends only on n, s,~v,, Gy and ellipticity constants.

Proof. To pass from L norm to the Holder seminorm in the right hand side, we find
function v solving

{(at+L)v = £2(0,0) in QNQ
v = 0 in (2N Q)"

Then we have |f2(0,0)| < C|[v||r@ng,) and by comparison principle

[lu = vl @nqr) < CULAE I+ IIf2 = f200,0)[] + [Jull L q))
< (1A + [falege + Mullpeqg))-

Furthermore it holds

1(f1 + f2)d|| e (@in) < IIf1d||Lee + |[f2 — f2(0,0)[] + | f2(0,0)]
< [1f1d||zee + [fal oz + Cllvll (g

< C (IlAd Nl + [feloge + lullz(on) + 1 = vllx(y)

< C (il + [felege + Il oo 11 )
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and hence by Proposition [3.3.1] we conclude

[uen (@) <C (HfldSHLoo(le) + [falepe + HUHLOO(R“X(—l,l))> :

It remains to replace the L norm of v at infinity with the term as in the statement,
which is done with the same cut-off procedure as in the proof of Proposition O

3.3.2 Boundary Harnack in C} domains

We now turn our attention to the deriving the boundary Harnack inequalities. To prove
that the quotient of two solutions is regular of some order o up to the boundary, it is
heuristically enough to prove that the solution in the numerator can be approximated by
the solution from the denominator multiplied with a polynomial of order a up to order
a+s. The regularity of the quotient can then be deduced from interior regularity estimates.
We start with establishing such expansions of order 2s.

Proposition 3.3.4. Let s € (3,1). Let Q C R""! be Cy in Q1. Lete >0 and p € (0, s).
Let L be an operator of the form (3.1.1)). Assume u; € Cp(Q1), i € {1,2}, v > 0, solve

(O +L)u; = fi inQNQ
w, = 0 inQ°NQ,
with ||d° fill Lo @ng) < 1, [|willree(Byx(=1,1)) < R*7P for R > 1. Assume also that
ug > cod®, for some cg > 0.
Then for every (z,tg) € 92N Qy /o there exists a constant q( ), so that

1\2s—p
0a(2,) = ge gz ) < C (Jo = 2|+ |t —tol )

The constant C' depends only on n, s, p, €, co, Go and ellipticity constants.
Moreover for every (zo,t0) € QN Q/2, such that dx(zo) = |z — 2| = car, we have

[Ul - Q(z,to)uﬂ Cgsip(Qr(ontO)) =C

Proof. Thanks to the translation and rescaling invariance of the statement, we only need
to prove the case when (z,tp) = (0,0). We prove the claim with contradiction. As-
sume that for every k& € N, there exist domains {2 that are C; in Q1, wik, fir, with
|1d” fill Lo (nQ1)> SUPR>1 R€_25Hui|\Loo(BRX(,Ll)) < 1, and Lj operators satisfying
so that the suitable equations hold, but for any choice of g we have

sup

w1k — qruzkl| Lo (Q,) > k-
r>0

r2s—p

Next we define
er Uy kU2 K

Qkyr = — 5
er Uy g

so that er(uLk — @ ruzi)ug g = 0, and set

o(r) . | - I
) = supsu u u oo .
kp p>13 2s—p ULk = Tk, pU2,k 1| L>°(Q,)
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Notice that # is monotone decreasing and thanks to [57, Lemma B.7] and the contradiction
assumption it holds lim, o #(r) = co. Now choose sequences 7y, and k,,, so that

m 1 1
— < 50(rm) < 55 U1k = G W2,k [ 20 (@, ) < O(Tm),
4=9 25 m
and define
U (1) = g (W ks = Tk, U2,k ) (P, T ).
O(rm)rm

Next we estimate

|k — aror|l < CT7°|qr o n — Qr2rta k]| oo (@, N {dp>r/2})
< Cr([lur e — grruzkll L@, + 1Lk — Gr2rtzkllLoo Qo))
< CO(r)r*.

This implies in the same way as in [I, Proposition 4.4], that Z’(“f) — 0,as r J 0, and

[om||Loo(@r) < CR?**7P. Moreover by the definition of 8 it holds ||vm||fe(g,) > 3. Let us
turn to the equation that v, satisfies

(at + Lkm)vm - g(r,,?;) (fl,km - ka,rme,km) in Up, N Ql/rm
u = in Ug, N Q1,5

e}

with notation as in (3.3.2]). Rescaled Proposition say, that for every M > 1 we get
that

[vm]CZ(QM/z) < C(M),

provided that m is big enough. This along with the convergence result [32], Lemma 3.1]
allows us to pass to the limit (up to a subsequence) to get that v := lim,, o vy, solves

(at+L0)U = 0 in {$n>0}
v = 0 in {z, <0},

for some operator Ly satisfying (3.1.1). Moreover it holds |[v||ze(qy) = 5. ||v]|z(Qp) <
CR?*~° and le v-(2,)% = 0. Then the Liouville theorem from [32, Theorem 4.11] implies
that v(z) = ¢(x,)%, which gives rise to the contradiction.

To prove the moreover part, we first notice that g, ;) are bounded independently of the
point (z,tp), thanks to [57, Lemma B.5]. Then we apply interior estimates (Lemma
on rescaled function u; — q(, 4, u2 together with the above established estimate with [58|

Lemma A.3], to get the wanted estimate. O

Note that the argument works only for orders smaller than 2s, since the growth of
the blow-up function at infinity inherits this order, which is the largest admissible growth
when dealing with non-local operators of order 2s.

As mentioned before, the established expansion imply the boundary regularity estimate
for the quotient of two solutions, for orders smaller than s.
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Corollary 3.3.5. Let s € (%, 1). Let Q C R™" be C’; in Q1. Let p € (0,s). Let L be an
operator of the form (3.1.1). Assume u; € C)(Q1), i € {1,2}, v > 0, solve

(O +L)u; = fi inQNQ
w, = 0 inQ°NQ,

with [|d? fo|| Lo (ong,) < 1 and |[ual|pe(Brx(=1,1)) < R?*7P for R > 1. Assume also that
ug > cod®, for some cg > 0.

Then
uy _
— B <C <HdpleL°°(QﬂQ1) +sup R 25+p|’ulHL°°(BR><(—1,1))> ,
U2 Cp " (2NQ1/2) R>1

with C' > 0 depending only on n, s, p,co, Go and ellipticity constants.

Proof. Dividing uy with [|d” f1|| e (0ng,) + Suprs1 B 2T°|[u1][ oo (pyx(—1,1)) and thanks
to [67, Lemma B.2] it suffices to prove

<,

5
Y21 c5=P(Qr(xo,t0))

independently of (zo,fp) and 7 whenever Qg(wo,t0) C 2N Q1 and dy(wo,t9) < Cir,
with C7 depending only on €. Denote (z,tg) € 99 the closest point to (xg,tp), and
Cir = |z — z|. Proposition [3.3.4] gives

b1 = quelezor(@uaotoy S G Ilur = quallioe @ a0 < O™

for a suitable constant g. We now apply Lemma to get

u
1 <,

[uJ Cp ™ P(Qr(z0,t0))
where the interior regularity for uo is provided by Lemma [3.6.3] The claim is proven. [

We prove next an estimate for the regularity of the quotient of two solutions in the
form needed later on.

Corollary 3.3.6. Let s € (3,1). Let Q CR""! be C} in Q1. Lete,&' >0 and v € (0,1).
Let L be an operator of the form (3.1.1)). Assume u; € CE,(R” x (—1,1)), i € {1,2}, solve

O+ Ly = fi mQNQ
up = 0 nQ°NQ,
with || f2||Lec@ng) < 1 [Juzllpe(Brx(=1,1)) < R*7¢, for R > 1. Assume also that uy >
cod®, for some cy > 0.

Then
(151

U2

< C([Aleyngn t 1wl pe@ax—1.1)) ) »

with C' > 0 depending only on n, s, &, co, Go and ellipticity constants.
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Moreover

“ —2s+¢

u < € (IAlegianan + 50 B2 nlgg sy + luallin).
u9 Cgis(ﬁle/Q) P( le) R>1 P( RX( 7)) ( 1)

and if the kernel K of the operator L satisfies [K]CV(BC) < Cr~"2577 we have

Uy

—2s
SC ([fl]c;(Qle) + Is:ilile +e [Ul] Y

U2 C2® (Brx(=11))

Cr 5 (QNQ1/2)
+ sup R_QS_V_E‘|Ul||L°°(BR><(—1,1))> :
R>1
Proof. We split u; = u + v, where (0; + L)v = f1(0,0) in ©, and v = 0 in Q°. Then
we have that [f1(0,0)] < Cl|v|[e(q) and [[ul|pe@@ng,) < C(1f1 — f1(0,0)|[z@nq.)) <
C [fﬂcg(Qle) . Hence

1f1llz=an@u) < 110,00l + C [filgianan < € (Ivllz=@nan + Uileganan)
< C (Il @y + Il z=@nay + iley@nan

<C (HU1HLoo(mQ1) + [fﬂc;(m@g) :

The first estimate now follows from Corollary
To prove the moreover case, we use the already proven result on the function @ = u;yx
instead of w1, where x € Cg°(Bi1), with x = 1 in By5. Then u solves (0; + L)u =

(O + L)ur + L(ur (x — 1)) = f1 + [ in Q374 N Q. We estimate [f] CJ(ONQs)) O follows

(@, t) = f(a', )] =

/ ur(1 - x)(@ +y, ) K(y)dy
32/5(71)

_/Bc ui(l = x) (@ +y,t') K (y)dy

4/5(795/)

< / s (2 + 1, 8) — w4y, 8| K (y)dy
B

c
1/20

Hlhullsean [ Ix+u) =X + K )y

c
1/20

<o — ']+ |t — ]3) (/
BC

1/20

[l () K (Y)dy + Cx!lullle(Q1)>

(Iyl +1)>

gux_:c'yuu—t'r%)(Aco/ s dy+CHU1HL°°<Q1>>
Bi, WY

<(|lz — &' + [t —¢']25) (CCo + Cllur]|=(y)) »

where Cp stands for supp., R™2+¢ [ul]cg( Brx(—1,1)) - Applying the already proven in-
equality for Q3,4 and Q; /5 (which follows from the covering argument) gives

<C <[f1]c’;(QﬁQ1) + ]S?lili R>ote [ul]C;(BRX(—l,l)) + |u1|L°°(Q1)> :

)
u2 05725(50621/2)
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To pass from the growth control with the parabolic Holder seminorms to seminorms in
time with L° growth, we proceed in the same way as in the moreover case of Lemma

The claim is proven. O
B.6.3]

In the following proposition we establish the expansion for two solutions for orders
between 2s and 1+ s. In order to exceed order 2s, we work with Hoélder seminorms of the
quotient directly. We follow the idea of [76, Proposition 3.3].

Proposition 3.3.7. Let s € (%, 1). Let Q C R™*! pe C]% in Q1. Lete >0 and v > 0. Let
L be an operator of the form (3.1.1), with kernel K € C'=5(S"1). Assume u; € CJ(Qn),
i € {1,2}, solve
(O +Lu; = fi mQNQ
{ U; 0 mQ°NQq,

’I,U(Lth [fl]C;ié(QﬁQl) S 1, [Ui]ct%(BRX(_Ll)) S R2571’ and HUQHLOO(BRX(_Ll)) S RS and

[t oo (Brx(~1,1)) < R35717¢ Assume also that us > cod®, for some co > 0.
Then for every (z,t) € 02N Q1 /2 we have

|:u1 T} < C?“l_s ’
U2 C5E(QNQ(2,1))

where g, equals arg miﬂx{} fQ mﬁ(% —q)? and C > 0 depends only on n,s,e,co, Gy and
q€ "

ellipticity constants.

Proof. Without loss of generality we can assume that (z,t) = (0,0). Moreover, if we cut

off u1 with a smooth function x € CZ°(Bi) that is 1 in By, we can assume that u; = 0

outside @1, since this does not ruin the estimate for C;_S seminorm of the right-hand side

of uy (see the proof of Lemma [3.6.3). We argue with contradiction. Suppose that for each
k € N there exist Qp, u; k, fik, L as in the statement, so that

s—1 ulvk =
supsup r — Ok -
k r>0 U2,k Cy 2 (%NQr)
. B . ULk _ )2
with ¢, = arg ggﬂg meQk(ug,k 0"
Then we define
1 | U1k
(r) = supsup p° { - qf’vk] ’
k p>r U2,k Cr™ 2 (%NQy)

which is monotone in r, finite for » > 0 by Corollary and goes to co as r | 0, thanks
to the contradiction assumption. Hence for every m € N we can find k,, and r,, so that

m _ 0(rmy)

—1 | U1k
7< <,r,51 sivm
4 = 2 _m[

- qrmukm:|
u27km 0157‘725(

< O(rm).

kaﬁQrm)

In particular r,, — 0 as m — oo. We define the blow up sequence

1 U1 Ky, 2
Um(l" t) = 0(7’ )7’1_26 (UQ k - q""'nukm) (T'me', r’n’ft)
m m yRm
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Notice that by definition of ry,, ky, and ¢, ,, we have

1
B S _0 3.3.3
[vm}cp *(QmNQ1) = 9 an /Qmel o 7 ( )

where Q,, = {(z,t); (rpz,r2t) € Q,,}. Moreover, the way 6 is defined gives a control
on the growth of v, in the following manner

s—2¢
Tm u17k7n
2e

[U ] s—2e - — - m,km:|
m Cp (QmeR) H(Tm)r}n U2’km " 05725((2meer)
1 U1k,
< — |: — Qer,km:| (3.3.4)
g(rm)rm U’27km Cg_2E(Qmeer)
<O Ern) 7 s
O(rm)rm °

for every R > 1. In combination with mele vm = 0 we deduce ||vm ||z~ (Q,nq,,) < C uni-
formly in m. Combining it with the growth of the seminorms, we deduce ||vm |z (Qzn0,.) <
CR'™2¢. Notice that these estimates hold true for general k,r, since we only used the def-
inition of # and not of r,, ky,. Therefore we have

|ark — Gerkl _ Nk — @2rillL> (@0
o(r) o(r)
[t /v k—gillo@eney) U1k U2 ko, || Lo (@rn02n)
B o(r) o(r)
1 U
1-2 1,k
<r T O <u —q k)
2,k L (Q,NQy)
_ 1 U1k
+ () o (2 g
0(2r)(2r)1=2 \ugy L% (030
< CortT?,

Hence as in the proof of [I, Proposition 4.1], we conclude that ZZ’TI“) — 0 as r | 0, uniformly

in k.

We now define

1
2
Ulym(SU, t) = T+s—2¢ (ul,km - qrmykmu2akm) (Tm:L‘,TWf )7
O(rm)rm
and )
2
vo,m(x,t) = TTqum(rma:,er ),
m
_ Vim .

so that v, = Vo Thanks to assumptions on ug , we have that [UZW}C;(RW(77«;313,@35)) <

L |0 4 Li,, )v2,mll Lo (0100, < 1 and vz m > ccody,, were dy, denotes the distance func-
tion in £2,,. Therefore we can apply Corollary t0 Uy (M-, M?5-) and vy, (M-, M?S),
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to get

[vm]CS’E(QmﬁQM/z) < C(M) ([(at + Lkm>vl,m]C;—S(QMQO)
+ sup BT [v1m] 1-s
R>M Ctﬁ(BRX(—MQS,MQS))

+ sup R—$—1+6||U1’m||Loo(BRX(MQS,MQS))> ,
R>1

for every M € N, for m big enough. Let us now show that all the quantities in the
right-hand side are bounded uniformly in m. First,

1
(O + Loy )v1,m (2, ) = ———=5-(Fiem — Gron o S200 ) (T, T 1),
O(rm)rm

and hence
2e

"m

[(at + Lk’m)vl’m]C;*S(QMﬂQm) = Q(Tm> [f17km - qu,kmfz,km]C;—S(

N 0(rm) ’

QM'rmﬂka )

which is bounded by assumption on the seminorms of f;; and the fact that ng) — 0 as

r J 0 uniformly in k. The growth term we estimate as follows

[Ul’m]ct% (Brx(—M?2s M25)) = [Umw’m]c:’fss

< [vm]C;_QE(QR) R872871+s||v27m||L°° + [UQ,m]CtIQ%S vaHLoo(QR)

S Rl—sRQS—l—Qac(M)RS + C<M)R2s—1Rl—2€
< C(M)RQS—Q&"

where we used the growth control of v, from (3.3.4)) and [UM]C;‘S(BRx(—1 ) < R2s-1
which holds by assumption. The last term is estimated similarly

101 ml £ (B (~ar2s, a2ey) < vml|zoe [[vzml [0 < C(M)RIT* R

Putting it all together, we get that |[vm ||z (q,.nq,,) and [vm]C;*E(QmeM) are uniformly
bounded, which implies that v,, converge to some function v in 05_25 in any compact
subset of {x, > 0}. Moreover vy, converges to c(z,)% in 05_25 locally in R™"*!. Hence
also vy, converges to w := v - (z)5 in C5~> locally in R™1.

We claim that w satisfies the hypothesis of the Liouville theorem [76, Theorem 2.1].
To see this, note that for fixed h € R™, h, > 0, and 7 € R we have

1 . .
(at + Lkm)(vl,m('r + h? t + T) - ’ULm(x, t)) = 1—s (flyk?m + q?“mykme,km> Y
O(rm)rm

where fi,km = fitom (rm(x + h),r%f(t +7)) = fikm (rma:,r,%:ft). But

|f:i7krn| S C(h’ T)T})’L_s [fi,knl]C;iS(leka) ’
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which is bounded by assumption. Hence

C(l + qu,km)
0(rm) ’

which goes to 0 as m — co. Hence we can pass to the limit with [76, Lemma 3.1], to get

|(8t + Lkm)(vl,m(x + h7t + T) - 1)17m($, t))‘ <

(Or + Lo)(w(z + h,t + 1) —w(z,t)) =0, whenever z, > 0.

Passing the growth control of v,, to the limit gives [LS]
g & m g (xn)+ CS—ZE(QRQ:C”>O)

hence [76, Theorem 2.1] implies that w = ¢(x,)%, and hence v = q. But passing to the

limit quantities in (3.3.3)), we get that [”]CZ*QE(Qm{xnw}) > % but also leﬂ{xn>O} v=0.
These contradict each other, since v is a constant function. ]

< R, and

Remark 3.3.8. We actually need not work with the decay of the seminorms of the quotient
in order to establish expansions of order 1 + s. We nevertheless presented the result,
since we believe they might be important for establishing expansions of higher orders and
moreover we correct some imprecisions from [76, Proposition 3.3].

As a consequence we get C1=¢ regularity of the quotient of two solutions up to the
boundary.

Corollary 3.3.9. Let s € (%,1). Let Q ¢ R be C’; in Q1. Let v,e > 0. Let L be
an operator of the form (3.1.1), with kernel K € C'75(S"71). Assume u; € CJ(Q1),
i€ {1,2}, solve
(O +L)u; = fi inQNQ
{ w, = 0 inQ°NQ,
with filoyangy < 1 bl e S R*=7L and ||ug||z (Bex(-1,1) < R and
[t oo (Brx(=1,1)) < R371=¢ Assume also that uy > cod®, for some co > 0.
Then

u
-1 <0,

C;_E(QQQUQ)
where C' > 0 depends only on n, s, e, co, Go and ellipticity constants.

Proof. Proposition in combination with [76, Proposition 3.4] give that for every
(2,7) € 92N Qy 2 there is a constant ¢, -y so that

U2

14+s—e

Jur (2, 1) = gz ryuz(@, )] < Clw — 275 4 [t — 7 727).

Analogously as in the proof of Corollary[3.3.10] in combination with interior and boundary
regularity estimates (Proposition and Lemma 3.6.3) we conclude for any (xq, tp), such
that d,(xo,t0) = |(x0,t0) — (2, 7)|p < cqr, and that Q2. (x0,tp) C 2N Q1 we have

[U]_ - Q(z,q—)UZ} C;%+37E(Q7'(-7707t0)) S C
We can apply Lemma to get that

Ui u1

= { ~ (27 <G,

[“2] Ch 5 (Qr(zorto))  LY2 ]C;‘%Qr(xo,to))

where Lemma [3.6.3] provides the needed interior estimates for us. The result now follows
from [57, Lemma B.2]. O
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3.3.3 Boundary Harnack in C) domains

We now present a result that is required for establishing boundary Harnack inequalities of
higher orders. It shows how well can we approximate solutions with d® near the boundary
and in the interior.

Corollary 3.3.10. Let s € (%,1). Let Q C R""L pe C’g in Q1, for some > 2s. Let
e > 0. Let L be an operator of the form (3.1.1). Assume that u € CjJ(R" x (—1,1)), v > 0,

solves
O+ Lu = f inQNE
u = 0 inQ°NQ,

with ||d*5 f|| Lo @ngr) < 1o ullneo(Brx(-1,1)) < RS
Then for every (z,t0) € 02N Q15 there exists a constant q(, ), so that

[1(2,2) = 4oy (@ )] g gy < O

1
s r << 5
The constant C depends only on B,n,s,e,Gy and ellipticity constants.

Moreover, if additionally B > 1+ s and [f]cg(Qle) <1, and [u]C%(B (1) =
t R -4

R3s71= for some o € (0,5 — €|, then for every (wo,to) € QN Qy/a, such that dy(zo) =
|xo — 2| = cqr, we have

—14s—
[’LL — q(z,to)ds] Cg+25(Qr(ﬂco,to)) S CT +s oz‘

Proof. From Corollary and the fact that (9; + L)d® is bounded by d*~! (see [58,
Lemma 3.2]) we get

u <C dS <C 1 3s—1
ez iy SC 0~ deand @01 < C (jo =2l + [t =t )

Moreover Corollary |3.3.14] gives that u € C;(Q3/4). Since u and d° grow at most as power
s at infinity, the second estimate implies that ||u — q(..¢,)d°|| (0, (2,t0)) < Cr3s=1 for all
r > 0. Using rescaled Proposition [3.3.1] gives

[4(238) = a0 @] 52, ey SO (IS + @1+ DIl @urtorn

+ sup R™2F¢||u — Q(z,to)dS"L‘X’(QRr(Z,to))>
R>1

§0r28—1+87

whenever r < %
To prove the moreover case, we use Lemma which gives

S —a—2s ([ ,.a+2s S
[u - q(zvto)d ]CI?*%(QT(:):O,tO)) <Cr (?" - [f - q(z,to)(at + L)d ]Cg(QQT(xo,to))

95—
o 8up R = 4 t0) 8| Qo 0.t0)

—2s+e, .« _ S
+}s%1§iR r [u U(z,t0)d }cg(QQT(R+2))>'
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Lemma and Proposition [3.5.1] assure that
—1+
(O + L)ds]cg*S(er(xo,to)) < Cr T,
while above we established that

3s—1
H’U, - q(z7t0)ds‘|LOO(Q2(R+2)r(x07t0)) < C((R + 2)T) S
Finally, combining the already proven estimate with the assumptions on u, we get

[U(IE, t) - Q(z,to)ds(a:, t)] C;Z% (@ (40) < CT.3871704,

for all 7 > 0, which implies

—q(s d°| « <C(r(R+2 38717CM.
[u q( 7t0) ]Ctﬁ (QQT(R+2)) — (T( + ))
We conclude that

.
[u B q(zrto)ds] CH25 (Qr(20,4t0)) =Cr ’ O"

which proves the claim. O

In order to get the expansions for two solutions of orders exceeding 1+ s, we prove the
decay of seminorms of the expansion. Since the decay rate is transformed in the growth
of the blow up sequence, it can not be taken larger than 2s. In combination with the C*
nature of solutions, with this strategy we can only achieve expansions of order 3s. The
precise version of the claim is stated below.

Proposition 3.3.11. Let s € (%, 1). Let Q C R™! be Cg in Q1, for some 8 >1+s. Let
>0 andy > 0. Let L be an operator of the form ([B3.1.1)), with kernel K € C?A+1(S"—1),
Assume u; € Cp(Q1), i € {1,2}, solve

(Or+L)yu; = fi inQNQ
up = 0 i Q°NQ,

with [filcaong,) < 1 |uillLe(Bax(-1,1)) < R*T7¢ and [u] < R*7¢, for

CP (Brx(~1,1))
some o € (1 —s,s —¢]. Assume also that ug > cod®, for some cy > 0.

Then for every (z,7) € ONNQy o there are q, ) € R and Q. ) a polynomial of degree
L in R™ with Q. )(z,7) =0, so that

2s—e

[uy — d(z,r)U2 — Q(z,T)dS}cg(Qr(z,r)) sCr

The constant C' > 0 depends only on n, s, e, co, Go and ellipticity constants.

Proof. Thanks to the assumption on the domain, we can assume that (z,7) = (0,0). We
can also assume u; = 0 outside of Q1, u € Cpj(R™ x (1, 1)),E|thanks to the growth control,
global regularity in time and regularity of the kernel (see Lemma |3.6.3). We argue with

"We achieve it with multiplying it with a smooth cut off, which does not change the right-hand side
too much.
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contradiction. Assume that there exist Q, Ly, ui, k, fi 1, i = 1,2, as in the statement, so
that

supsupr 25T |

Utk — ek — Qrdi] paoy = 00
k >0 k]CP (@) ’
for any ¢ € R and @) 1-homogeneous polynomial. We define g, , @, as the coeffi-
cients of L?(Q,) projection of uj j to Rugj + Pdj, where P stands for all 1-homogeneous

polynomials. Therefore we have

/ (U1 k= Grruzr — Qrrdi)(quar + Qdy) = 0, forall g e R, Q € P.

Furthermore we define a monotone quantity

0(r) = supsup p~>**= |

ULk — Gp iUk — Qprdp) :
1p SUD z pkdilos @,

From Lemma we deduce that 6(r) — oo as r | 0. Hence we can get a sequences
rm 4 0 and k,, for m € N, so that

m _ 0(rm) _
Z S 2m S 7ﬁ’r‘ﬂ?S—i_E [uLkm - qrrrukmu27km - Qrmvk"Ldzm}Cg(Qrm) S O(Tm)

We define the blow-up sequence

1
Um(@,t) = B )rarTe (UL ks = Gron o U2,k — Qi k@i, ) (P, T t). (3.3.5)
m m

By definition of g, ; and choice of ry,, k;,, we have

1
/IW@WM—QﬁJZQ 3 < mlog@n =1
1

for any ¢ € R and Q € P.

Next we want to obtain growth control near infinity for the blow-up sequence. In
this direction we estimate the decay of coefficients of @, and ¢, at zero. We denote
Qrk(x) = Qi - , and proceed in the following way. First, by rescaled [1, Lemma A.10]

1Qr i — Q2r il <CTH[(Qrk — Qar)l| oo (@un{dr>r/2})
<Or 1 78|Qrkd;, — Qarkdil | Loo (0 {dy>r/2))
SCT_1_8+Q [Qr,kdz - QQT,kdz]Cg(QT)
<Cpmimste ([Ul,k = QriU2,k — Qr,kdi]cg(@)
+ U1k — Gor U2k — Q2nkdi]0g@2r)
+ [arkuzk — QQr,kUQ,k]Cg(QT))
SC?“_I_S+Q (Q(T)TQS—a + «9(27“)(27“)25_‘5 + ’%",k . q2r,k|7“8_a)
<C (O(r)r* T 4 g — @il ™),
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< 3. iti
where we used that [ug ] cs (Q1) < C, see Corollary [3.3.14. Moreover from the definition
of 6 and the triangle inequality we get

[(@r g = @2r )2k + (@rk = Qark) - 2di]ca(q,) < CO(r)r>==,
which furthermore implies

[(@rk — q2rp)uok + (Qrk — Qork) - TdR|| oo (0, n{dr<r/2}) <
<|(grk — @2rp)uok + (Qrg — Qork) - 2dil| e (0,)
< {(ark = qorp)uz g + (Qrk — Qark) - 2diloa g,
< Oy,

and hence

It follows from [I, Lemma A.11] that

< CO(r)rstee,
L (Qrn{dr<r/2})

U2,k
5 + (Qr,k - Q?r,k) * X
k

(QT,k - q27‘,k:)

|an: - q2r,k‘ < CH(T)TS—HX_E:
which implies
|Qre — Qarg| < COr)rsTo172,

In the same way as in [I, Proposition 4.4] we deduce that

\@rk — qrrk| < CO(r)(Rr)*t—¢

|Q7’7k - QRT,k| < CG(T‘)(RT)S+‘1_1—5
arg| & |Qr]|
0(r)

This implies the growth control of the blow-up sequence

40, uniformly in k.

e
rm

[Um]og(QR) SW ((9(R7“m)(er)Q‘S_‘E + ’%"m,km - Qer,km’ [u2’km]CQ(Qer)

et il o)
Cro, . e .
< aze (Om) (B 4 60rm) ()" ()
+ a(rm)(er)s%»aflfs(er)lJrsfa)
SCR%*E.
(3.3.6)

<1.

Note that the estimate is valid for all R > 1E| and that we used [uak,,] s Rox(—1,1)) <
P bl

2When R > r;;}, then Qg has to be intersected with R™ N (=1, 1).
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Denoting Q,, = {(z,t); (rmz, r25t) € O, }, we have that v, solves

1
(Or + L, )vm(z,t) = == (Frkm = Qo oon S2,k — 5Qr ko &5, O,

O(rm)rm
- Lk'm (Qr'rrukm dzm )) (Tm':v? ’r‘QSt)

in Q, NQ, -1, as well as

U = 0, in Q) N Q,-1.
By assumption we can bound
,rﬁfl s
2s m
e(rm)r,,anfs [fl,km (rm°, Tm)] C][j—l—S(Qme2) S e(rk )’)",ﬁl £ [fl km]cﬁ 1— S(kamQQT‘m)

¢ Q(Tkm) rknlog=e(,,0@a0m)
1

<C

— 0(rk,,)

which goes to zero and in particular it is bounded for all m. Bounding the term with
f2,km, We obtain C % which also converges to zero. We proceed with estimating

1 ClQr,, knl 1,5—1
. ds 8d _ 25t M1 Trm,Rm | m s— ds ,t
e(rm),ra EQ m:km t km<T z,T ) Q(T'm)r ‘T x’r (x )
|Qr k ‘ -1
<C mym ] g8 t
< clmdals o),

where d,,, stands for the distance function in €2,,. Finally by Proposition [3.5.1| we also get
that

1 S
Ay (Lt Qo i) (s 7 )] 15 0, ) <

'm)Tm
1-s
o

= O(rm)rm © [Lkm(QTm’kmdkm)}Cg_l_s(ﬂkmﬂerm)

S—¢&
< C‘Qrm;km’r
= O(rm)rm ©
‘Qr'm7km’

which also converges to 0 as m — co. Hence Corollary [3.3.3 gives that
[/Um:l a+5/2(Q ) ~ C

independently of m. Note that boundedness of ||vy, || (@,) follows from vy, (0,0) = 0 and
the uniform control on the seminorm CS(QQ), see . Moreover the growth control
and the newly obtained estimate together with Arzela-Ascoli theorem give that up
to passing to a subsequence v, converges locally uniformly in R"*! to some function v,
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and the convergence is C) in (1. Choosing h € R" with h, > 0 and 7 € R, and denoting
vp(x,t) = v(x + h,t + 7) we conclude from [76, Proposition 3.1], that

O+ L)(vp—v) = 0 in {z, > 0}
v 0 in {z, <0}
[Vl cs(n) CR*7¢ forall R > 1.

Hence the Liouville theorem (Proposition [3.3.12) yields that v(z,t) = (z,)%.(¢ + @ - x),
(335

for some @ € P. But passing the quantities in (3.3.5)) to the limit, we get that ¢ = 0 and
@ = 0, which contradicts [v]ga(g,) = 3. -

IA I

The Liouville type result used above reads as follows.
Proposition 3.3.12. Let s € (0,1), a € (0,s), and B € (0,2s). Assume that w satisfies

{(6t+L)(w(-+h,-+T)—w) = 0 in{x, >0} x (—00,0)
w = 0 in{z, <0} x (—00,0),

where L is an operator of the form (3.1.1), h € R™ with hy, > 0 and 7 < 0. Assume that
w satisfies the growth condition

[wlcs @unie<op < B,

for R > 1. Then
w(z,t) = (zn)3(p- = +q),
for some p € R"™ and q € R.

Proof. Let first h,, = 0. Denote v = w(- + h,- 4+ 7) — w. We have

{(at—i—L)v = 0 in{z, >0} x (—00,0)
v = 0 in{z, <0} x (—00,0),

and |[v|[zee(Qpnit<oy) < CRP. Applying [32, Theorem 4.11], we conclude that v(z) =
K ()% for some constant K. The rest follows in the same way as in [76, Theorem 2.1]. [J

We are now well equipped to prove C%*~¢ regularity of the quotient two solutions.

Corollary 3.3.13. Let s € (%, 1). Let Q C R™! pe C’g mn Q1, for some B> 14 s. Let
e > 0. Let L be an operator of the form (3.1.1)), with kernel K € C?P+1(S"=1). Assume
u; € Cp(Qn), i € {1,2}, v > 0, solve

(O +Lu; = fi mQNQ
up = 0 nQ°NQ,
2s—e

with [filoa@ngy < 1 tillee(Brx(-11) < R2stoe, [ul]Ct%(BRx(—l,l)) < and

[UQ]C%(B L) < R¥71=% for some o € (1 —s,s—¢|. Assume also that us > cod®, for
s RrRX(—1,
somet co > 0.

Then
“ <c
Cyr 5 (QNQ1 2)

Uz

The constant C' > 0 depends only on n, s, o, e, co, Go and ellipticity constants.
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Proof. Let (x0,t0) € 2N Q)2 be such that d.(zo,t0) < Coro and that Qap,(z0,t0) C €.
Let (z,t0) € 08 be the closest point to (zg,tp) in the boundary at time t;. We want to

show that [%} < C, with C not depending on xg, tg, 79. From Proposition
2105 (Qry (zo,to)

3.3.11| we get that for (z,ty) we have an expansion of the form
25—
(1 = Gz 0 2 — Q(z,to)ds]cg(QT(z,to)) < OreTe
In combination with (u1 — q(. )u2 — Q(z,4)d°)(2,t0) = 0, we conclude

lur — 4z 042 = Qz,t0) Pl L0 (@1 (2,80)) < Crot2s—e,

M i i h h of ||u;||ze il a
oreover since by assumption on the growth of [|u;|[rec (B, x(—1,1)) and [UZ]CES (Bax(-11))

we have
[u1 ~ (zt0) U2 — Q(ZytO)dS]CE% oot < O,
and
U1 = Gtz — Qatg) || Loo(@n (29)) < CTOT27E
for all » > 0.

We now apply Lemma on the function vy, (7,t) = (u1 — q(z,9)u2 — Q(z,40)d°) (To +
2rox, to + (210)%%t), to deduce that

[ur = qouz = Qz &]gat2s—=(q, (wpt0)) S O76 (U1 = 22 = Q] at23 (g, (o,t0))

—a—2s a+2s
< " <T0+ [fl + q(z’to)h]C{?(Qwo(wo,to))

#1572 [0 + L) (Qeet0) )] g (@ (0,101

+sup R™27% % Jur — q(z 1) U2 — Q(2,10) 8[| 120 (Qu sy (w0,10))

—2s+
+sup R™~° arg [u1 —q(zt0)U2 — Q(z,to)ds] Cf% (QQ(R+2)T0(Z¢0))> >

R>1
where we denoted q:, Q: = q(. 19), Q(z,¢o) in the first line for transparency. The seminorms
of f; are bounded by assumption, q(,,) and Q. are bounded thanks to [58, Lemma
B.5]. The term with 9;(Q. 4,)d°) we treat in the following way

IN

[Qz.t0)] 118edd* ™| + [06d] [|Q 1)@ | + [d* 1] [|Q0d

_ — —2s+¢€)— _
C(rg~sters™t + 7“(()5 s+e) rs 41y o)
C,

s—1
[Q(z.t0)Oeddd ]c;*E(QQTO(z,to))

IN A

thanks to Lemma [3.6.11 The estimate

(AR08 63#(Qarg (w0 < C

is provided by Proposition while

Hul — (z,t0)U2 — Q<z’t0)ds||L°°(Q2RTO(ZL’0J§0)) < C((R + Q)TO)a+25—€
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and
sup R™2Ferd [u; — Uy — d®’| a < Orot2se
R>Ii 0 [ 1 q(Z,to) 2 Q(z,to) ]Ct2s (Q2(R+2)r0(zvt0)) — 0
are provided above. Hence we have
[ur = qztoyu2 — Q(Zyto)ds]C§+25_5(Qro(xo,to)) =C. (3.3.7)

Moreover by Corollary [3.3.10| we have

7“_1+S_0‘, < C.

[z — Q2,(z¢o)ds]cg“S(QT0 (w0.t0)) = ¢ [uz — ql(z,to)ds]cgﬂ(czro (zo,t0)) =

Note that the first inequality also implies that
110: (2 = G2,(2,10) @) L (@ry (worto)) < CT°
see [58, Lemma A.5]. Hence for any polynomial @ of degree 1 with Q(z) = 0 we have
[Q(u2 — ds)]Cngzs(Qro(-TOvtO)) <[|Qllze [uz - Q2,(z7to)ds]cg+25(cgro (z0,t0))

+ |VQ‘ [UZ - qz7(27t0)d8] Cg+23_1(Qr0($07t0))

+ [Q]Cg(QTO (zo,to)) ”at(U’Q - q2,(z,t0)ds)”L°°(QrO (z0,t0))
SCTlr_H_S_a + Ors—« + CTl_aTs_l
<C.

Combining it with (3.3.7)), we get

[Ul - Q(z,to)w}

) <
Co25 75 (Qry (x0,t0))

for Q(Z,to)(a:) = Q(2,t0)(0) + qil )VQ(Z’tO) - (z — 2z). Using Lemma [3.6.2| we conclude

(Z’tO

U ~
{ul - Q(z,to):| B <C,
2 Cp o7 (Qrg (w0, to))

which proves the claim in view of [57, Lemma B.2]. O

To conclude this section we prove Theorem [3.1.2]

Proof of Theorem[3.1.2. Tt is a direct consequence of Corollaries [3.3.9 and [3.3.13] O

3.3.4 Optimal Holder estimates

Using the expansion result (Proposition with d® in place of one of solutions yields,
that solutions grow at most as d®* near the boundary. In combination with interior regu-
larity we can prove that then the solutions must be C* (in space and time, which is better
than C) up to the boundary.
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Corollary 3.3.14. Let s € (%,1). Let Q c R*™! be C’g in Q1, for some B > 2s. Let
e > 0. Let L be an operator of the form (3.1.1). Assume that u € Cj(R" x (—1,1)), v > 0,

solves
O+ Lu = f mQNQ
u = 0 inQ°NQ,
Then
lullos @, ) <€ <|’fd1_S|L°°(QmQ) + sup R_28+€”u||L°°(BR><(—1,1))> )
and
| o = € (0l uom + 500 Bl 10y )
ds 1e2s=1(Q, /,n0Y) R>1 ' ’

where C' depends only on n, s, Gg and ellipticity constants.

Proof. Dividing u with (Hfdl*SHLoo(QmQ) + Supp- R*Q‘S“Hu\|Loo(QRx(_171))), it suffices
. 1—

to prove that [u]CS(Ql/Q) < C and [%]03571(Q1/2) < 1, when it holds || fd"~*|| e (@,nq) +

supps1 B2 lul [ oo (e (-1, < L
Note that (9; + L)d® is bounded by d*~! (see [58, Lemma 3.2]), so from Corollary

we get

[%} C2 1 (QNQy o) sC

Moreover by Proposition [3.3.4]

[u - (:I(Z,to)ds] 03871((97'(9307750)) S C; (338)

whenever Qo (z0,t0) C  and d(xg,ty) < 2r. From this we deduce that

[Wles @, oo = Cldles(Qu wosto)) = C:

in view of [57, Lemma B.5]. From [57, Lemma B.2] we get that

[U]C;(QQQUQ) <C,
and hence in particular
[u]ci(QﬁQ1/2) <C

To get the time regularity of solutions we need to work a bit more. Choose (z,t), (z,t') €
QNQyjp. First if [t —t’|i < s max{d(z,t),d(z,t)}, then we can find (zo,to) € , so that
(z,t), (x,t') € Qar(xo,t0) C Q and d(xg,t9) < 2r. Then from (3.3.8) we deduce that

ute 1) = e, )1 < ([0 0608 )10, (ot + )o@ wann) 10117 < Clt =T

since 5= > s for s € (,1). Let now \t—t’]i > £ max{d(z,t),d(z,t')}. First notice that

the regularity of the quotient implies also that

S

[u— q(z,to)ds]Cﬁs‘l(Qr(zvto)) =0
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forall 0 < r < % and q(.,) from Proposition Let (z,t) be the point closer to the
boundary than (x,t), (z,t) be its closest boundary point at time ¢, and let (z,t") be the
closest to (z,t"). We can estimate

lu(z, t) —u(z,t)| <|u(z,t) — qnd* (@, t) — ulz, ') + g p)d(z,t)]
+ ’q(z,t)ds (ZL', t) - Q(z’,t’)ds (553 t,)|
<I+1IL

To estimate II, we observe that q.; = g<(z,t) which is a Cgs_l function, and hence
920 — )| < C(lz — 225 |t — t’|%). Moreover by triangle inequality and the
assumption that |t — t'| is big, we have that |z — 2/| 4+ |t — t’\i <C|t— t’|2*1s. Hence

II S‘q(z,t) - Q(z’,t’)||d8(xvt)| + |Q(z’,t’)||d5(x7t) - ds(:l,‘,t,)‘
<Ot —t|"5 |t —t)2 + C|t —t°
<Clt -t

Let us turn to the term 1. We fix ¢ on the line going through z and z, far enough from
the boundary (to be specified later) and define zp = (1 — 27%)z + 2 %2, for k € N. We
denote v (-) = u(§, 7) — q(-,1d°(-) and compute

I =v,(x,t) — vy (z,t)]

) S
§|'Uz(x0, t) — Uy (:an t,)| + Z |'Uz($k7 t) - Uz(xk:—la t)‘ + Z |'Uz/ (ZEk, t/) - Uz’(xk—la t,)|
k=1 k=1

v (o, t) — va (0, t')| + |q(z,0d° (w0, ) — qrar 41y d* (0, 1))

o0 o0
+> Clag — 2°lag — a1 [P+ Y Clag — 2/ PPlag — w7
k=1 k=1

(o ¢]

<Ot — 1'% +CJt —t]2 3 27+ Dz — [~
k=1

<Clt-1t),

if 2o is chosen so that |xg — z| < Cylt — t’]fls and that (zo,t), (zo,t') € Qr(yo,t0) C
Q2r (Yo, to) for some (yo,tp) € Q. Hence also

[U]c;(Qle/z) <C,

and the claim is proven. O

3.4 Regularity of the free boundary in space and time

In this section we connect the established boundary Harnack results to the regularity of
the free boundary in the parabolic nonlocal obstacle problem in the subcritical regime.
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We say that a function u solves the parabolic obstacle problem for integro-differential
operators, if it holds

min{(9; + L)u,u —¢} = 0 in R® x (—1,1)

WD) = o inEn (3.4.1)

for a given function ¢: R™ — R called the obstacle and some non-local elliptic operator L
of the form (3.1.1)). The C*“ regularity of the free boundary near regular points has been
established in [9, 38]. Here we prove that the free boundary is Cp®.

Proposition 3.4.1. Let s € (%,1) and set o = min{s,2 — 2s}. Suppose that u solves
(3.4.1) for some operator L of the form (3.1.1)), with kernel K € C®(S™'). Assume that
the obstacle p € C*H(R™). Suppose that 0 € O{u > ¢} is a regular free boundary point.

Then the normal to the free boundary is C;+O‘_5 n Qry, for some rg > 0 and every
e>0.

Proof. In [9] (see also [38]) they prove that there exists 79 > 0 so that in @, the free
boundary is C'7 for some v > 0 in space-time and that up to a rotation of coordinates
Opu > c1d®, for some ¢; > 0. We can assume that rg = 1, since the problem is scale
invariant. Let us denote

v=u—p.

Since u solves (3.4.1]), the partial derivatives of v solve

(8t+L)w = 6ef in QN Q1
w = 0 in Q°NQ1,

for f = —Ly and Q = {u > ¢} = {v > 0}.

Remember that f is independent of time and by assumption on ¢, we have f €
C15(R™) and hence d.f € C5(Q N Q1). From [38, Corollary 1.6] (see also [19] for the
case (—A)® and with a smaller o) we deduce, that all the partial derivatives of u are

a—e/2
CtT/ (R™x (—1,1)), and hence the same is true for partial derivatives of v. Therefore we
can apply Corollary which gives that all quotients v; /v,, and v;/v,, are C’;_E (QNQ, /2)s
with bounds on the norms.
Now notice that every component the normal vector v(z,t) to the level set {v = 7},
7 > 0 can be expressed as

_ 0;v/Opv
(32721 (050/0a0)2 + 1+ (9y0/00)?)

/2"

Letting 7 | 0, we get that the normal vector is 05_8(8(2 NQ1/2). Hence the free boundary
is Cgie in Q1/2'

Now we can apply Corollary which gives that the quotients v;/v, and v/v,
are C;*O‘*E QNQ, /2), which furthermore implies that the normal to the free boundary is
Csta™% in Qyo. O

Note that the above proof works already if the initial regularity of the free boundary
is C’;.
Theorem B.1.1] follows.
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Proof of Theorem|3.1.1. The claim follows from Proposition [3.4.1] noting that s + o >
1. O

3.5 Operator evaluation of d°

This last section we devote to the analysis of the evaluation of operators satisfying
of the distance function. It is put at the end due to its technical and computational
nature. The regularity in space has been studied in [I} [57]. We follow their approach, but
we focus on the regularity in time. In fact the regularity in time behaves as expected: the
regularity in space is proved to be C#~175_ if the domain is of class C, while we establish

B=1l-s . . . . .
the ¢ 2 regularity in time. Precisely we prove the following.

Proposition 3.5.1. Let Q be Cg in Q1, for some B € (1+s,2). Assume that the operator
L satisfies (3.1.1)) with its kernel K € C?TH(S*1). If Q: R® — R is a polynomial of
degree one with gradient bounded by 1, we have

[L(Qd3)] -1+ gy < CUQUO)| +779),

for every r < %, and every ¢ € (0,s). The constant C depends only on n,s,Gy and
ellipticity constants.

Furthermore, when (z9,t0) € QN Qy /2, with d(zo,t0) < Cor, so that Qar(z0,t0) C €2,
we have

[2(QA1)] 051, w0y < CURO)] + o] )r ™.

Moreover if Q(0) = 0, whenever dy(xo) = |zo| = Cor, with a suitable constant Cp
depending only on n, it holds

[L(Qd%)] cp-1-+ (@, (wo0py < C-

Proof. The regularity of L(Qd®) in space follows from [I, Corollary 2.3], since the gener-
alized distance function satisfies the suitable estimates (see Definition . Let us show
the regularity in time.

We start with applying [I, Lemma 2.4], to get

. 1 . :
LQa%)(w.0) =~ pv- [ (QUsdy (0. )Vllyot) + VI (3.0) - (v — )y — )y
We now introduce the new variable y = ¢¢(n), where ¢; comes as the inverse of the
space component of the flattening map 1: (z,t) = (Y¢(x),t), ¢ = ;. Note that then
d(¢pi(n),t) = n, and that ¢, € C’g N C%({x, # 0}) and satisfies | D?¢¢(x)| < Clx,|?~2. We
get

2

S, /B ()5 p(n, D) () — 2) K (4(7) — )y

L(Qd)(x,t) = — isp-'v- /Rn ()5 p(n, ) (d(n) — ) K (¢ (n) — )dn

2s

1

=52 [ )3 o0, )(6e(n) — 2) K (4(n) — )l
By
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where we denoted p(n, ) = (Q(n)Vd(6(n, 1)) + VQd(9(n, )| Véu(n)]. Note that ¢; € Cf
B-1
and p € Cg _1, hence the integral in Bf is C,** as well. Therefore we only need to study

the regularity of the first integral. We denote

Hant) = =5op- [ )3 o0 )(61) = 2K Galy) =)

and

I,t) = 167w, 1) = = gopo. [ ()00, )(61() = n(@) K (@nly) — u()d

2 By

Since ¢! is Cg (and hence Lipschitz), it is sufficient to show that I satisfies the stated
estimate. To do so we expand ¢¢(x) — ¢+(y) = Dée(z)(x — y) + S(z,y,t). Similarly

K(¢u(x) = ¢e(y)) = K(Doy(x)(x —y) + S(x, y,1))
= |z — y| " K (Dér(x)(x —y) + |z — y| 7 S (2, y, 1))
= |z —y| 7" (K (Der(2)(z — ) + Ki(z,y,1))

Before plugging the expansions in the formula above, we estimate the newly obtained
terms. Using the fundamental theorem of calculus, we can write

i
S(a,y,t) = / (Di(€) — Déy(x)) (y — x)de
y ré
- / / (€ — 2)T D2y (n)dn(y — x)de.

Since ¢ € Cg, we can estimate |S(z,y,t)| < C|z —y|®. Analogously,

S("B7 y? t)) S(m7 y? t)
lz -y |z — ]

1
Ki(et) = [ VK (Dqﬁt(:cxx Syt e,

and hence |Ki(z,y,t)| < Clz — y|°~!. Moreover, we want to estimate the incremental
B-1
differences in time of S and K. Since D¢y is C,** , we get

S(2,y,t) — S(a,y, )] < Cla —ylit — |5 . (3.5.1)
Moreover we can extract more using the fine estimate from Lemma and get
1S(x,y,1) — S(a,y, )| < Or Yo — y2|t — |5, (3.5.2)

when (y,t') € Q,(z,t), and r = %.. Since VK is Lipschitz, increments of K inherit the
estimates of S, and hence

Ky (2, y,t) — Ky (2,9, ) < CJt — /| 5 (3.5.3)

and
|K1(l',y,t) - K1($7y>t/)| < C?"_1|£L‘ - yHt - t/|BT;17 (354)



115

whenever (y,t') € Q,(z,t), and r = %,
We plug the expansions into the expression for I and getﬂ

—2s1(z, 1) =/B (yn)3 " oy, ) Dy () (y — ) K (Dy () (y — z)) |z — y| "~ 25dy
+ /B (yn)i—lp(y,t)S(x,y,t)K(Dgﬁt(g;)(y —2))|z —y| "2 dy
+ /B (yn)j_ilp(y’ t)DQZ)t(l')(y - Q?)Kl(x, Y, t)|;p — y|_”_23dy

+ /B (yn)i_lp(y, t)S(:L‘, Y, t)Kl (z,y, t)’.il;‘ _ y’—n—2sdy
1
=0+ 1y + I3+ I

We start with analysing ;. We split it furthermore as follows

Iy =p(z, t) / ()" Dy () (y — 2) K (Dy(x) (y — )|z — y| ™" dy

By
" /B (5a) 3 (p(y: 1) = pl, ) Du()(y — ) K (Da(w)(y — 2)) 2 — y| ™" dy
=I11 + La.

The integral I1; is the term with the lowest order of |z — y|, but we exploit the fact that it
is almost an evaluation of some homogeneous operator of order 2s of the function (z,)"%.
To do so, we decouple the space variables in the following way

I = hu(z,z,t)

where

L& x,t) = p(x,t)/ ()5 D () (y — ) K (D () (y — )| — y| "2+ dy.

B

Then by [568, Lemma 3.4] we conclude that

L (&, z,t) = p(z,t) / (yn)5 ' Dy (&) (y — ) K (D (&) (y — )|z — y| "2 ay.

c
1

-1

The obtained integral converges and hence I is C’tﬁTs.
We proceed with analysing ;5. We want to bound the time incremental difference of
I12. Since we are getting a lot of terms, we simplify the notation in the following way: we
denote Af = f(t)— f(t'), as well as A, f = f(x)— f(y), furthermore p = (QVd+dVQ)J,

where J stands for |¢:(y)|. We furthermore split I;2

112:/ dy+/ ...dy = Bia, + LI2re,
By (z) Bi\Br()

3We omit the principal value symbol in some of the integrals until the end of the proof.
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. -1
for r = % In the region near the pole we need to extract both [t —#| 2, as well as |z —y|

from the increment of p. This is done with adding an subtracting Dp(z,t)(y — x) from
p(y,t) — p(z,t). We get

iz :/B ( )(yn)i‘l(p(y, t) — p(z,t) — Dp(z, t)(y — 2))Dy(z)(y — ) K (D (2)(y — z))dy
+ / (yn)i—le(:U, t)(z —y)Do(z)(y — ) K (D (z)(y — x))|z — y‘—n—Qsdy'
By ()

We can write

Si(w,y,t) = p(y,t) — p(z,t) — Dp(z,t)(y — x) = /y(Dp(& t) — Dp(z,t))d§ - (y — x).

T

Using the simplified notation we compute
Dp = D(J)(QVd + dVQ) + J(2VQVd + QD?*d),
and hence

AtDp =Ay(D()))(QVd + dVQ) + A;J(2VQVd + QD*d)
+ D(N)(QANVA + AdVQ) + J(2VQAVd + QA D?d).

Lemma [3.6.1] gives that
AD|AD? | < Cr e —¢|% D) D% < Or" 2,
and so we can bound
[ADp(g. )] < Cr7H(QUO) + Ja] + )t =] 5+,

since [Q(§)| < |Q(0)[ + Cl¢] < C(|Q(0) + [z + 7).
We are now ready to estimate the incremental difference of I75,. Whenever the differ-

. B=1
ence operator does not apply on terms with p, we get [t —¢'| 25 from the other terms, and
we are left with

CrB-2 / ()" My — 2|2 2dy,
By (x)

which we can bound with Cr#~~1. When the difference operator lands on the term with
p, we get the following

a & S— —n—2s
Or QO+ el e =15 [ )y a7

B (x

which is bounded by Cr=5(|Q(0)] + |a] + r)|t — /| = .

We proceed with I19,.. We can estimate

- . s-1 _ o
|A¢L9rc| < /B ny+I‘AtAmp‘]x—y] n 28+1dy+0]t—t" e / ny_lfw—y] n—2s+0
1 r\T

By
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where the second term bounds all the other contributions of A; that do not come from
A,p. We continue with computing the double incremental difference

AAp <A (A J(QVA + dVQ) + J(AyQVd + QA VA + AydVQ))
<AALT(QVA + dVQ) + AT (A, QVd + QAL VA + ApdVQ)
+ ALT(QANVA + AdVQ) + J(AzQANVA + QAA VA + AALAV Q).

Where we have the single increments we do the straight forward estimate. It holds
-1 . . . . .

|A:ALJ| < C|t —t'| 25 . The double increment of the distance function is better, since

de C’g , so using the fundamental theorem of calculus we can extract |A;Agd| < |z —y||t —

t/ |ﬁ2;31 Hence we get
AALp] <CQUO)| + eIt — % + Cla —ylit — % + Cle —ylP |t — ¢/.
Plugging it inside the integral we end up with
[Adizee] < C ((1QUO) + fal)lt = #1541 — ¢ 5 17)

in view of [I, Lemma A9] and Lemma
The other terms Io, I3, I4 are estimated in a similar manner. Let us analyse the term
I5. Taking the incremental difference and estimating we get

_ —n— B=1 _ —n—
Aty S/B Yot lp@)I|AS||z — y| T Hdy + Ot — ¢| = / el T
1

By

The second integral gives Cz,,¢|t — t’|62;sl. In the first one we split [p(y)| < C(|Q(0)| +
|z| + | — y|). In the term with | — y| we can use estimate (3.5.1)) for |A.S], to get

B—1
Cle—t15 [yt =yl 2ay,
B1
which is bounded with Cx; ¢t — t/| 2s1, thanks to Lemma m The remaining term

(|Q(0)| + |.’E|)/ y;:_HAtSH.’E _ y|—n—2$dy

By
we split into the integrals in regions B,(z) and B1\B,(x). Away from the pole we can
still use the estimate (3.5.1) and estimate the obtained integral with [I, Lemma A9], to
B—
get C(|Q(0)] + |z|)|t — t’\Tslr*S. In the region near the pole we use (3.5.2)), which gives

ﬂ_
(1QO) + ket =15 [ it =42y
1
which is also bounded by C(|Q(0)| + |z|)|t — t’\%r_s.
The analysis of the integral I3 is the same as the one of I, using (3.5.3)) and (3.5.4)
instead of (3.5.1)) and (3.5.2). The term Iy is the same.
We obtained

[I(2.t) — (@, )] < C ((1QO)] + al)r—* + ) |t = ¢| 5,
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whenever (z,t), (x,t) € Q,(xo,to) with (z9), = 2r. This implies the second and the third
estimate in the claim, as well as

[T, 6) = I, )] < C (JQUO)| + fa] 4+ r°7) |t = ¢/ 75
< C(QUO)| +r )t =],
if additionally |zg| < ro. It follows from [57, Lemma B.2], that [I]Cg—l—s(QTO) < C(|Q0)|+
ry ©), since the space part of the estimate is provided by [I, Corollary 2.3]. Since the
flattening map ¢ is Lipschitz the claim is proved. O

3.6 Appendix: Technical tools and lemmas

Lemma 3.6.1. Let Q be C’g in Q1, for some 8 € (2s,2). Then there exists a function
d: R"1 5 R satisfying

de CHR"™MNCE({d>0}), C 'dist(-, 00N Q1) < d < Cdist(-,020N Q1) in AN Q1,

(9)! D¥d| < Cpyd®~*251 in {d > 0}, whenever 2sl + k > S,
[D2d] B-1 < C’I”il,

C, % (Qr(wo,t0))
whenever d(xg,ty) < Cor and Qa,(x0,t9) C .
Furthermore there exists a diffeomorphism ¢ € CPB(R”“,R”H) NCX({d > 0}, {zy >
0}), such that

$(QNQ1) = QN {an >0}, dW " (z,t) =z,, |DF| < CdPF,
in {d >0}, for all k > B and whenever d(xg,ty) < Cor and Qar(xo,ty) C 2, we have

[Dzw] B—1 SC?”_l.
G, ?* (Qr(zosto))
Proof. Let f € C’g({|aj’\ < 1} x (—=1,1)) be such that QN Q1 = {x, > f(2',t)}. We can
extend f to full space R"~! x R, so that its norm does not increase. Let L = 8|V f||1
and K = 16s8%71|0,f||re. Choose ¢ € CX(By) with [¢dz =1, ¢ € C°(—1,1) with
[, %do =1, and define

Fla,t,7) = an —/

R

2s
f (x’ - %z',t - TKJ> w(2)Y(o)dzdo.

Since ¢ and @ are compactly supported, F' € Cg (R*T1) N C?5. We compute

0, F(z,t,7) :% /

R

T 2s
. Vf (:1; - Zz,t - KU> czp(2)Y(0)dzdo+
+ 28728—1/ of (- Dot — T ) op()(0)dzd
e s T =Tz 0 ) oy o)dzdo,
-

. (3.6.1)

VF =e, — / Vf (a: — Ez,t — 7——[{0) o(2)(0)dzdo,
Rn+1

2s
or = [ o (o= Tat-To) plapvio)dsan
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so thanks to the choice of L and K, we have |0, F(z,t,7)| < §, for 7 < 8. Therefore,

in combination with F(z,t,0) = x, — f(2/,t), we conclude that for every (z,t) € {z, —
f(z,t) € (0,3)} there exists a unique d = d(z,t) € (0,8), so that

d(z,t) = F(x,t,d(z,t)), (3.6.2)
as well as

|ty — f(x,t) —d(x,t)| = |F(x,t,0) — F(x,t,d(z,t))] < id(x,t),

which implies that d is comparable to x,, — f(z,t). By implicit function theorem d is C!
in both variables. Differentiating (3.6.2)), we get

VF(x,t,d(z,t))
1—0,F(z,t,d(x,t))’

Bd(z,t) = O F (x,t,d(x,t))

Vd(x,t) = T 1— 0, F(x,t,d(x,1))

Notice also, that d,d > 3. Moreover since F € C®°({r > 0}) (it is a convolution with a
C* function), it also holds d € C*({d > 0}). To get the expressions for higher order
derivatives of d, we differentiate and then insert the suitable derivatives of F'. We
show here only the computations for the second order derivatives, higher order ones are
established analogously. Procedure is always the following. We perform an affine change of
variables, to move the variables x,t to ¢, 1, then derive and finally change the coordinates
back. The computations are long and technical, therefore we present only the results. We
get

L T 728
0;0;F = —— /Rn+1 Oif [z — Zz,t N ad 0jp(2)¢(0)dzdo

T

L 2s
=7 /R @‘f (”f i }0) ~0if(x, t>) Oyp(=2)p(0)dzdo

where in the last equality we used that [ dj¢ = 0, since ¢ is compactly supported. Simi-
larly we get

T

0;0.F ! /RnH Vf <x — %z,t - fo) -0j(zp(2))Y(0)dzdo

L 95 9 T T
+ 25?7 - Oflx— ZZﬂf — ?U Ojp(2)Y(0)dzdo

7_25

1 T
0.0, F = — I /RnJrl jzk@kf (:L‘ - Zz,t - Ka> 0j(zrzip(2))¢(0)dzdo

2s

S5 o (o fat- o) aelaovie) dsds
k

25 9g 9 T 725
fT /Rn+1 o f (a: Lz,t K a) oV - (zp(2))Y(0)dzdo

92 2 2s s
- (;? /R L <"’” gt TKU> o2 p(2) (05 (o) dado.
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Using that f € Cg , we conclude that all the derivatives above are bounded with C78~2,
We also compute

K T 728 ,
8ttF = — ﬁ _— atf <$ — Zz,t — KU) QO(Z)T/J (O')dZdO'

2s
VOoF =— L/ o f <x — Zzz,t - Ta> V(2)y(o)dzdo
Rn+1 L K

T

1 2s
0,0 F =— /]Rn+1 o f <x - %z,t - TK0> V- (z¢(2))¢(0)dzdo

T

2s T 728
— 0 r— —z,t— — z 'dzdo.
22 [ af (o= ot - Ta) w(e)ovto) ado
Since again in every expression there are derivatives of compactly supported functions, we
deduce |0y F| < CTP~4% and |V, F|, |0,0,F| < CrP=2s71,
Finally, differentiating (3.6.2]) twice, we extract

D= - _1& 7 (D*F +2V0.FVd" + 0. FVdvd")
1
Opd = 0. F (8ttF + 20,0, F0:d + OTTF(atd)Q)
1
vatd - m (V@tF "‘ V@TFatd + ataTFVd + &-TFVd@d) B

where all the arguments are either (x,t) or (z,t,d(z,t)). The previous computations yield
’DQd‘ < Cdﬂ_Q’ |attd| < Cdﬂ_45a ’V@td| < Cdﬁ_l_%.

These estimates imply that d € Cg ({d > 0}). Finally using the estimates for D3d and
0;D?d, we get

[DQd] <Cor

C5 (@ (wosto))
whenever d(zg,tg) < Cor and Qar(z0,t0) C 2. To extend d to the full set {z,, > f(x,t)},
we take a cut-off ¢ € C2°(]0,00)), such that ¢ =1 in [0,3), ¢ = 0 in [4, 00) and define

d(.ﬁC, t) - ¢(d($, t))d(xv t) + (1 - ¢(d<$, t))xm

which satisfies all properties from the claim.
Once we get d, we define

¢($,t) = (a;’,d(x,t),t).
Then |Dy4t| = |9,d| > 2, and the derivatives of ¢ inherit estimates of derivatives of
d. O

Lemma 3.6.2. Let s € (3,1), a € (0,2s) and b € (0,1). Let f,9,Q be functions on
Qr(z0,t0) which satisfy [|f — Qgllr(q,) < Crot?, and [f — Qg]Cg+b(Qr(2ren,O)) < C. As-
sume that g satisfies ||g_1||Loo(Q,,,(2remO)) < Cr=t, and [Q]Cg(Qr(QremO)) < Crb=¢, for all
r e (0,1).

Then we have

f

[ - ] <c
9 Cg(QT(ZTEn,tO))
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Proof. We denote v = f — Qg. Note that by [67, Lemma B.2] v is Cg+’8(C), where C =
Ur>0Qr(27€n,0). Hence also Vo(0,0) = 0if a+b > 1, and then also || Vv||g,nc < Cratt—1.
Assume first that a < 1. Then

v _ _

H <lllg~ M1l + 1ol [g~]
910Ca(Qr(2ren,0))

<Crby=t 4 Opotbp—2bpb—a

<C.
Let now a > 1. We estimate
97 ey = o7 oa + [V D]
<llg™?| 9] 8 +2 [97 a1 llg™" Vgl + 1971 [Vgl gt
SCT_ngb_a + C?"_2b7"b_a+17“_b7”b_1 + CT’_2bTb_a
<Cr—e7b,
where the estimate for ||Vg|| follows from the one for [Vg] ca-1. This gives

v

p <[lllg I+ 1l [g7] + Plog IV (@ DI+ Vol [97 ] cas

Cg (QT (27'377, :0))
Sc,r,brfb + CTaerT,fafb + Crb+1r72brb71 + CT,a+671T72bT,bfa+1
<C,

which proves the claim. O

Lemma 3.6.3. Let s € (0,1) and let L be an operator of the form (3.1.1). Let u be a
solution of

(8t + L)u = f7 m Q1~
Then

[U]CgS_E(Ql/Q) =C <||f||L°°(Q1) + ZI;F; R_23+€||UHL°°(BR><(—1,1))) ,

where C' depends only on n, s,e and ellipticity constants.
If additionally f € C3(Q1), for some o € (0,1), so that 55 € (0,1), we have

[Wlog+2(g,,p) S C <[f]03@1> el + sup BT [u}c;v(Bm—l,n)) :

Moreover if the kernel K of the operator L satisfies [K]CQ(BC) < Cyr T e >,
then

Wleg 2oy <O (flegian + D R Jull e 1)

R2S—5 o .
+ ;1;[; [u]ctQS (Brx(—1,1)) )
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Proof. The proof the first estimate we take a smooth cut off function x, applying the
estimates on uy and computing the error terms. Let x € C2°(B1) so that x = 1 in Bss.
Then the function 4 = wy solves

O+ Lu=f+f

where f = —L(u(1 — x)). We can estimate
Fanl< [ =0l ) Ky
4/0( )

<CC / (1 + [y])2~< |y~ 2dy
BZ/S(fx)

< CCOv

for Cy = supp~y R™2*¢||ul| oo (By)x(—1,1)- The first claim now follows from [32, Theorem
1.3].
For the second claim, we estimate

|[f(@,t) = f(2', )] = u(l = x)(z +y, ) K (y)dy

32/5(71)

[, 06 K
/5=

< / (e + y, ) — u(@’ + )| K (y)dy
B

c
1/20

T el g0 / (@ +9) — x(& + 9K )dy
By /20

<z —2'|* + |t — t']3) (/ ulca (Byy |+1)K( )dy‘i‘CxHu”L”(Ql))
BY /20
) (1l + 1>
<o |7 + |t~ ¢]2) (ACO W+ Clull=(an
B /20

<(|lz —|*+ |t — |5) (CCo + Cllul|L=(y)) »

where Cj stands for supp., R™257¢ [w1]ca(Brx(-1,1)) - I view of [32, Theorem 1.1], the
p ’
second claim is proven.
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For the moreover case we need to notice that
[ u-nErrok@d - [ a0y )R ) =
32/5(_@

Bi5(=2)

[ -0 OK -2y - [ w0 OK - )y =

4/5 2/5

[ =00 — (= 0. 1) Ky — )y +

4/5

[ =00 (K- 2) - Ky - ) dy.
B

/5
The first term can be bounded with

Csup R [y] o t—+¢ 2%7
R>Ii [ ]Ctg(BRX(_lvl))‘ |

while the second one with

CCysup R *|u| oo (mpx (<1,19)[2 — 2|
R>1

Using [32, Theorem 1.1] finishes the proof. O

Lemma 3.6.4. Let a,a > 0 such that a+a > 1+ s, a < s, and uy,us,d € C(Q1), such
that uy € C;(Q1), ug > cod®, for some co > 0 and

{m — grug — QWd? < Copr*,

lescan

for some q, € R and some 1-homogeneous polynomials le).
Then there exist qy and Q(()l), so that

1) ;s a
UL — qol — d < CCyr?.
[1 qouz — Q ]Cg(Qr)_ 0

Proof. Writing anl)(x) = Q,(nl) -z and using rescaled [I, Lemma A.10], we compute

_ 1
Q1 = Q41 <O 1R = QY= (@urfasry2)
<Cr ' 11QWd — QY d*|| (o)

<Oy~ l-sta g’l)ds . (1)ds
- @ ar }C;@r)

<Cr_1_s+a< i1 = gruo = QU]+ [un — o — QY

] Ce(Qr) C2(Qr)
+ [(QT - qQT)U’Q]CI‘}(QT) )

SCCO,Ff].*S‘FOH“a 4 Cr,fllqr o qzr\-
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Moreover, we have

(- = a2ryuz = Q) = Q) (@) <1 |(ar — ar)uz — (@) - @5))d

ECOTOH_CLa

Caoo(Qr)

and hence also
(- = g2r)uz = (@) = Q)| (@, gasr /2y < Cor*™.
It follows from [I, Lemma A.11], that
|gr — qar| < CCorota.
Combining it with the first inequality, we also obtain

|Q7(n1) _ QS«” < CCOTOH_G_l_S.

In the same way as in [I, Lemma 4.5] this implies the existence of the limits gy and Qél),
together with estimates

QY — QW] < cCpratat=s, g — g, < CCrotas,
and so
_ _ (1)d5 < _ _ (l)ds
u1 — qouz — Q }Cg(QT) < [m qrug — Qy ]Cg(Qr)
_ 1) 100 d°
+ [(a0 = ar)uzleg ) + | (@6 QT>}%@”
<CCyre.
Therefore the claim is proved. O

Lemma 3.6.5. Let x € By with x, >0, p € (0,2s) and ¢ > max{1 —p,0}. Then

—1 _ _
/ yb e — y| "M dy < Cex,®,

B

for any € > 0.

Proof. Denote r = % and split the integral into B,(x) and the complement. In the

integral with the pole we estimate yffl with 7P~ and then integrate the pole to obtain
another Cr?. Thanks to the assumptions this is bounded.
The remaining part is handled as follows. Choose € > 0 and estimate

-1 - -1 b l—p—
/ Y |z =yl dy </ Yne e —y| TP dy,
B1\B,(z) B1\B:(z)
since |z —y| <1 and ¢ > 1 — p. Rescaling the integral on the right-hand side we get

—n+1l-p—¢

* dy < Cex,)®,

7’_5/ yf;l ‘* -y
By \Bi(z/7) r

as stated, since the n—th coordinate of T = 2. O
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Chapter 4

Higher order parabolic boundary
Harnack inequality

4.1 Introduction

We study the boundary behaviour of solutions of

{atu—{—Lu = f inQnNQ:

u = 0 ondQNQ, (4.1.1)

where 0 C R™*! is an open set, Q1 = By x (—1,1) and L is a second order operator of

the form
n

Lu(z,t) = = Y aij(z,t)0u(x,t) + Y bi(x,t)du(x, t). (4.1.2)
i,j=1 i=1
The matrix A(z,t) = [a;;(x,1)]

i is assumed to be uniformly elliptic and the vector
b(x,t) = [bi(z, t)]

, is bounded, that is, for every (z,t) it holds
0 <A < A(z,t) <AI 16| < A. (4.1.3)

In the elliptic version of the problem, classical boundary Schauder estimates imply
that solutions vanishing on the boundary of a C*® domain are of class C*® up to the
boundary. This implies that the quotient of the solution with the distance function to
the boundary is C¥~1%. This has been refined by De Silva and Savin [27], who showed
that replacing the distance function with another solution gives that the quotient is C*
as well, under positivity assumption on the solution in the denominator. This is a higher
order boundary Harnack estimate.

Such result was extended to the parabolic setting in [6], where Banerjee and Garofalo
established a new parabolic higher order boundary Harnack estimate in C*® domains.

The goal of this paper is twofold. On the one hand, we give a new proof of the result
in [6], which is based on blow-up and contradiction arguments. On the other hand, we
extend the result to the case of parabolic C! domains, which was not covered in [6]. This is
important when applying these estimates to obtain the higher regularity of free boundaries
in parabolic obstacle problems, as we will see below.

We work in domains 2 which are allowed to be moving in time, and have to satisfy
some parabolic regularity properties.
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Definition 4.1.1. Let 8 > 1 and let Cg be the parabolic Holder space defined in Defi-
nition We say that Q C R is C’g in @y, if there is a function F: Q] — R, with
HFHCB(Q,) < Cp and F(0,0) =0, V,#F(0,0) = 0 so that

P 1

QNQr ={(,zn,t); z, > F(2',1)}.

For a domain  as in the above definition we define the parabolic distance to the
boundary as follows

: 1
d(z,t) = (Z’s)é%ngl (]w —z|+ |t — s|2) , (z,t) e QNQs.

Our first main result says that if we have two solutions of (4.1.1) in a C domain, with
a bounded right-hand side, then their quotient is nearly as smooth as the boundary. This
is a parabolic boundary Harnack inequality, and reads as follows.

Theorem 4.1.2. Let Q be C} in Q1, and let L be as in {{.1.2)-([{.1.3), with A € C(Q)
and b € L>®(Q). Let u; be two solutions of (4.1.4) with f; € L>*°(Q N Q1). Assume that
[ug| > cad with ca > 0 and || f2||L~(@nq,) + [[v2llLe@nq)) < Co.

Then for any € € (0,1) we have

Uy

o < C ([If1llzee@nqn) + llullze@ney))

C;_E(QQQUQ)

with C depending only on n,e,ca, Cy, ), the modulus of continuity of A and ellipticity
constants.

It is established through expanding one solution with respect to the other one, com-
bined with boundary regularity estimates for solutions. With a similar, but a bit more
involved approach, we can also prove the higher order analogue of the result - the higher
order parabolic boundary Harnack inequality.

Theorem 4.1.3. Let f > 1, B € N. Let Q c R be C’g m Q1 according to Defini-

tion|4.1.1. Let L be an operator of the form (4.1.2) satisfying conditions (4.1.3) with the
coefficients A, b € Cg_l(ﬁ). Fori=1,2 let u; be a solution to

Owu; + Lu;, = f; i QNQ
{ u; = 0 ondQ2NQq, (4.1.4)
with fi € CE7HQ N Q1). Assume that |ug| > cod with ca > 0 and |\f2|]0g_1(QmQ1) +
P

|[uz|| Lo (ngy) < Co.
Then we have

U1

U2

< C (Il g+ (angu + hnllzeonay))
CF (@1 ) cFHQNQr) (2NQ1)

with C depending only on n, B, co, Cs, ), ellipticity constants, HAHcg—l(ﬁ) and ||b|]05_1@).
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Theorem is already known under a bit stricter assumptions, see [6]. We provide a
new, different proof, which relaxes the assumption on regularity of the domain from C®
in space and time, to C’;’O‘.

One motivation for studying such equations comes from the parabolic obstacle problem,
where we look for a function v: @)1 — R solving

O — Av = — x>0y, v =0, (4.1.5)

for some function f depending only on z, together with some boundary data on 9,1 =
0Q1\(B1 x {1}). Of particular interest is the so called contact set K = {v = 0}, and its
boundary 0K, called the free boundary. If we denote Q = {v > 0}, then in particular the
solution v solves

ov—Av = —f inQNQ
v = 0 on 00N Q.

Theorem [£.1.2] and Theorem [{.1.3| give a simple proof of the higher regularity of the
free boundary in the parabolic obstacle problem, without making use of a hodograph
transform as in [52, Theorem 3]. Analogous boundary Harnack inequalities give rise to
the bootstrap argument, which yields the higher order regularity of the free boundaries in
similar obstacle problems. Some examples are [27], where they establish it in the classical
case, [51] for the case when the operator is the fractional Laplacian and [7] for the parabolic
thin obstacle problem.

Corollary 4.1.4. Let v: Q1 — R solve the parabolic obstacle problem with f >
co >0, f € CBy), for some @ > 1. Assume that (0,0) € 0{v > 0}, that O{v > 0} is CI%
in Q1 in the sense of Definition . Then 9{v > 0} is C’g“ in Q12

In particular, if f € C°°(By), then the free boundary is C* near the origin in space
and time.

Remark 4.1.5. In the classical one-phase Stefan problem the function f in the right-hand
side is constantly equal to 1 and moreover one has d;v > 0. Then the initial C'"* regularity
of the free boundary near regular free boundary pointﬂ is established in [16]. For general
right-hand side f in , we refer to [64, Theorem 1.7]. There the provided initial
regularity is indeed C; only.

Let us stress, that one often does not have C1® initial regularity. Another example is
the free boundary problem for fully non-linear parabolic equations, studied in [41]. There
they establish the C! regularity of the free boundary in both space and time. This is
why it is important to have Theorem in C; domains in order to establish the higher
regularity of free boundaries.

4.1.1 Strategy of the proofs

The main ingredient for proving Theorem and Theorem is establishing an
expansion result of the form

fur(@,8) = p(a, ua(e, )] < C (| 4115, (2,0) € @y,

'Regular points are those at which the blow-up is a 1-dimensional profile of the form i (z - )2 ; see [64]

2
for more details.
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for some polynomial p of parabolic degree |3]. To get such an expansion, we perform
a contradiction in combination with a blow-up argument. The contradiction is reached
with Liouville theorem in half-space for the parabolic setting. We follow the ideas of an
analogous result in the non-local elliptic setting [1]. In particular our proof is different
from the one of De Silva-Savin in [27].

4.1.2 Notation

For a real number, we denote |-| its integer part and (x) =z — [z].
The ambient space is R"T! = R™ x R, where the first n coordinates we denote with

x = (21,...,%,) and the last one with ¢. Sometimes we furthermore split = = (2, z,),
for 2’ = (x1,...,2,-1). Accordingly we use the multi-index notation a € NSH, a =
(a1, ..., an,aq), o) = a1 + ...+ a, + a4, and furthermore

o 0\ o\ o\™
0% = — o...0 =— o| =— .
a$1 81‘” 81&

The gradient operator V and Laplace operator A are taken only in x variables. When we
want to use the full coordinate operators, we denote it with a subscript V, 4.

For 2 C R"*! we denote the time slits with ; = {z € R™; (z,t) € Q} and the distance
function to the boundary in space directions only with di(z) = dg(x,t) = inf,cpq, |z — z|.
Moreover its parabolic boundary 9,2 is the set {(z,t) € 9Q; Vr > 0: B,(z) x (t—7,t) ¢

We denote with Q,(zo,t9) the following parabolic cylinder of radius r centred at
(z0,t0),

Qr(z0,t0) = By (z0) X (to — T2yt0 + 72)'

When (z9,t9) = (0,0), we denote it simply Q,. Sometimes we also denote

Q = Q,N{z, > 0}.

Finally, C' indicates an unspecified constant not depending on any of the relevant
quantities, and whose value is allowed to change from line to line. We make use of sub-
indices whenever we will want to underline the dependencies of the constant.

4.1.3 Organisation of the paper

In Section we present the definitions of parabolic polynomials, parabolic derivatives
and parabolic Holder spaces, notion of viscosity solutions, and cite the results about them
which we use. In Section [£.3] we establish basic results regarding the behaviour of solutions
of near the boundary. Well equipped in Sectionwe prove the boundary Harnack
estimate in C}% domains and Theorem In the following Sectionwe prove the higher
order boundary Schauder estimates and Theorem [4.1.3] Finally, the proof of Corollary
[4.1.4] is presented in Section At the end there is an appendix, where we establish
the results regarding the interior regularity of solutions of needed for our specific
setting. Moreover we there prove technical auxiliary results, to lighten the body of the

paper.
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4.2 Preliminaries

4.2.1 Parabolic Holder spaces

We follow the definitions of the parabolic Holder spaces from [61]. We start with defining
parabolic derivatives and parabolic polynomial spaces.

Definition 4.2.1. For a multi-index « € NSH, we denote o, the first n components and
oy the last one and define

n
lalp = |ag| + 204 = Zai + 2ay.
i=1

Furthermore, we define the parabolic derivatives with
k
Dy ={0% lal, = k}.

Similarly, we define the parabolic polynomial spaces as follows:

Py, = Z cal(z,t)% cq €R

lolp<k

We say that k is the parabolic degree of polynomial p, if k£ is the least integer so that
p € Py . For a polynomial p =" cq(z,t)*, we denote

Il = leal-
«

Next we define parabolic Holder seminorms and spaces.

Definition 4.2.2. Let Q be an open subset of R"™!. For a € (0, 1] we define the parabolic
Holder seminorm of order « as follows

|u(z,t) — u(y, s)|

Woe =  sup
PO G weea T — gl + |t — 8|3
and fu(z, £) — u(z, )|
u(x,t) —ulz,s
Ulra oy = sup
Her (i) @see [t s

If a € (1,2], we set

[U]Cg(ﬂ) = [Vu]ogfl(g) + [U]Ct% @

For bigger numbers a > 2, we set

[ucg ) = Vulpe—1q) + 0rulco-2q) -

When o ¢ N we say that u € C5(€2), when [U]C,?(Q) < 00, and define

lullog@y = D [1Dyulleo() + [ulcg (o -
k<|a]
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If a € N, we say that u € C(£2), if there exists a modulus of continuity w: [0,00) —
[0,00) — a continuous, increasing function with w(0) = 0 — so that for all (z,t), (y,s) € Q

|D%u(z,t) — Deuly, s)| < w(le —y| + |t — 5]7),

and
DSz, ) — D2 u(, 5)| < |t — s|7w (|t — s]2).
We set
ullco(o) = Z || DEul| o (0.
k<a

Moreover, we say u € Cp~"H(Q) if (U] () < o0 and we set
p

Hu||cg—11l(g) = Z ||D]l§u||L°°(Q) + [U]cg(g)-
k<a—1
Remark 4.2.3. Breaking down the definition of the parabolic Holder seminorms, we get

that
— [D la]

[U]Cg(ﬂ) = |“p u} ol (@) + [D;IEQJAU} (a)+1
p

o 7 (@
Notice that the seminorms are compatible with parabolic scaling. If u,(z,t) = u(rz, r?t),
then
[urlegi@uy =" luleg (@) -

We want to remark as well, that for every power 8 > 0, we have
B B B
C7 (ol +14%) < fol + 5 < C (Jal +1217) .

4.2.2 Viscosity solutions
For the notion of solutions of the equation (4.1.1)) we use the viscosity solutions.

Definition 4.2.4. Let Q C R™"! be an open set. We say that u € C(f) is a viscosity
sub-solution of
ou+ Lu=f

in Q, if for any function ¢ € C2(Q) touching u from below at some point (xq,t) € Q it
holds
9d(xo,to) + Lo(xo, to) < f (o, to)-

Analogously we define viscosity super-solutions; the opposite inequality has to hold for
CE(Q) functions touching u from above.

We say that u € C(Q) is a viscosity solution of if it is both viscosity sub-solution
and viscosity super-solution.

One of the main reasons for using viscosity solutions is, because they are well behaved
under uniform convergence. We often use the stability result [§, Theorem 1.1]. The
existence and uniqueness result is established in [61, Theorem 5.15], while the interior
regularity results are provided in [70, Theorem 2], when the right-hand side is bounded
only, and in [61, Theorem 5.9], when the right-hand side is Holder continuous.
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4.3 Basic boundary regularity results

Since solutions of satisfy the comparison principle (see for example [61, Lemma
2.1]), a first key to get estimates for solutions near the boundary is constructing suitable
barriers.

Let us start with providing the existence of a so called generalised distance function.
It is comparable to the parabolic distance to the boundary, but moreover satisfies some
additional interior regularity properties, which are very important later on. The parabolic
distance at a point (z,t) € § is given as

: . 1
dist,((x,t),00) = (251589 (|:E —z|+|t— 8|2> .

Lemma 4.3.1. Let B € [1,2) and let 2 C R*! be Cg in Q1 in the sense of Definition
4.1.1. Then there exists a function d: QN Q1 — R, satisfying

C~ldisty(-,00) < d < Cdisty(-,09), deCHQ)NCLQNQy), |0d|+|D%d| < Cd°2,

<|Vd| < C.

Wl N

Moreover, when 8 =1, we have
|0;d| 4 | D?d| < Cd'w(d),

where w is the modolus of continuity of VF. The constant C' depends only on 3, ||F| |Cﬁ(Q,)
P 1
and n.

Proof. The construction is done in [61, Section IV.5]. The second part (8 = 1) is estab-
lished analogously as [62], Theorem 1.3]. O

With aid of the generalised distance we construct a barrier in C; and C;’a domains.
The barrier is a non-negative function, vanishing at the specific point of the boundary with
positive right-hand side. When the boundary is C’; only, the obtained barrier vanishes a
bit slower than linearly.

Lemma 4.3.2. Let Q C R"t! pe C’; i Q1 in the sense of Definition . Let L be an

operator of the form (4.1.2) satisfying conditions (4.1.3)). Let € € (0,1). Then for every
boundary point (z,s) € OQ N Q1o there exists a function ), o satisfying the following
properties:

Oy + L)posy > d'e+1 inQNQ1N{d<r}
(f)(z’s) > 1 mn 2N ap (@Qn{d<r}
(Z)(Z’s) > 0 inQN@QN{d<r}
¢(z,s)(za s) = 0
P(z,0)(2 + &z, 8) < Cd'=%(z + €vg,s) for & <.

The constants C andr > 0 depend only onn,e, A\, A, HFH% and the modulus of continuity
of VF.
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Proof. Set first ¢ = d'~¢. We compute

(O +L)p=e(1 —e)Vd"AVd-d™ ' + (1 —e)d (0 + L)d
4
> (1 — g)gd—l—a ~COA( = &)d Fw(d) — CA(1 — £)d—*,

thanks to Lemmam If (z,t) € {d < r}, for r so that max(w(r),r) < 5%, we get

2
O+ L)p >e(1— 5)?d*1*€.
The barrier can be taken as ¢, o (x,t) = D (o(x,t) + E(lz — z|* + [t — s]?)), for small
enough E > 0 and big enough D. O

In the case when the domain is C’;’a, we can improve the barrier so that it grows
linearly near the boundary.

Lemma 4.3.3. Let 8 € (1,2) and let Q@ C R™"! be C’g in Q1 in the sense of Definition

4.1.1. Let L be an operator of the form (4.1.2) satisfying conditions (4.1.3). Then for
every boundary point (2, s) € 0QNQ) /5 there exists a function ), s satisfying the following
properties:

O+ L)pps > dP2+1 in QN QyN{d<r}
¢(z,s) > 1 in QN 8p (Ql N {d < 7“})
¢(z,s) > 0 inQNQLN{d<r}

¢(z,s)(z78) =0
P(z,5)(2 +Eve,8) < Cd(z + &g, s) for &<

The constants C and r > 0 depend only on n, 3, A\, A and ||F|| 5.
P

Proof. Set p =d — MdP, for some positive constant M specified later. We compute
(0 + L)p = (8 + L)d(1 — MBd°~1) + MB(B — 1)d°2VdT AVd.
Hence we can estimate

(0 + L)p > — |(0y + L)d|(1 + MBd°~1) + MB(B — 1)d°2VdL AVd

AM

> - Cd°2(1 +2Md° 1) + 5 BB - 1)d°—2

Choosing M so that %5(6 —1) > max{3C, 1}, and then r so that 2Md’~! < 1, we get
that for z € {d <r}n{d < 1}

1
@+ L) 2 d™2 2 S(d72 + 1),

We now set ¢, 5)(x,t) = D (p(x,t) + E((t — 5)*> + |z — x|*)). Constant E has to be small
enough so that D~1(9; + L)p(z.6) 2 %(dﬁ_2 +1), and then D is chosen big enough, so that
(Or+L)ps) > d?~241 and that P(z,5) = 1on QNI ({d < 7} N Q1). Since (2 +Evy,s) <
Cd(z + vz, s), provided that r is small enough, the same inequality holds for ¢, ,) as
well. 0
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The existence of such barriers straight forward imply that solutions to parabolic equa-
tions grow near the boundary at most linearly (almost linearly if the boundary is C’;).

Corollary 4.3.4. Let 3 € [1,2). Let Q C R pe Cg in Q1 in the sense of Definition
and let L be an operator of the form (4.1.2)) satisfying conditions (4.1.3). Suppose u

s a solution to
Ou+Lu = f inQNQ
u = 0 ond2NQ.
If 8 = 1,then for every € > 0 have

lul < C(I1fdll oo @nqr) + ullze@ngn)d ™ in QN Q1)

with C depending only on n,e, \, A, and ||F||C;
When 8 > 1, we have

ul < C(I[£d* || o @ngn) + lullL=@ngn)d  in QN Q1
with C' depending only on n, B, \, A, and ||F|| 5.
P

Proof. Cases § =1and g > 1 are treated in the same way. Let us only prove the statement
when g > 1.

Dividing u with ||fd>=#||pe + ||u||rs, We can assume that |u| < 1 and |f| < d°~2.
Take (7,t) € QN Q1 /9. If d(w,t) < r/2 for the constant r and function ¢ ;) from Lemma
we apply the comparison principle ([61, Lemma 2.1]) on ¢, + u and get that
lu(z,t)] < Cd(x,t). Taking C bigger if necessary, the same holds also if dy(x,t) > r/2.
Note that thanks to Definition the function d is also comparable to d,. In case § =1
Lemma together with comparison principle gives the desired result. ]

Having bounds on the growth near the boundary, combined with interior estimates
quickly give Lipschitz bounds up to the boundary (almost Lipschitz in C; domains).

Corollary 4.3.5. For 3 € [1,2) let Q C R™*! be C’g in Q1 in the sense of Deﬁm’tion
and let L be an operator of the form (4£.1.2)) satisfying conditions (#.1.3)), with A € CY(€).

Let u be a solution to
Ou+Lu = f inQNQ
u = 0 ondQNQ.

If 6 =1 we have for every e >0
[ulci-2(0nqy ) < CUIFP P L=(@nqu) + llullz=@na))

with C' depending only on n,e, \, A, HFHC}), and the modulus of continuity of A.
If B > 1 we have

[l crang, ) < C([1fd* P Lo angy) + |[ull Lo @ngn))

with C' depending only on n, 5, A, A, HFHcg, and the modulus of continuity of A.
P
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Proof. Let first § > 1. Take any Q,(xo,t0) C Qar(z0,t0) C 2 so that d(xo,tp) < Cr with
C independent on u, f, xg, tg. E| Define u,(z,t) = u(xg + 2rx, to + 4r>t). It solves

ouy + Lu, = 4T2f in Q1.
Hence by interior regularity results [70, Theorem 2]

[l (@1 ) < CUM Fl22(Qa, g 0)) + urllz (1)
< Cr(|I£d* Pl oo @ng) + Il L @ngn)

where we applied the growth control on u. Translating it back to u, we get
[ulcig < C([1fd* P Lo angy) + 1l Lo @ngn))-

Due to Lemma [4.8.2) the claim is proven.
When 8 = 1, the prove is analogous. The growth control of u is |u| < Cd'~¢, which
assures that we can bound [u] cl-e(q,) instead. O

Having boundary regularity estimates enables us to prove the following Liouville-type
theorem in a half-space. Recall that QE =QrN{x, > 0}.

Proposition 4.3.6. Assume that v solves

O —tr(AD?*v) = P on {x, > 0}
v = 0 in {x, =0}
HUHLOO(QE) < CR" VR > 1,

for some constant, uniformly elliptic matriz A, v > 0, v € N, and some polynomial
P e Py, (ify<2, then P=0). Then v = Qzy for some Q € P|,_1,.

Proof. Again define
vg(z,t) := R v(Rx, R*t).

Then ||vg|| 1@, < Co, (8 — tr(AD?))vg(x,t) = R* 7 P(Rx, R*t), and vg = 0 on {z, =
0}. Hence applying Corollary we get

[UR]c;(Qj/Q) < C([|P[| + Co),

which translates to

[U]C})(Q;m) < CR™Y(||P|| + Co),
with C independent of R (same as in the previous proposition). Now we take arbitrary
h € R™ with h, =0 and 7 € R, and define

wl(x,t) : (U(«T+h7t+7—) —U($,t)),

|B| + |72

2The constant C can be taken as \/S§:117 where S = [F]

1
2
ct
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so that leHLf’O(Qg) < [v]C’}(Q;) < CRY! as well as

{ Owy — tr(ADle) = P, in {SL’n > 0}

w; = 0 inx, =0,

for some polynomial P, € P|,_3/,. After K = [v] same steps we conclude that wg is
constant which implies that

v(@,t) = Y valaa) (@, )",

la] <~y

for some functions v, depending only on x,,. Choose now some maximal multi-index «.
Then 0% = c,v, satisfies

—ann%% = 0P in {z, >0}

Vo = 0 in {x, =0},
and hence v, is a polynomial. Continuing in a similar manner and treating higher order
coefficients as right-hand side, we conclude that v is a polynomial itself. Noticing that
v satisfies suitable growth control and vanishes on {x,, = 0} we conclude the wanted
result. O

4.4 Boundary Harnack estimate in C; domains

In this section we prove Theorem [£.1.2] To establish it we first need to show the follow-
ing expansion result, saying that solutions of (4.1.4]) can be well approximated near the
boundary by another non-trivial solution.

Proposition 4.4.1. Let Q C R™*! be C; in Q1 in the sense of Definition with
|]F||C;(Q/1) < 1. Let L be an operator of the form (4.1.2) satisfying conditions (4.1.3)),

with A € CY(Q). Fori = 1,2 let u; be a solution to

Owu; + Lu; = fi i QNQ
Uu; 0 ondQ2NQ,

with f; € L®(Q N Q1). Assume that |ug| > cod with co > 0, [lugl|p=@) < 1 and
[fillLe(o) < 1. Let e € (0,1). Then for every (z,5) € 02N Qo there exists a con-
stant ¢, ) € R, so that

jur (2,1) — ez ayusa(a, )] < Oz — 25 + [t — 5|7 ).

The constant C depends only on n,e,cy, the modulus of continuity of A and ellipticity
constants.
Moreover for every (zo,to) € QN Qy/2, such that di(xo) = |zo — 2| = cqr, we have

[ul - C(ZJO)UQ] Cgfa(Qr(l“o,to)) S C. (4.4.1)
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Proof. With the same reasoning as in Propositionwe can assume that (z,s) = (0,0).
We prove the claim by contradiction. Suppose for ¢ = 1,2 and k € N, there exist {2y which
are C) in the sense of Definition with (0,0) € 99 and [|Fy||cy(gq) < 1, functions
Wik, fie With [|u; g||pe < 1, ug g > cod, || f]|z= < 1 and operators Ly = —tr(AD?)+ bV,
with the modulus of continuity of A independent of k, so that

Owif + Liugp = fir inQpNQ
Ujf = 0 on Q. NQ1,

but

sup sup T_2+€||u1,k — cguz k||L=(Q,) =
k >0

for any choice of constants c,. We extend functions u; , with 0 outside of €2, to functions
defined on whole Q1. We define

_ er Up,kU2 K

Chy =
' fQT “%k

so that fQ (u1 g — Crrugg)ug ) = 0. Furthermore we define

9

0(r) = supsup p~ > |Jug k — crpuzkl|Lo(q,)-
k p>r
Thanks to Lemma m O(r) — oo as r | 0. Choose a sequence 7, ky,, with 7, < %, SO

that
1 1

m”ul,km - Ckm,rmuzkaLoo(Qrm) 2> 9

We define the blow-up sequence

Uz, t) = (U1 ke = Chiprn U2,k ) (T, rfnt).

r?{%(rm)

Due to the choice of 7y, kp, and ¢y, ., , we have 1/2 < [[um || (g,) < 1 and le U U2k, =
0.
We now turn our attention to constants Ch,p- Since ug > cody, we can estimate

| Lo2 (Qpn{di>p/2})
<Cllurk — ek puzkllL=(q,) + Clluik — ck2pu2kl|Lo(Qay)
<CO(p)p* = + CO(2p)(2p)*° < CO(p)p*~,

plek,p — crop|l SC|lekpuar — Croptok

so that it holds
ko — Ch20| < CO(p)p" .
Iterating the inequality above we get for any j € N

j—1 Jj—1
|Chyp = Ch2ipl < Z |Ck2ip = Ch2it1)] SCZ 0(2'p)(2'p)' =
=0 =0
= 0(2'p)
SC@(p)pkE 2i(175)
— 0(p)

<CO(p)(2p)' .
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It follows that for any R > 1, we have

‘Ck,p - Ck,Rp| < CQ(P)(le_E?

and therefore
ek puiak — i rpt2 k|| L (Qp,) < COp)(Rp)*~*

Hence
v - [
) oo = ——|lu —c U oo
m||L>°(QRr) 7’72774_80(7‘771) 1,km km,Tm W2,km || L (QRrm )
1
S RV <||u17km - Ckm,RT‘mqumHLOO(Qer) + ||ckmyR7'mu27km - ckm,T'mUQ,kaLOO(Qer))
T 20(Tm)
1

< m (0(Rrim)(Rrim)? ™ + CO(ryn) (Rrn)* %) < CR*S,

Moreover for each p > 0 we have
|Ck’7p Ck 23p| CZ 2] zp)lfs’

and choosing j € N such that 2/p € [1,2), we deduce
[Ckp = bl _ o 0(270)
. i I
0(p) ; 0(p)

Hence, since ¢y, , is bounded for p € [1,2), we get

2791 —0 asplo.

|Ck,p’

0(p)

—0 aspl0,

uniformly in k.
We compute

(0 + Ly, Yom(x,t) =

re, 9
— t
g(rm) (flykm ckmrm f2,km) (me7 7a'rn )7

and hence

K@+ikﬁ%utn<’“zaﬁmﬁ

The right hand side converges to 0 uniformly in compact sets in {x,, > 0}. Hence it is
also bounded uniformly in m, and so by Lemma [£.3.5] we get uniform Hoélder bounds

[Vrn] C1=(Qr) < Cpr. Hence passing to a subsequence v,, converges to v locally uniformly
in R"*! that by [8, Theorem 1.1] satisfies

(O +L)v = 0 in {x, > 0}
v = 0 on {x, <0},
[0||o(@ry < CR?*™° forall R>1
lollzoe@ny 2

O ol

le v (Tn)+
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where L is some constant coefficient 2-homogeneous uniformly elliptic operator. Hence
Theorem says that v = ¢(x,)+ for some ¢ € R. Therefore the last two properties of
v contradict each other.

To prove , we apply interior estimates [70), Theorem 2] on rescaled function
op(2,t) = (U1 — €z p0)02) (0 + 27, to + 4r?t), and take into account the above proven
growth control and the uniform boundedness of |c(, ;,)[, see Lemmam O

Combining the above result with estimates for us yields Theorem

Proof of Theorem[[.1.9. The proof goes along the same lines as [I, Theorem 1.3].
Choose a cylinder Q. (zo,t0), so that Q2, (7o, t0) C 2N Q3/4, and d(zg, ) < Cr, with

C independent of zg,ty and r. Let z be the closest point to g in 0€};,. Take arbitrary

(z,t) and (y,s) in Q;(zo,t0), denote ¢ = c(,4) € R from the previous proposition, and

compute
Ul (75}
= —(z,t)—c) — | —(y,8) —c|| <
(L =) - (Lo )| <

< (w1 — cuz) (2,t) — (w1 — cuz) (y, 5)| |uy (1) +
+|(u1 = cuz) (y, 9)| [uz (2, 1) —uy ' (y, 5|

(4.4.2)

By Proposition and Lemma we have that u; — cuy is C2¢(C), for a cone
C = Ug, (wo)=car—|wo—z|@r(T0,t0), With D’If(ul — pug)(z,tp) = 0, for all & < 2. Hence by
Lemma we can estimate

2—e—k

IDE(uy — pug)(z, 1) S Clz — 2> = F+t—to] 2 ), (z,t)€C k<2

We denote v = u; — cug and continue estimating (4.4.2)):

2—¢

lv(z,t) = v(y, s)| <|v(x,t) —v(y, )] + [v(y,t) —v(y,s)| <
<D0l | oo (@ worto) |2 = Ul + () 22 wormo)y It — 5172
<Cr'7Frf |z —y|' 7 + Ortit — s\l%g
<Cr(le — '+ |t =5 7
Finally we also estimate
iz (1) = uy (. )| < g (2 )y (9, 8)] o, £) — ualy, )|
< Or2 [usleasangy ) (10 =yl + [t =5 2°)
<Ot (e -y s ),
where we used Corollary for ug. Putting it all together we get

Ul _ 1—2¢
() = y8) < Ol — ol 7 |t — sl

Up to choosing a different ¢ at the beginning, the claim is proven, thanks to Lemma
4.8.2] O
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4.5 Higher order boundary Schauder and boundary Har-
nack estimates

We proceed with finding a finer, higher order description of solutions near the boundary.
The first goal is to get Schauder type expansions of solutions at boundary points - approx-
imations with polynomials multiplied with the distance function. Note that the boundary
Schauder estimates are already known; see for example [61], Section IV.7] or [56, Section
10.3]. Still, the proof we present here is different and it is useful for the main result: the
higher order parabolic boundary Harnack estimate.

Proposition 4.5.1. Let f > 1, 8 & N. Let Q C R"! pe Cg in Q1 in the sense of

Definition with |]F||05(Q,) < 1. Let L be an operator of the form (4.1.2)) satisfying
p 1

conditions (4.1.3)), with A,b € 0572(5), if B>2and A€ C%Q), be L>(Q), if B < 2.

Let u be a solution to

u = 0 ondNQ,

with ||f“cﬁ’2(§2) <1ifB>2and|f| <dP~2 if B < 2. Assume that [ul[zoo() < 1. Then
p
for every (z,s) € 00N Q15 there exists a polynomial p(, ) € P|g_1)p, so that

{&gu—l—Lu = f mQNQ:

(@, ) — pro.sy (@, D)d(@, £)] < C(|1z — 2% + [t — 5] 7).

The constant C depends only on n, 3, ellipticity constants and HAHcﬁfz(ﬁ), Hb”csf2(§) if
P P
B > 2, and the modulus of continuity of A, if 5 < 2..

Proof. Thanks to assumption on ) (translations and scaling preserves the assumptions),
we can assume that (z,s) = (0,0). We prove the claim with contradiction argument.
Assume that the claim is false. Then there exist ) which are Cg in @1 in the sense of
Definition [4.1.1) with HFkHCﬁ(Q/) < 1 and (0,0) € 9, and uy, fx, Ly = tr(A,D?) +
P 1

b - V, with uniformly bounded HAkHCﬁ*Z(ﬁ bkl A8-2,0  if 8 > 2, and the modulus

3 k) C;D (Qk)
of continuity of Ay independent of k, if 8 < 2, satisfying Oyup + Lrur = fr in Qp N Q1.
Moreover, ur = 0 on dQ N Q1, [ug| < 1, [[fl[os—2 < 1 (or |fi] < d£_2 if B < 2), Ly is
D

(A, A)-uniformly elliptic, but for every polynomial pj, € Pg_],

p We have

supr P |Jug, — prdil| (g, > k.
r>0

We extend the functions ug and di with zero in Q1 N Q€ so that they are defined in the
full cylinder @1, and denote them still ug,dy. Let py ,di be the LQ(QP) projection of uy
to space P|3_1] ,dk, so that we have

/ (wk — pr,pdi)pdy, = 0,

Q@p

for every polynomial p € P|g_1| . Then define the monotone quantity

O(r) = supsup p*BHuk - Pk,pdk”L‘x’(Qp)'
k p>r
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It follows from Lemma that lim, o 0(r) = co. Choose a sequence ky,, p, with r,, <
1/m, so that
1 _
F0rm) =7 ks = Pl B 125 (@)
and define the blow-up sequence
_ 2 2
vm(z,t) = ﬁi(ukm (rm@, T t) = Pk Ay (T T, rmt)).
"m0 (rm)
Notice that ||vp||re(@,) = 1/2 and le Vmpdy,, (rm-,72,-) = 0 for every polynomial p €
Pl_ﬁ_1j7p'
Let us now turn our attention to the polynomials py ,. We write
Prp(z,t) = > p;(cff,f (z, )%, p;(f,z eR.
lap<|8-1]

Using a rescaled version of [Il, Lemma A.10] and that dj > cp in Q, N {dx > p/2}, we
estimate for any « such that |a|, < |8 — 1]

1
Pl pi) — i) |

<Cpl|pk,p — Pr2pll Lo (Qun{dr>p/2})
<Cl|pr,pdk — Pr2pdk!| Lo (@, {di>p/2})
<Cllug — pk,pdkl|L(Q,) + Clluk — Pr2pdkl| Lo (Qs,)
<CO(p)p” + CO(2p)(2p)" < CO(p)p”
so that it holds

) — piy | < CO(p)p? 1 1ele,

Iterating the inequality above we get for any j € N
7j—1
P — %, | Z P~ P | <C Y 00k

<CQ B 1- |a‘pz 9 215 1—|alp)

<@ .

It follows that for any R > 1, we have

D) — P, | < CO(p)(Rp)P 1ol
and therefore
||Pk,o — PRk L0 (Qr,) < CO(p)(Rp)’.
Hence
B 1
[[vml| Lo (@) = Wllukm = Pk rm e 1L (Q s, )

m Tm)

< o) (Hukm = Pl Bron Ve 120 (Qr) + P, R Db, — Phign v Wi || L0 (@, ))

< ; (e(er)(er)ﬁ + Ce(rm)(er)ﬁ) < CRP.
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Moreover for each p > 0 we have
|pk,p B pI(CQQ)Jp‘ J
0(p) — 0(p)
and choosing j € N such that 2/p € [1,2), we deduce
(o) _ ( ) J

’pkp kaJ
50 Z

Hence, since pl(:g is bounded for p € [1,2), we get

fi

Hb=1=lels 50 asp o

()
| k,p

— 0 aspl0.
0(p) ’
We compute
) 20 )
(8t + Lkm)vm(‘x7 t) = 6(7’ ) (fkm - (at - Lkm)(pkm,"'mdkm))(rmx7 T?nt)

7’273 :
_ e )omg if <2
Pm+9( —Om, if 8> 2,

where P, € P|5_s, is a suitable Taylor polynomial of quantities on the right-hand side.
Note that fy, and (8 — Ly, )(Pky.rdiy,) are both C’g_2 functions, and they can be

approximated with a polynomial up to order |z|%=2 + \t\¥ (see Lemma , it 5> 2
and otherwise we bound the L° norm. The reminder we denote with o,, g, so

omp(e,t) = { (From = (O = Lty ) Pk v B )) (rm, i) if <2
o (fim = (Or = Lty ) (D v W) — Prn) (rm, 12,8) - if 5> 2,

2-6 _
In the case < 2 we can estimate %\omﬁ] < C%dfﬂ ?(z,0), with C independent

of m, using the assumption on f,, estimates on |0;d| and | D?d,,| (see Lemma , while

pgz’; TS” converges to zero. In the case 8 > 2, we have |0(rp,) Lom 5| < C”pgﬁiﬂ:mﬂxw 24

|t| 2 ) Since ||vm ||z (@n) < CR? independently of m and since 0( 0y Om,5 are bounded
uniformly in m, we get that P, are uniformly bounded as well (see the end of the proof
of Proposition . Therefore in both cases the term with o,, g converges to zero in
LS ({xn, > 0}). Thanks to Corollary we get uniform Lipschitz bounds for v,, on
every QQr. Passing to a subsequence, the convergence result [8, Theorem 1.1] assures the
local uniform convergence of v, to some function v defined in R*** N {x, > 0}, satisfying

(O +L)v = P inz, >0
v = 0 in x, =0,
||U||Lo<>(Qj;) < CRf
Pllgh = 3
le vpr, = 0 for every p € Pg_1) p,
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where L is a constant coefficient, second order (A, A)-elliptic operator and P € Pisap
if > 2and P =0 if § < 2. Hence by Liouville theorem (Proposition [4.3.6) v has to be
equal to gz, for some polynomial ¢ in P|3_1|,, which gives the contradiction. ]

Remark 4.5.2. When 8 € (1,2) the function d is taken from Lemma When g > 2,
we take the composition of the boundary flattening map (¢(2/, xp,t) = (2, 2, — F(2/, 1), 1),
with the n-th projection. Concretely, d(z,t) = x, — F(a,t), which is Cg(Ql). In both
cases we get that r~'d(rz, r?t) converges to z,, locally uniformly.

Additionally, the estimate d(rz,r*t) < Crd(z,rt) < Cird(z,0), works because the
boundary is flat enough.

The obtained description of solutions near the boundary implies the regularity up to
the boundary, as follows.

Corollary 4.5.3. Let 3 > 1, f & N. Let Q C R* be C’g in Q1 in the sense of

Definition |4.1.1. Let L be an operator of the form (4.1.2) satisfying conditions (4.1.3)),
with A,b e C)*(Q), if 8> 2 and A € C°(Q) if 8 < 2. Let u be a solution to

ou+Lu = f inQNQ;
u = 0 ondQNQq,

with Hf||C§_2(§ﬂQ1) < Coif B>2 and |f] < Cod?~2 if B < 2.
Then
Hu||C§(QﬂQ1/2) < CCo.

The constant C' depends only on n, 3,8, ellipticity constants and |\A\|Cg_2(§), HbHcg_z@)
p 3
if 8> 2, and the modulus of continuity of A, if B < 2.

Proof. Dividing the equation with Cj if necessary, we may assume that Cy = 1. Thanks
to Lemma [4.8.2] it is enough to prove

[U]CE(Qr(J»‘oJo)) <G

whenever dy, (o) = |rg — 2| < Cr, with C independent of xg,to,r, and Qo (zo,t0) C
Q2N Q- To prove that, take p. ;) from Proposition and define

Ur(,1) := (U — p(z40)d) (w0 + 21w, to + (2r)%t), (z,t) € Q.

Then in the case § > 2 use interior regularity estimates from Proposition to get

[uT]Cg(Ql/Q) <C (7«5||f + (815 + L)(p(z,to)d)HCg*Q(Qle) + ||’LL - p(z,to)d’|L°°(Q2r(1’o,t0)))

and hence
[u - p(z,to)d] Cg(Qr(xo,to)) <C,
thanks to Proposition the fact that p(. ) are uniformly bounded (see Lemma |4.8.5)

and the fact that d € C) (AN Q).
In case 8 < 2, use [70, Theorem 2] to get

[UT]Cg(le) <C (TQHf + (875 + L)(p(Z,to)d)‘|L°°(Q2r(xo,to)) + Hu - p(Z,to)d‘|L°°(Q2r(x0,t0)))



143

and hence due to similar reasons as before

[u — p(z,to)d] CH(Qr(w0,t0)) <G

This implies that

[u]cg(Qr(Io,to)) <G

thanks to regularity of d and boundedness of p(, ;,), as wanted. O

We can now establish expansions of one solution with respect to the other. This result
is the key ingredient to prove the boundary Harnack estimate. It is the higher order
version of Proposition Since the order exceeds 2, the constant in the expansion is
replaced with a polynomial, which causes some difficulties in the proof.

Proposition 4.5.4. Let f > 1, f &€ N. Let Q C R be C’ﬁ in Q1 in the sense of
Definition with HFHC{?(QD < 1.7 Let L be an operator of the form (4.1.2)) satisfying
conditions (4.1.3), with A,b € 05*1(9). Fori=1,2 let u; be a solution to

Owu; + Lu; = fl inQﬂQl
u; = 0 ondQNQ,

with f; € Cg_l(ﬁﬂ Q1). Assume that |uz| > cod with co > 0, |[uil[zo@) < 1 and

Hfi”cg—l(ﬁ) < 1. Then for every (z,s) € QN Q5 exists a polynomial p(, 5 € P|g) p, 50

that .
u1(2,) — posy (@, hua(z, t)] < C |z — 2T + [t — 572 ).

The constant C depends only on n, 3, cg, "A|’05—1(§), Hbﬂcgq(ﬁ) and ellipticity constants.

Moreover for every (zo,to) € QN Qq/2, such that di(wo) = |zo — 2| = cqr, we have

[ul _p(z,tQ)UQ] Cg+1(Qr($07t0)) S C (451)
Proof. With the same reasoning as in Proposition we can assume (z,s) = (0,0).
We write
plat)= > po-(@t)*=p0+ Y pa(z,t)* =p +p(z,1),

lalp<p I<]alp<p

for some constants p,. In view of Proposition [4.5.1
ug(x,t) = pa(z,t)d(z,t) + va(x,t), p2 € Plg_1p [va(m,t)] < C(]:):\B + ]t]g),
and then the claim is equivalent to
’ul — pOyy — pWpod —p(l)vg‘ (z,t) < C(|z - 2P )t — s]%),
which is furthermore equivalent to

ua(,8) = 5O us(w, 1) = 5Oz, (e, 1) < Ol — 277 4 |t = 5 5),
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for a suitable polynomial p € P g/ .
We prove that by contradiction. So suppose for ¢ = 1,2, and k € N there exist 4,
which are C’g in @1 in the sense of Definition 4.1.1| with 0 € 09 and HFkHcﬁ(Q/) <1,
p 1
uik, fir and (A, A)-elliptic operator L = — tr(AgD?) + by, - V, with uniformly bounded
norms HA]CH0571(§]€), ku‘|0571(ﬁk)’ so that Hui,kHLf’o S 1, Hfika0571 S 1, U2 k Z Cod and

O+ Lypus e = fir inQpNQ
Ui = 0 on 9, NQ1,

but
supsupr 7 |ug p — p,(co)uz,k — P;(fl)dHLoo(Qr) =00
k r>0
for every choice of polynomials p; € PLB 1,p- We extend u; and dj to functions defined
on whole @)1 with zero outside of ;. Define py,, as the L?(Q,) projection of uy,; on the

space {q(o)uz,k +qWdy; g e P 3]}, so that

/Q (w1 — pguzk - p;(clﬂ)adk)(q(o)uzk +qWd) =0

for every polynomial g € P g, ,. Furthermore, we define

_B— 0 1
0(r) = sgp SL>1pp B |y g, _pl(q,,))ulk — pé’;dkHLoo(Qp).
p>r

Lemma [4.8.7 ensures that 6(r) — oo as r | 0. Pick a sequence ry,, ky,, with 7, < 1/m,

so that ) )
(0) (1)

“B¥1,, ul,km - p u2,km _p dk;m oo , Z -

20 (rm) I r le=@..) 2 5

We define the blow-up sequence

Tm,km mkm

1 (0) (1) 2
v (z,t) = ——— (ul’km -p U2 iy, — D dkm> (rmz, T t).
m Tﬁjlﬂrm) Tm km Tm,km m m
Note that |[vi||re(@,) = 1/2, as well as le Om (¢ Qug ,, + ¢Vdy, ) = 0 for every poly-
nomial ¢ € P, With same arguments as in Proposition we get ||vml|reo gy <

(e)
CRP*!, and IZE;H’“)‘ — 0 uniformly in k as r | 0. See also the proof of [I, Proposition 4.4].

Now we turn our attention to

- 1 -
(@+Lmﬂwﬂ$¢%:¢%1)(ﬁkm—pgﬁwﬁ&n—@%+Lmﬂ@&bm%mDU%xﬁaw

Tm  0(rm

We want to approximate the right-hand side as well as possible with a polynomial. By
. — . . B-1
assumption f;r, € 05 ! and hence we can approximate it up to order 2P~ + |t T,
that is
B—1 B—1
Fim(@,8) = Pom(@,t)] < C (2P~ 41457,

for suitable polynomials F;,,. Let us turn now to the term with the distance function
—ovp) Ay Vdy,

Kk,
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Let us first consider the case 8 > 2. Then dj,, € Cg , and hence Vdj, € Cg _1, and
(Or+ Lg,, )dx,, € 0572. Therefore dy,, and Vdy,, can be approximated up to order 2|~ 4

B-1 . .. . B=2
|t| 2, while the remaining term can only be approximated up to order |z|*=2 + |t| = .
(1)

km,mm

But this term is multiplied with p
we get

, which can be estimated with |z| + |¢|, and hence

~ _ B-1
(O + i, )B4, )@ 1) = P, )] < © (o710

Thus we deduce

~ C P
0+ L o 8) = P ) < SPrall (o 552
0(rm)
for a suitable polynomial P, € P|5_1),. Note that % — 0, as m — oo.
In the case 8 € (1,2), we have dy,, € C?, and |D?dy, | < Cd®~2. Hence we get

C| ’pka'm H
0(rm)

In both cases we get local uniform convergence of the residue oy, := (9;+ L, )vm (z, 1) —
Py (z,t) to zero. Denote 0, = {(z,t); (rmz,r2t) € Q. } and split vy, = V1 + V2,
with

T _ B-1 _
@1+ L Jom(,) = P(, )] < (1277 + 112" + (al + D) -

(8t + Ekm)vm,l = P, inQ,NnQ
Um,1 = 0 in 8p<Qm N Q1>,
and -
(at + Lkm)vm,Q = 0y inQpNQ
Um2 = Um0 Op(Qm NQ1).

Note that the existence of vy, 1, U 2 is given by |61, Theorem 5.15]. Since vy, are bounded
independently of m, we can get a bound |vy, 2| < Cd,,, with C' independent of m, using a
barrier constructed in Lemma Since €, are closer and closer to {x, > 0}, we can
estimate |v;, 2| < C, independently of m. Hence we have uniform bounds for ||vy,, 1|z ()
as well, which by Lemma implies also the uniform boundedness of ||P,,||. Then we
apply Corollary[4.3.5|rescaled to any Qg, to get uniform Lipschitz bounds for v,,. Together
with the convergence result [§, Theorem 1.1] this ensures that a subsequence of the blow-up
sequence converges to some function v satisfying

O+ Lv = P in {x, >0}
v =0 on {xn = O},
[V[lLee(@r) < CRA*Y forall R>1
[ollLoc Qi) = 3
le vp(ryp)+ = 0 for every p € P g p,

where P € Pg_1),. Propositionthen says that v equals gz, ¢ € P g, which gives
the contradiction with the last two properties of v, as wanted.

Finally we prove also (4.5.1)). If cq is big enough, then for every point (xg,ty) with
d(zp,tg) = cqr we have Qar(z0,t9) C Q. It suffices applying Proposition on the
rescaled function vy(z,t) = (u1 — ps4,u2)(wo + 2rw, to + 4r?t), take into account the just
proven bound and noticing that ||p(, 4|l can be uniformly bounded thanks to Lemma
4.8.0l O
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We now have all ingredients to prove Theorem [4.1.3

Proof of Theorem[{.1.3. The proof goes along the same lines as Theorem just that
the estimates with higher order parabolic seminorms are a bit more complicated.

Note that

EI e
u2 Cg(QﬂQ1/2)

|, 22
u2 ngm (Q2NQ1/2)

u] 1+8 :
2lc, 7 (QNQ1/2)

We start with estimating the first term.

Choose v € N1 with |y|, = |B] and a cylinder Q,(zo,t0), so that Qs, (zo,t0) C
QN Q3/4, and d(xo,tg) < Cr, with C independent of xg,ty and r. Let z be the closest
point to zg in 9€,. Take arbitrary (z,t) and (y, s) in Q. (7o, o), denote p = p(; 1) € P g,
and compute

v U _ W
i (x,t) =0 ” (y,5)

0 (2 wt) = pte0)) 07 (2hi9) - 2t0:9)) | <

U2 U2

<) 10 (ur — pug) (2,t) — 0% (ur — pug) (y, )| |07 *uy *(x, )] +
a<ly

+ )10 (ur — pus) (y, 8)| |07 %y (2, 1) — 07 uy (y, 5)|
a<ly

(4.5.2)

By Proposition and Lemma we have that u; — pus is Cﬁ T1(C), for a suitable
cone C = Udto(xo):mr:|x0_z|Qr(xo,tg), with D’If(ul — pug)(z,t9) = 0, for all k < B+ 1.
Hence by Lemma [.8.1 we can estimate

B+l-k

|DE(uy — pug)(z,1)] < Cllz — 21T F 4 [t —to| 72 ), (v,t) €Chk<B+1.

Next take a € N1 and compute

1
a, —1 o -
0 Uy = Z JESE 2 : Cal,..‘,ala (P 0 u9.

I<|la] 72 ait..ta=a

Since by Corollary up € C{f (2N Q1) this implies

”aaugl | |L°°(Qr(a?0,t0)) S CT_(‘Q|+1)7

when |af, < S, as well as

—(lal+1)
) @rlaoto)) = O ) (4.5.3)

[0%u3"]
when |a, = | 3], and

[0°u3t] < Cp~ (o) (4.5.4)
o (Qr(wo,to))

when |a|, = |8] — 1.
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We are now equipped to estimate (4.5.2). Take o <, with |a|, < 8 and estimate

|8a'1)<(L',t) - aav(y7 S)| g]@o‘v(x,t) - 8av(y7t)’ + lﬁav(y,t) - aav(y) S)’ <
<[| Dy ol — y| + || Do)t — s
B

Scrﬁ+1—\a|p—lr1—(ﬁ)‘m _ y‘w) + 7-5+1_|0¢‘p_27'2(1_<72>)‘t — s’(zﬁ
<CrlBIIlaly (|3 — yll) 4 — 5 2.

If o], = | ], then we need to use the definition of [0%v] 11(s) , to get the same estimate.
Ci

Similarly, if |y — o], < 8 -2,
07y (1) = 07y )| <D g — g+ e 5]
SCT—W—aIﬂ(Tl—(ﬁ) |z — y’(ﬁ) + T2(1_<L;>)|t B S|@)

<Cr el 1= (| — 199 4t — 5P,

When |y —a|, = [ 5] —1 we have to split the difference into the spatial part and time part

and on the time part use (4.5.4). When |y — af, = | 5], we directly use (4.5.3)) to get the
same estimate in other cases. Plugging it all in expression (4.5.2), we get

{52 < 3 CrlBiizlelorh=al=d (g — |9 4|t — s %)+

a<ly

+ Z CrAtizlalyp=lr=al=1=8) (|7 — 4| 4|t — 3‘@).
aly

(8)
It remains to notice that |y —a| < |y — al,, and hence [@5.2) < C(|z —y|*® + |t — s 2 ).
We argue similarly that [D;Em_l%] 144 < C. Choose ||, = [ 3] —1 remember

2 c, 2 (2NQ1/2)
the degree of p and compute

ul 4t

o (L) o)) =0 (Lo - pto >)\ <

(2, t) — 07 L, 5)

Uz Uz u2 u2
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< Z 0% (u1 — pus) (z,t) — 0% (w1 — pus) (z, )] |07 %uy (2, t)| +

ay
+ Z |0 (w1 — pug) (z, s)| ‘8'Yfau2_1(:c,t) — Oy N, s)|
ay
+2 _ _
< ST IDE R0 - [t — s - [[Dhuy Y+
a<y
+ Y DRl D | e s
1<]al <]yl

1+(B)
2

+ll - [07uz "] wegm - It sl
C 2

t

1-(8 1+(8
<Y Cpfti-lal2,2 e = 5| ophal=1
ay

1-(B 1+(8
+ 3 opfrile bl R ITRNES S
1<|al<]]

+ Crftor=hlI=1p2=

1+(8)
<Clt—s| 2.

1*(3))“ _ 3‘ 1+2(3>

Therefore the claim is proven, thanks to Lemma [4.8.2

The same steps prove the claim in case § = 1, but we use Proposition instead
of Proposition |4.5.4] and the Cg estimate for ug up to the boundary is replaced by C';*E
from Corollary |4.3.5 0

4.6 Higher regularity of free boundary in obstacle problem

Our parabolic higher order boundary Harnack inequality gives a simple way to prove
that once the free boundary in the parabolic obstacle problems is C;, it is in fact C°.
The reason is that the normal to the free boundary can be expressed with the quotients
of partial derivatives of the solution to obstacle problem, which are as smooth as the
boundary. This gives the bootstrap argument, and does not require any use of a hodograph
transform as in [52].

Let us start with preliminary results that we need in the proof of Corollary

Lemma 4.6.1. Let v: Q1 — R solve with f € C%(By), for some § > 0, with
f(0) = 1. Assume that (0,0) € 0{v > 0} is a regular free boundary point.

Then v € C;’I(Ql), up to rotation of coordinates the free boundary is C; mn @, for
some r > 0 in the sense of Deﬁm’tz’on v € C(Qyr) and dyv > cr1d, with ¢; > 0, where

v is the unit spatial normal vector of the free boundary at (0,0).

Proof. The C;’l(Ql) regularity of solutions of the obstacle problem follows from [63], The-
orem 1.6]. The C’; regularity of the free boundary is provided in [64, Theorem 1.7]. Denote
the boundary defining map with F.

Let us now prove the continuity of the time derivative. This is well known when f =1
(see [16]). For completeness we prove it next in our setting. Since inside €2 the solution v
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is C’g” and v = 0 in ¢, we have to show that

lim  Ow(x,t) =0,
(z,t)—(z,8)
for every free boundary point in @,. Choose a point (z,t) € QN Q,, such that (x,7) € Q°
for 7 < s. Let (x,s), («/, F(a',t),t) be free boundary points. Therefore by [63, Theorem
1.6] we have v(z,t) < Clz, — F(«/,t)|*. But since F' € Cp, and z,, = F(2/, s), we have
v(z,t) < C|F(2't) — F(',s)> < C(|t — s\%w(|t - s\%))z, where w is the modulus of
continuity of VF. This gives |u(x,t) — u(z,s)| = u(z,t) < |t — s|n(|t — s|), for some
modulus of continuity 7.

Finally, let us show that 0,v > c1d where ¢; > 0, d is the regularised distance to
the 02 and v is its spatial normal vector at (0,0). Without loss of generality assume
that v = e,. Having the bound H’U/HC;,I(Ql) < C, together with [63, Theorem 1.7] and
Arzela-Ascoli theorem imply that v converges to its blow up at any free boundary point
(xo,t0) € 02 N Q, uniformly (independently of the free boundary point) in Cg’l, namely

1 f(xo)
2

‘ r

— 0
Cy(Q1)

—v(zo + 17,10 + r2t) — (2v20)3

as r — 0, uniformly in (z¢,tp). Hence reading it for the n—th derivative, this means that
there exists a number ry > 0 so that for all r < rg we have

E

=~ =

;Un(xo +rz,to + th) — f(20) (Vagen) (2, )+ <

L (Q1)

Restricting ourselves to a potentially smaller neighbourhood of (0,0), so that v e, > %,
Vg — €en| < %, |f(zo) — 1] > 1 with a triangle inequality we deduce that for (z,ty) €
Qr((z0,t0)) N {(z — z0)en > 5} we have

Onv(z,to) 2 f(20)(Vagen) (T = 20)Vg) — 7 2

e~ 3
e~ 3

But since dy(z,t0) < | — x¢| = 7, and the estimate is independent of (zg, ), we get that
Oy > %dz > %d, since the two distances are comparable. ]

We are now equipped enough to prove Corollary

Proof of Corollary[{.1.7). Denote Q = {v > 0}. By Lemma rescaling and rotation if
necessary 1 is C; in Q1, the solution v is C™! in space and C! in time. This implies that
in Q¢ both v; := 0w =0and fori =1,...,n also v; := ;v = 0. Without loss of generality
assume that the normal vector to g at 0 is e,,. Hence all the partial derivatives of v solve

(Bt—A)w Oef InQNQ;
w = 0 on 9NN Q1.

Remember that f is independent of time and by assumption f € C?(B;) and hence 0, f €
Cg_l(Ql). Moreover Lemma says that v, > c1d with ¢; > 0 in a neighbourhood of
0. Hence we can apply Theorem which gives that all quotients v; /v, and v /v, are
Cy~5(2N Qy,), with bounds on the norms.
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Now notice that every component the normal vector v(z,t) to the level set {v = t},
t > 0 can be expressed as

62-1)/8”@
n—1 172
(32521 (050/0a0)2 + 1+ (9yv/00)?)

Vi(x,t) =

Letting t | 0, we get that the normal vector is 05*5(8(2 N @y /2). Hence the free boundary
is C’g_f .

The same reasoning gives that if the boundary is Cg it is Cg +1, as long as 8 < 0 and
hence the claim is proven. O

4.7 Interior regularity results

In this section we state the interior regularity results used in the body of the paper. Even
though the results are not new, we provide the proofs since the claims are adapted to our
specific setting. For overview of the theory of parabolic second order equations, we refer
to [56] 61].

Our techniques rely on contradiction and blow up arguments. The contradiction at the
end is usually provided by Liouville type results. We start with establishing such kind of
result, saying that if a function solves an equation in the full space R**! with a polynomial
in the right-hand side, then the function is a polynomial as well. The proof is based on
using interior estimates iteratively on arbitrarily big cylinders.

Proposition 4.7.1. Assume that v solves

{Gtv—tr(ADQU) = P in R+
HUHL"O(QR) < O()R’Y VR > 1,

for some constant, uniformly elliptic matriz A, v > 0, v € N, and some polynomial P of
parabolic order less than v —2 (if v < 2, then P =0). Then v is a polynomial of parabolic
order less than .

Proof. Take R > 1 and define
vg(z,t) := R v(Rzx, R*t),

so that (Ovgr — tr(AD?vg))(z,t) = R~ 2P(Rx, R?*t) = Pgr(z,t). Note that Pg is again
a polynomial of the same order and the coefficients reduce as R increases. Moreover, by
assumption ||[vg|[e(g,) < Co. Interior regularity result [7(0, Theorem 2] gives

[vR]co1(g, 5y < CUIPRI A+ lvrllL @) < C(IP]] + Co),

and hence
[Vlco1(@pye < CRHIPI+ Co).
Choose arbitrary h € R", 7 € R, and define
v(z + h,t+7)—v(x,t)
A + |7

wi(z,t) =
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Then wy solves
87511)1 - tr(ADzwl) = Pl,

for some polynomial P, € P|,,_;), and it satisfies the growth control
-1
”’U)lHLoo(QR) S C [’U]CO’I(QR) S CR’Y .
Repeating the same procedure we conclude that

[w['ﬂ] COL(Qp2) < CR"™ 1 :

which gives that wr, is constant. This implies that v is a polynomial, and the assumed
growth assures that it is of parabolic order less than ~. O

Since we define the parabolic Holder seminorms a bit differently than for example in
[56], we prove the a priori Schauder estimates in our setting as well.

Proposition 4.7.2. Assume u € C3T*(Q1) solves the equation
o+ Lu = f, in Q1,
with f € Cy(Q1), A€ Cy(Q1) and b € Cy(Q1). Then we have
lulleareia, ) < CUepan + lullean):

where C depends only on n, a, ellipticity constants and Hélder norms of the coefficients.

Proof. Thanks to [33, Lemma 2.23] and interpolation inequality, it suffices to prove that
for every d > 0 there exists C so that

[lezraqy ) < Olulezraq,) + Clflogan +Ilullezan)-

Dividing the equation with a constant, we can assume that [f]ca g,y + [lullczg,) = 1-
p
We argue with contradiction. Assume that there is § > 0 so that for every k € N there
exist ug, fr and Ly (A, A)-uniformly elliptic operators so that dyug + Lrur = fi in Q1, but

[Uk]cg+a(Q1/2) > (S [uk]03+a(Q1) + k.
Choose points (z, t), and (yg, k), so that

|D?up(zk, te) — D2ug(yk, si)| | 10un (g, tr) — Opur (i, 51|
c(n) [uk]czra(q, ) <

| — Y| + [te — sl 2 | — Y| + [tk — sl 2
n | Dug (2, t,) — Dug(Tg, S|
1ta :
te — skl 2

Define pi, = |zr — yi| + [tk — sk|% Then the above inequality implies

| D%y, (zk, tr) — D?uk(yk, s)| 10wk (zh, ti) — Oy (yi, si)|
o(n) [urlczre g, 5) < o0 + -

n | Dug (2, t,) — Dug (T, S|

1+«
Pk
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Applying triangle inequality and bounding the terms with ||ug|| C2(Q1) e get
- -1
c(n) [urlcz+oq, ,) < llukllez@n (or ™ + o ™),
but thanks to the contradiction assumption,

[urlczreq, )
c(n) [ur]gzre(q, ) < pfm(pga + pp T,

which assures that pp — 0 as k — oo.
Now we define the blow-up sequence

( t) !
vp(,t) = —
pk+a [Uk]q?*”‘(&)

(uk(zk + prz, te + pit) — pr(z, 1)),

where py, is a polynomial of parabolic order 2, so that v;(0,0) = Duv(0,0) = D?v;(0,0) =
O (0,0) = 0. Now take any R < ﬁ. Since py, is of lower order, it holds

1

Whlezee@n = 1 [wrlzte @y, @) S 1

urlzhe )

and hence also [|vg(z,1)|| (g, < Rt and in particular [vk]C§+Q(Q1) < 1. Moreover, by
definition of (zy,tx) and pg we have

[Uk]cnga(Ql) > oc(n).
Furthermore
S S
Pk lurlezraqy)

— O (r, tr) — Y af (w1 + prw, b+ pit) Orjun (wk, i)+
i’j
+ ) 0 (wk + pr, ty + ppt) g (i, i)+

(2

(0 + ik)vk(x, t) = (fk(xk + pr, tk + pit)—

+ ok Y b (wk + prw, by + ppt) Y Oijun (ks tk)%‘) :
( J

Taking into account the regularity of the coefficients, with adding and subtracting suitable

terms, we get

1
Pk [uk]03+a(Q1)
+ Z OAyk(iL‘, t)aijuk(wk, tk) + Z Oqu(.CL‘, t)@iuk(xk, tk)—i-

%,] %

+ pr Z bF (xk + pr, tr + P%ﬂ-)

(2

(04 + Li)vg(x,t) = (fk(fﬁk + eyt + pit) — fr(@n, tr)+
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and hence by contradiction assumption

~ C .
| + LiJow(z, ) < — ([fk]cg + 1 4kllcg + llbrllcg + oy A) ,

on any compact set inside (_1 .
2pp

Passing to a subsequence, Arzela-Ascoli theorem provides that vy converge in C’z (RnF1)
on compact sets to some function v, which by [8, Theorem 1.1] solves

(0 —tr(AD*))v = 0 in R*+!
[0l (@py < R*t® forall R >0
v(0) = Dv(0) = D?*v(0) = dw(0) = 0
Plezregy = den),

for some uniformly elliptic, constant matrix A. Hence by Liouville theorem (Proposi-
tion 4.7.1) v is a polynomial of parabolic order 2, which is a contradiction with last two
properties of v. ]

Next we establish the higher order a priori estimates.

Corollary 4.7.3. Let k€ N, k > 2, and o € (0,1). Assume u € Cj.f’“(@l) solves
O+ Lu=f  inQ,
for some f € 0572’6“(@1), Abe 0572’0‘(@1). Then
Hu||C’,’§+°‘(Q1/2) < C([f]cz’;*%a(Ql) + ||u||L°°(Q1))7

where C' depends only on n,«, ellipticity constants and Hélder norms of the coefficients.

Proof. We prove the claim by induction. Proposition proves the case kK = 2. So let
k > 2 and assume the claim is true for all [ < k. Choose now e € S”~!. Then by induction
hypothesis

[Oett] gp-14a(q, ) < Cl0eflgp-s0q,) T 10eullL=(qn));

which after interpolation inequality implies

[Dulgg-iva(g, ) < Clflgp-20gy + llull=(@u)-

Hence also
2
(D] gg2v0 (g, ) < CUAep20(g,) + lullz=(@u);

and so using that dyu = f — Lu we also get
[atu]csfzwx(le) S C([f]0572’a(Q1) + ||UHLOO(Q1)).
Combined, the inequalities render
[U]C;§+a(Ql/2) < C([f]c}’;*la(Ql) + ||UHL°°(Q1))a

and the claim is proven. O
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We conclude the section by showing that solutions to equations with regular right-hand
side are indeed as regular as the a priori estimates indicate.

Proposition 4.7.4. Let k € N, k > 2, and a € (0,1). Let A,b, f € Ch >*(Q1), and u a
solution to

@+ LDu=f Q.
Then u € Cy*(Q1), with

Hu||q’;+a(Ql/2) < C([f]c}’;*?’a(Ql) + HUHLOO(Q1))7
where C depends only on n, a, k, ellipticity constants and Hélder norms of the coefficients.

Proof. We only need to prove the regularity of u, since we have already established the
estimates.

If k£ = 2, then the regularity is justified by [61, Theorem 5.9]. For k > 2, with the
same argument as in [56, Theorem 8.12.1] we establish that Vu € Cg_l’a(Ql). Using the
equation, this also gives that J;u € C;.f_?’a(Ql). O

4.8 Appendix: Technical tools and lemmas

Lemma 4.8.1. Let Q C R™! be a domain, such that Qg is conver and {t; (t,z) € Q} is
connected for every x. Let B ¢ N and assume u € C’g(ﬁ), with D;fu(O, 0) = 0, for every
k < |B|. Then for every k < 3 and r > 0 we have

|Dful| g,y < CrPF.

Proof. We prove the claim with induction on 8 and k. If k = | 3], then it follows from the
definition of CJ.
If k= |B] — 1, we estimate

1+

||
(B)
|D]],fu(:z:,t)| < |D§u(m,t) - D;fu(:z:,())| + |D*u(z,0)] < C|t| 2 +/O ||Dlzf+1u||Loo(Qs)ds,

and hence by induction hypothesis
]D’;u(x,t)\ < Cortti),

If k < |B] —1, we use 8tD]]§u C D;f“u and estimate

t
Dru(z, t) — DEu(z, 0)] < /0 DK 20| e . s,

to obtain the same result. O

Lemma 4.8.2. Let 3> 0 and let Q C R™! be C;,nax(ﬁ’l) i Q1 in the sense of Definition
[4.1.1 Assume that a function u: QN Q1 — R satisfies

[u] Cp(Qr(z0,t0)) = Co,
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whenever Qo (xo,t0) C QN Q1 and dy,(x0) < Cir, with Cy depending only on .
Then
[U]Cg(QOQl/Q) < CCo.
The constant C' depends only on n, 5 and Q.
Proof. Thanks to parabolic scaling and covering argument, we can assume C7 = 3, and
that [u ]C/B(Q 3y @oto)) S < Cy, or in other words, we have

[l (@ oty = €05

whenever dy,(zg) = 2r.

Let us first prove, that [u] < CCy, where

Cp (Clatg)
C(z,tg) = Udzo (mo):QT‘:‘xofﬂQT(xOu to),

is a ”parabolic cone” starting at a boundary point (z,tg) € 9€2. First, notice that

[DEBJ*IU} 14(8) < Cy,
Cy 2 (Ciate)

since the points we choose for comparing the function values have to lie in the same
cylinder @, (zo,t0), because the space coordinate coincide.

Now choose arbitrary (z,t) and (y,s) in C(,,,). Without loss of generality assume
d(x,t) < d(y,s). Denote ' and 3y the central points of cylinders from C. ), containing
(x,t) and (y, s) respectively. We want to estimate

D u(e,t) = Difuly, 5)| < CColle = y| @ + |t = 5| 5).

If 2dy, (z) > dy,(y), both points are contained in Q) 3410 () (y,t0), and hence another covering
argument assures the above estimate. Otherwise we have dy (y) < 2|z — y| as well as
|z — 2| < %T(w) and |y — ¢/| < dto( ) Fori= =0,1,... denote z; = 2’ + 27%(y — 2’) and
ri = dy,(24), so that (z;4+1,1), (x;, ) € Q%(xz,to) Hence we have

DY u(z, t) — DYlu(y, 5)| <!DW (y,8) — DYhu(y’ 1)+
+ Z DY u(a, t) — D (i, t)+
+ |D},5Ju(x,t) — DWPu(a’ 1)
<Co(ly —¢/|'" + |t — 3|<;L>) + f:com — 2|

1=0
+ Colz — 2/|?)

<C’0<2|gc—y|< +\t—s| —|—x—y[ 22 >

=C3Co (|o =y + |t — 5% ).
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Let us now turn to the general case. Pick (,1),(y,s) € QN Q2. Denote z, € 9,
zy € 08 so that di(z) = |x — 2| and ds(y) = |y — 2zy|. Now choose =1 € ), a central
point of the cylinder from C(;, ;, so that |z — x1| < 2|t — s|%7 and that (z1,s) € C., 4. If
the boundary is flat enough, this is possible, meaning that we have to restrict ourselves
to a small neighbourhood of the boundary before if necessary. Now take z., € 9, so
that ds(z1) = |21 — 22,4, and choose a point y; € (2, so that (y1,s) € Cz,, s NC(z,.s), but
|1 —y1| <2 (|$ —yl+|t— s|%> Note that (z,t) € C(., 1), as well as (y,s) € C(., ), and
hence

|D]£L,mu(a:,t) — D}Eﬁju(y, s)| §|D}E5Ju(x,t) — ngmu(xl, s)| + ]D[Emu(xl, s) — D[Emu(yl, s)|
+ D u(yr, ) — DY u(y, 5)|
(B)
<C3Cy <|IL‘ — 2P 4|t — s|7) + C5Coz1 — 1|
+ CsColyr — |
)
<CCo (o =y + |t =5 7).
Finally, choose two points (,t), (7,s) € QN Qy/9. Let di(z) = |z — 2| and ds(v) =
|x — z5|. Pick z1 and x9 in Q;N s, so that x, z1, z2 lie on the same line, |z —z1 = |21 — 23],
|z — x| < 20t — 5|%, and that (z,t),(71,1), (22,1), (71, 8), (v2,8) € Crzppy- If Q is flat

enough, this is possible, otherwise we restrict ourselves to the smaller neighbourhood of
the boundary. Therefore we have

DY () — DY (e, 5)| <|DYP T u(w, ) = 2DS T u(zy t) + DY (s, 1)
+ DY ule, s) — 2D e, 5) + DY u(en, )|
+ 2D u(ay, t) — DY u(ay, 5)
+ D (e, t) — DY (s, )|

<2CCylz — z1|"+P) + 3CC|t — 5| =

(B)
<CCylt —s| 2,

and so the claim is proven. O

Remark 4.8.3. We need the boundary to be at least Cg’l, so that the cones C(; ;) come up
to the boundary.

Lemma 4.8.4. Let 3 >0 B ¢ N, Q C R* L with 0 € 09, and let u € C(Q,). Assume
that for every r € (0,1) we have a polynomial p, € P p so that

lu = ppdl| oo (q,) < Cor®*.
Then there exists a polynomial po € P|g| , which satisfies
llu — pod||p=(,) < CCorPtt, re (0,1),

where C' depends only on n, and 3.
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Proof. The proof is the same as the one of [I, Lemma 4.3], just that every B, is replaced
with @, and polynomials are of bounded parabolic degree. O

Lemma 4.8.5. Let Q C R*", and assume that for every point z € 9Q N Q there exists
a polynomial p, € Py, so that

|[u(z) = p(z)v(2)|| Lo By (2)n0) < Co,

for some functions u,v € L>®(Q), with Cy independent of z. Assume also that v > d.
Then we have ||p;|| < CCy, for some C independent of z.

Proof. Find a non-empty, open set B C N cpnnp, Bi(z), that is away from the boundary
B C {x; d(x) > r}, for some r > 0. Then we can estimate
1 1
[1p=llzoe(8) < ~lIP=vllzoe By < = (lu = PovllLoe (s (2)) + [ull e (B1(29)
< C(Co + [[ull oo ())-
The claim follows from [I, Lemma A.10]. O
Lemma 4.8.6. Let D C R™! be a bounded domain and let v be a solution to

(8t+L)'U = P inD
v = 0 gD,

For some polynomial P. Then

1P| (py < Cl|v]| Lo (D5
where C' depends only on n, D, ellipticity constants and the degree of P.

Proof. If P = 0 we have nothing to prove. Otherwise, dividing the equation with a
constant we can assume that [|P|[z~(p)y = 1. Assume by contradiction, that there are
sequences of (A, A)-uniformly elliptic operators L, polynomials Py of fixed degree, with
|| Pe|| oo (py = 1, and solutions vy of

(8t + Lk)vk = P, inD
v, = 0 ind,D,
and that 1
A > |[vg]| oo (D)

Since P are bounded in a finite dimensional vector space, we can get a subsequence con-
verging uniformly in D to some polynomial Fy. Hence by convergence result [8, Theorem
1.1] the limit function vy should satisfy

(8t—|—L0)U0 = F inD
vo = 0 ind,D.

But vg = 0, while |[Po||ze(py = 1, which gives a contradiction. O
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Lemma 4.8.7. Let 3 >0 3 ¢ N, Q C R" with 0 € 99, and let uy,us € C(Q,). Assume
that for every r € (0,1) we have a polynomial p, € P, so that

lJur — p{Vuy — pq(nl)dHLN(Qr) < CorPtt.

Furthermore assume cod < us < Cod, for some cy > 0. Then there exists a polynomial
po € Pg|, which satisfies

[ur — pyuz — p§d|| e,y < CCor™Y, v e (0,1),

where C' depends only on n,cy and S.

Proof. The proof is the same as the one of [I, Lemma 4.5], with @, instead of B,. O
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Chapter 5

Regularity theory for fully
non-linear parabolic obstacle
problems

5.1 Introduction

The parabolic obstacle problem is the following

Oru — Au = —x (>0} n Qr C R
u>0, Ou>0 in Qq,

where ¢: By — R is a given function called the obstacle. This problem arises for example
in the study of the phase transition in Stefan problem, see [36], or in the optimal stopping
problem, see [31]. It is a free boundary problem, as we are not interested only in the study
of the solution, but also in the study of the so called free boundary 0{u > 0}.

The regularity of solutions to the obstacle problem follows from the theory of linear
PDE - solutions are C'*! in space and C'! in time and not more in general. More challenging
problem is to determine the regularity of the free boundary, namely to answer the following
question:

Is the free boundary C*° if the obstacle ¢ is C°°?

The regularity theory for the free boundary was developed by Caffarelli in his ground-
breaking paper [20]. There he shows that the free boundary can be split into regular
points and singular points, that regular points form an open subset of the free boundary
and that near regular points the free boundary is indeed C°°. The set of singular points
was later studied in [IT], [64) B9]. The main result for the singular points states that they
can locally be covered by a C1 N C’t1 /% manifold of dimension n — 1.

The goal of this paper is to study the fully non-linear version of the parabolic obstacle
problem:

{atu — F(D*u,z) = f(2)X{us0} n Q1 (5.1.1)

UZO, 815U20 iIlQl,
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where F': S x By — R and f: By — R are given functions and S denotes the linear space
of n X n symmetric matrices. We assume that F' satisfies the following conditions

FeC>

F(-,z) is convex for all z € By, (5.1.2)
F' is uniformly elliptic, o

F(O,‘):O in Bl.
We say that F'is uniformly elliptic if there exist 0 < A < A such that
AIN|| < F(M + N,z) — F(M,z) < AN,

forallz € By, all M € S, and all N € S satisfying N > 0; see [18, [34] for more information
about fully non-linear uniformly elliptic operators. We also assume that

f is continuous and f < —c, (5.1.3)

for some ¢, > 0.

In the stationary version of the problem, F(D?u,z) = X{u>0}, the optimal regularity of
solutions and C1® regularity of the free boundary was proved by Lee in his PhD thesis [59].
Moreover the optimal regularity was studied in a more general setting by by Figalli and
Shahgholian in [40], where they additionally prove that if the free boundary is Lipschitz,
then it is C'!. Furthermore in [41] they extend the results to the parabolic setting, see also
[49] by Indrei and Minne and [68] by Petrosyan and Shahgholian. The higher regularity of
the free boundary in both elliptic and parabolic setting is provided by Kinderlehrer and
Nirenberg [52]. Note that there was still a small gap between the initial regularity and the
higher regularity results, since in [52] the solution is assumed to be C? in the positivity set
up to the boundary, while in the above papers the solutions are only proved to be C':1.

The singular set has been studied in the elliptic case in [I2] where Bonorino establishes
that the singular set can be locally covered with a Lipschitz (n — 1)-dimensional manifold,
and in [77] where Savin and Yu improve the regularity of the covering manifold to C Llog®
see also [78]. For the parabolic case no results were known for singular points.

In this paper we study free boundaries for the fully non-linear parabolic obstacle prob-
lem described above. Our first main result finds the splitting of the free boundary into

regular and singular points, and shows that near regular points the free boundary is indeed
C*.

Theorem 5.1.1. Let u be a solution of (5.1.1) with F, f satisfying (5.1.2))-(5.1.3). For

every free boundary point (xo,to) € O{u > 0} it holds
(i) either
lrifg %u(xo + ra, to + 172t) = co(z - 60)3_,
for some cg > 0 and eg € S*1,
(ii) or
i 14 = 00 Br(zo) x {to}| _
r—0 | By (o))

0,
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and every blow-up at (xg,t0) is a quadratic polynomial of the form x* Az, for some
matriz A > OE

The points where (i) holds are called regular, they form an open subset of 0{u > 0} and
the free boundary is C* near them. Points where (ii) holds are called singular.

We prove the theorem in two steps. First, we adapt the blow-up technique by Caffarelli
to find the splitting into regular and singular points, and we deduce that near regular
points non-tangential directional derivatives pointing towards interior are non-negative.
From this, we are able to deduce that the free boundary has to be Lipschitz in time and
C' in space. At this point, by proving that the solution is C2 N C} near regular points up
to the free boundary, we are able to apply either higher order boundary Harnack estimates
from [57] to deduce that the free boundary is actually C'*°, or the result from Kinderlehrer
and Nirenberg [52].

We furthermore study the singular set, and establish that it can be covered with a
Lipschitz manifold of dimension n — 1, which is e-flat in space, for any € > 0. Note that
the dimension of the ambient space is n + 1.

Theorem 5.1.2. Let u be a solution of with F independent of x and satisfying
(G-1.2)-(5.1.3). Assume that yu > 0 in {u > 0} and let © C R™ x R be the set of all
singular points. Then for any € > 0, X can locally be covered by a Lipschitz manifold of
dimension n — 1, which is e-flat in space

This result is also proved in two steps. The first one is to prove that the free boundary
can be written as a graph where time variable is expressed as a Lipschitz function depend-
ing on the space variables. The second one is the observation that near the free boundary
the pure second derivatives in directions where a blow-up is strictly positive need to be
non-negative. Near singular free boundary points this yields that the free boundary can be
touched from at least two sides by C! ”"parabolas” which gives the result. Consequently,
with results from [39] we deduce that for almost every time the singular set at that fixed
time has to be of Hausdorff dimension n — 2.

Corollary 5.1.3. Let u be a solution of (b.1.1) with F, f satisfying (5.1.2))-(5.1.3]). As-

sume that Opu > 0 in {u > 0}. Then for almost every time t € (—1,1) the singular set ¥
at time t satisfies

where dimy (E) denotes the Hausdorff dimension of a set E C R™.

Theorem [5.1.2] is sharp in the sense of the dimension of the covering manifolds, as
examples can be constructed where the singular set is indeed of dimension n — 1. It
remains an open problem to improve the regularity of the covering manifold and the
generic regularity of the free boundary.

!See (5.6.2) for the definition of a blow-up.
2That means that the manifold can be expressed as a graph of a Lipschitz function whose Lipschitz
semi-norm in space is smaller than €.
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Remark 5.1.4. The classical “parabolic obstacle problem” can be formulated in two equiv-
alent ways:

Ow — Aw = g(x)X{w>0}

Ov—Av=0 in{v> ¢} w >0, duw >0

atv—sz() {
UZ% 81%7)20

where ¢ : R"™ — R is a smooth given obstacle and g = A¢. The second is obtained by the
first by setting w := v — ¢, and viceversa.
The fully nonlinear analogues of the above problems are

o — G(D?*v) >0
O —G(D?*vw) =0 in {v> ¢}

{&w — G(D*w) = g(x)X{w>0}
(Y 2 @, aﬂ) Z 0

wZO, 815?1)20,

where G : § — R is assumed to satisfy (5.1.2)). Since the diffusion is nonlinear, the two
problems are not equivalent: the function w := v — ¢ is not a solution to the second
problem, but satisfies ((5.1.1)) with

F(M,z) := G(M + D*p(z)) — G(D*p(x)), f:=G(D?p).

Notice that if G satisfies the assumptions in (5.1.2)), then F' satisfies ((5.1.2)), too (in par-
ticular, it is uniformly elliptic with the same ellipticity constants).

5.1.1 Structure of the paper

In Section we present the notation used throughout the paper, as well as the definition
of the parabolic Holder spaces. In Section [5.3| we state preliminary results for non-linear
equations that we need. Further on in Section we prove the almost optimal ot n
C’? 1 regularity of solutions. In Section we establish semi-convexity estimates and the
continuity of the time derivative. Further on, the blow-ups are analysed in Section [5.6]
Section [5.7]is devoted to the study of the free boundary near regular points and Section
to the study of singular points. At the end there is an appendix, where we prove some
of the results from Section [5.3
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5.2 Notation and definitions

Below we present the notation that is used throughout the paper.
By (z0) = {z € RN : |z — x0| < 7}
B, (z0) = {z € RN : |z — x0|oo < 1}, ||oo := max{|z;| :i=1,...,n}
Qr(z0,t0) = By(x0) x (to — %, to +1?)

Q:F (zo,t0) := Br(xg) X (to,to + 12)
Q- (%0, t0) := Br(wo) X (to — 7%, %0)
D (xo,t0) := Br(x0) x (to + 312, to + 47%)
D, (xg,tg) := By(z0) x (tg — 312, tg — 2r?)

Dj(l‘o, t()) = Br<1‘0) X (to + 37“2, to + 47“2)
B (

r CL‘()) X (to — 3T2,t0 — 27“2)

(@,0),(y,7) = V] —yP+]t =7 or d((z.t),(y 7)) = max{|z —y|,|t = r'/*}
d((z,t), A) := (y}gfeA d((z,t), (y,7)), AcCR"!

Ns(A) = {(z,t) € R™™ . dist((z, 1), A) < §}), AcC R
n
a;;0;v 1= Z a;; 05, {aij}Zj:I n X n-matrix
ij=1

We define the following class of solutions, that simplifies the notation throughout the
paper.
Definition 5.2.1. (Class of solutions) Let r, K > 0 and (xq,t9) € R*"'. We say that
u € Pr(xo, to; K) if

o [ul 4+ |f] < K in Qy(x0, to);

e u is a solution to (5.1.1) in @, (xo,to) with F, f satisfying (5.1.2)-(5.1.3).
When (z0,t9) = (0,0) we write Pp(K).

5.2.1 Parabolic Holder spaces

We follow the definition of the parabolic Holder spaces from [57]. For convenience we state
the definition below.

Definition 5.2.2. Let 2 be an open subset of R**!. For a € (0, 1] we define the parabolic
Holder seminorm of order « as follows

u(x,t) —uly, s
[uleiy) = sup |u( i ( )Ig,
(), (y.9)eQ [T — y|* + [t — 5|2

and

|uz,t) — u(z, s)|
Ul o) = sup
Her (i) (@sen  |t—s[
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If o € (1,2], we set

[U]Cg(g) = [Vu]cgq(ﬂ) + [U]Ct% (Q) .

For bigger numbers o > 2, we set

[Uleg @) = [Vulga-1) + [0l og—2q) -

When o ¢ N we say that u € C7(€2), when [U]Cg(ﬂ) < 00, and define

lullog@) = D [1Dpulleo() + [uleg (o -
E<|a]

If a € N, we say that u € C(§2), if there exists a modulus of continuity w: [0,00) —
[0,00) — a continuous, increasing function with w(0) = 0 — so that for all (z,t), (y,s) € Q

a o 1
|Dyu(z,t) — Dyu(y, s)| < w(lz —yl + [t — s|2),

and ) )
|D§‘_1u(:v,t) - Dz‘_lu(x, s)| < |t — slzw(|t — s|2).

We set

lulleg @) = D I1Dpull L (@)
k<a

5.3 Preliminaries

In this section we present the tools for non-linear parabolic equations used throughout the
paper.

We begin with the Harnack inequality for solutions of the fully non-linear parabolic
equations, which says that values of non-negative solutions are comparable up to the error
caused by the right-hand side. We denote M ™, M~ the Pucci extremal operators for
elliptic constants A and A. For the definition of Pucci extremal operators we refer to [34].

Theorem 5.3.1 (Harnack inequality [50, Theorem 4.32]). Let r > 0, (zg,to) € R and
let uw > 0 satisfy

{ du—M*(D*u) < Cop  inQu(xo,to) (5.3.1)

<
du— M~ (D*u) > —Co in Qr(zo,to).

Then there exists C' > 0 depending only on n, A and A such that

sup  u < C< inf w4+ 7‘2C'0> 3
Dy (@osto) D.f(wo,t0)

When considering non-negative supersolutions instead of solutions, we can control the
infimum by the LP average.

3The statement is slightly different as in [50], but the proof is exactly the same.
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Theorem 5.3.2 (Weak Harnack inequality [50, Theorem 4.15]). Letr > 0, (zo,tp) € R™"?
and let w > 0 satisfy

Oyt — M_(D2u) > —C) in Qr(zo,to)-

Then there exist C >0 and p € (0,1) depending only on N, A and A such that

(4,

Sometimes this result is also called the half-Harnack inequality, as for subsolutions it
holds that the supremum is controlled by the L? average (see [50, Proposition 4.34]). We
also need the following version of the weak Harnack inequality, that quantifies the growth
of the constant, as the set from the LP average approaches the boundary.

1
up> " < c( inf  u+ r2co>. (5.3.2)
(wo,to) D

/2 :/2(900,150)

Lemma 5.3.3. Let § € (0,%), 7 > 0, (w0, t9) € R"*! and let u > 0 satisfy
Oy — Mf(DQU) > -y in Qr(zo,to)-

Then there exist C,m >0, p € (0,1) depending only on n, A and A such that

1

P C . 9

u ) < — inf  wu+7r°Cy), (5.3.3)
Qér(xvt) 5 Qj/g(xoﬂto)

for all (z,t) € B(1_25)T($0) x (tg — (1 — 46%)r? tg — %72).

We postpone the proof to the appendix, due to its technical nature.

Remark 5.3.4. We remark that the same statement remains valid when estimating the L?
norm of supersolutions in “parabolic cubes” Qgs,(x,t): under the assumptions of Lemma

[5.3:3] there holds
1
» _C
<][ Up) ’ < < < inf u—+ 7“200> , (5.3.4)
Qsr(z,t) 0 Qj/g(wo,to)

for all (z,t) € Bi—25)r(z0) X (to — (1 — 462)r2, tg — %7"2).
To see this, we fix r = 1, (z9,t9) = (0,0), § € (0, %) and (z,t) € By_gs x (—1+462, 7%).
We define )
o:=1inf{p > 0: Qs(x,t) C Qp(x,1)}.

By construction, ¢ = ¢,d, for some ¢, > 0 (depending only on n). Consequently, by (5.3.3)

1 1
(][~ up>p§<|c~2g| up>p§€n<infu+00>,
Gs(at) Q5| Qo) o™\ Qf,

and (5.3.4) follows.

We also need a version of the weak Harnack inequality, where the average is not
computed over a cylinder or a cube.
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Corollary 5.3.5. Let u > 0 satisfy
Oyu — M~ (D*u) > —Cy in Qr(zo,to)-

Let 6 € (0, %) and Cy, my > 0. Then there exist C,;m > 0, p € (0,1) depending only on n,

A, A, Cy and mqg such that
1
» _C
<][ up> < m( inf u+ C’o>, (5.3.5)
A 0"\ Qi

for every open set A C By_g5 x (—1 + 442, —%) satisfying |A| > Cpd™o.

The proof is in the appendix.

Remark 5.3.6. Any solution u to in Q,(xo,to9) enjoys some scaling properties, that
we will repeatedly use in our proofs.
First, the function
i(x,t) = u(wo + ra, to + r’t) (5.3.6)

is a solution to } .
o — F(D*v,z,t) =rf(x,t) in Q,
where _
F(M,z,t) := r’F(r 2M,z¢ + rz,to 4+ r°t)
flz,t) == f(xo + rz, to + rt).
One can verify that F' satisfies the conditions in (5.1.2)) uniformly w.r.t. = > 0 and (zq, o).
Further, 3
1f1lLee@1) = 1f oo (@r (w0,t0))-
These properties allow us to prove our estimates in @1 and extend them in Q,(zg,tp) by

means of the transformation (|5.3.6|).
Second, the blow-up family of u at (xg,ty) defined by

u(xg + rx, to + r’t)

uﬁxo,to) (wv t) = r2

(5.3.7)

solve
O — F(D*v, zo + 1z, tg + 12t) = f(zg +rz, to +7°t)  in Q1. (5.3.8)

54 Clin Cto ! regularity and non-degeneracy

In this section we establish the optimal Ci'' spatial regularity of solutions to (5.1.1) and
the almost optimal Cto 1 temporal regularity. The main result of this section is the following
theorem.

Theorem 5.4.1. Let u € P1(K). Then u € citn C’to’l(Ql/g) and, further, there exists
C > 0 depending only on n, \, A and K such that

||8tuHLoo(Ql ,) T ||D2uHLoo(Q1 5) <C. (541)
/ /
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It is important to mention that the validity of the statement above is known, even
in a more general framework: see [41], [68 1] and also [40l (9] for the elliptic frame-
work. Respect to these works, our approach heavily exploits the non-negativity and time-
monotonicity of solutions, and it is equivalent to establish the optimal growth of solutions
near the free boundary (see Lemma [5.4.3)). Here we present two independent and new
proofs: the first combines a special Harnack inequality with a comparison argument, while
the second consists in a blow-up argument and has a perturbative flavour.

We begin with the following technical lemma.

Lemma 5.4.2. Let u € P, (xo,t0; K) and let § > 0. Then there exists C > 0 depending
only onn, A, A and § such that

sup  u < C(u(zo, to) + T2||f||L°°(Q:(x0,t0)))v (5.4.2)
P (2o0,to)
where
P} (xo,t0) == {(,t) € Q; (w0, t0) : t — to < =0l — wo|*}. (5.4.3)

Proof. By Remark it is enough to prove the statement for » = 1 and (zg, tg) = (0, 0).
Let us set P° := PY(0,0) and consider

D+

1g = Brya X (=3r%,0) and D

o 7,2 3,.2
r/2 T BT/Q X (_ZT y —3T )’

for r € I := (0,/7/7) (with r in this range we automatically have D,y C Q1_/2)' We
first notice that applying the Harnack’s inequality Theorem [5.3.1] at every scale r € I, we
obtain

;%p u < C’( inf u+7‘2\|fHLoo(Q1)> < C(u(0,0) + HfHLOO(Q;)), Vr e 1.
/2 r/2

By the arbitrariness of r € I, it follows

Sfl‘lpu < C(u(0,0) + Hf”LOO(Ql—))? Ag:=P" ={(z,t) € Qg it < ~7z|*}. (5.4.4)
0

We iterate this inequality as follows. Given a point (y,7) € Ql_/Q, we consider the set

Ay, = {(z,1) € Qrpit—7< —7z — y|*}

and we define inductively the family

= A A
Ry -0 where Ay := U Ayr.
Ry :=Ap\ Ap—1, keN\ {0} (y,7)€E0AK 1

By construction {Ry}ren is a partition of Ql_/Q. Now, we fix § € (0, 1), pick k5 € N such
that

ks
ﬂcUm
k=0
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and, for an arbitrary (z,t) € P?, we take k € {0,...,ks} such that (x,t) € Ry. Conse-
quently, by construction and (5.4.4)), we have

k—1
u(z,t) < supu < C( sup u + Hf”Loo(Q;)) < C’k<sgpu + 1Al oo iy ch>
0

Ry, Ry

<

< C*H(u(0,0) + o511 1l oo ry) < 20 ((0,0) + £l oo o) -

The thesis follows by the arbitrariness of (z,t) € P°. O
Next we establish the optimal growth control of solutions near the free boundary.

Lemma 5.4.3. (Optimal growth) Let uw € Py (K). Then there exists C > 0 depending only
onn, \, A and K such that
[l Loo (@r (wo,t0)) < Cr?, (5.4.5)

for every (xo,t0) € {u =0} N Q19 and every r € (0, %)

First proof of Lemma[5.4-3 Let us fix (0,t0) € {u = 0} N Qy/2, and set b := 5 and
0= 3. We first notice that by (5.4.2)), there is Cp > 0 depending on n, A and A such that

Sup u < Co(u(o, to) + 7“2||f||Loo(Q:(x0,t0))) < CoKr?, (5.4.6)
PP (zo,to)

for every r € (0, %), where P9(zg,to) is defined in (5.4.3). In particular, it follows

sup u(z,t) < CoKr?, (5.4.7)
x€IBy(z0),t=to—0r?

for every r € (0, 3).

Now, in view of (5.4.6), it is enough to focus on the set Q,(xg,ty) \ P%(z0,tp). To
prove the optimal growth on such set we proceed with a comparison argument as follows.

Let us define
v(x,t) := a(t — to + blz — z0|?), a := max{2Cy, 8} - %.
By uniform ellipticity, the assumption F/(O,-) = 0 and the definition of b, we see that
O — F(D?v,z) = a — F(2nabl,x) > a(l — 2Anb||I]) =0 in Q.
Further, by definition of v and §, we have
V(@) |t=ty—blz—ao2 = a(b — 0)|z — wol* = Sl — wol?,

and so
(2, ) =ty —6|a—mo |2 = %bTQ in 0B, (xg), (5.4.8)

for every r € (0, 3). On the other hand,

v(zt) > a(=5+2) =2 in9,Q1a(x0,t0) \ P16/2(x07t0)'
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At this point, combining (5.4.7) with (5.4.8) and using that %b > CoK by definition of a,
(z0,t0) N Q1/2(z0, to) while, since %b > K, we also have v > u in

we obtain v > u in 8P1‘5/2

9pQ1/2(wo, o) \ Pl‘S /2 (zo,to). Consequently, by the comparison principle, it follows

u<v in Q1/2(x07t0) \ Pl(s/2($07t0)7

and thus, since v < Cr? in Q,(z0,t0) \ P?(x0,t0) for some C' > 0 (depending only on n,

A, A and K), the bound in (5.4.5)) is proved. O
Second proof of Lemma|5.4.5 We argue by contradiction, assuming the existence of se-
quences {Fy}ren satisfying (5.1.2), {fxtreny € L°(B1) and {ugtreny € P1(K) solutions
to

Opug — Fk(DQUk,:C) = fk(x)X{uk>O} in (1 (5.4 9)

UL, atUk > 0 in Qla
but

sup T_zHukHL“(QT(xk,tk)) Z k, (5.4.10)

re(0,1)

for some sequence {(z,tx)}ren C {ux = 0} N Qy/5. To obtain a contradiction, we show
that a suitable rescaled and renormalized subsequence of {uj}ren converge to a non-
negative, non-trivial entire solution satisfying «(0,0) = 0 and growing at infinity less than
a polynomial of degree 2, in contrast with the Liouville theoremﬁ

In this spirit, we consider the monotone non-increasing function ¢ : (0,1) — Ry,
defined as

0(r) =sup sup p~*|Jupl Lo (Q, (optr))-
keN pe(r,1)
By assumption, we have |ug| + |fx| < K in Qi for every k. Combining this with ,
we easily deduce that 0(r) < K/r? for every r € (0,1), with 6(r) — oo as r — 0.
Now, due to we have that for every j € N, there is r; € (0,1) such that
9(7’9) > j. Furthermore, by definition of 6, it is not difficult to see that there exist k; € N,
rj > 1 and (wg;, tk;) € {ug;, = 0} N Q12 such that

")) o(r’)
0(rj) = 15" llwns o (@r, (o, 0, ) = =2

So, using the definition of # again, its monotonicity and 9(7’;) > j, we obtain

— O(r;
e(r]) rj QHuijLOO(QTj(ij,tkj)) 2 (23)
0(r;)

which, in particular, implies that r; — 0 as j — oo. Then, we define the blow-up sequence

>
: (5.4.11)
>

[\

1 2 )
G(Tj)rjzukj (rjx + xp,, 75t + tr,), (x,t) € Q1yr,» JEN.

vj(z,t) =

4The Liouville theorem for entire parabolic fully nonlinear equations is an immediate consequence of
the C** estimates proved in [84, Theorem 4.13]
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Notice that v; is non-negative with v;(0,0) = 0 and, by (5.4.11)), uniformly non-degenerate:
H’UjHLoo(Ql) > %, Vj € N. (5.4.12)
Moreover, thanks to (5.4.11)) again and the monotonicity of 6, we have

1 O(Rr;)(Rrj)?
oille=@m = gz lu e @u ) < =57 52—
J

IN

< R?, (5.4.13)
(9(7“]')7”]2-

for all 1 < R < 1/r; and, using the equation of uy,, we easily see that the function v,
satisfies . )

atvj - ‘Fj(DQUﬁw) = fj($)X{vj>0} in Ql/rja
where

~ 1

Fj(M>$) = F, (e(rj)M,zj—i-iL'kj)

o(r)
fj(x) = ijfkj (rjz + g;)

By definition, the sequence ~{Fj}j€N is made of functions satisfying , with ellipticity
constants A and A, while f; — 0 locally uniformly in R"*! as j — +oo. This has two
consequences:

- First, up to passing to a subsequence, we have (g, tx,) — (7, t) and Fj — F locally
uniformly, for some (Z,%) € Q15 and some F satisfying (-1.2).

- Second, by [84, Theorem 4.8], for every fixed R > 1 we have

[[vjllete@g) < C(R), Vj€eN.

Combining these facts with (5.4.12) and (5.4.13), we deduce that, v; — v locally uniformly
in R7*1 (up to passing to another subsequence), for some continuous function v satisfying

o — F(D?*v,%) =0 in R*t!

v >0, v(0,0) =0

0] poo(r) < R?, VR >1

[v]| oo (@r) = 1/2,
Now, we apply the Liouville theorem to conclude that v is a polynomial of degree at most
2 in space and 1 in time. Further, by the maximum principle [83] Corollary 3.20] applied

in Qg (for arbitrary R > 0), we deduce that v = 0 in R™ x (—o0, 0] which, in turn, implies
that v = 0. This contradicts the fact that ||v||(g,) > 1/2 and gives us (5.4.5). O

Combining the growth control result with interior estimates (see [25, Theorem 1.1] or
[84, Theorem 1.1]) yields the wanted bound for [[Osul|=(q, ,) + HD2U”L°°(Q1/2)'

Proof of Theorem [5.4.1. Since dyu = d;ju = 0 in int({u = 0}) for every 4,5 € {1,...,n},
it is enough to focus on points in {u > 0}. So, let us fix (y,7) € {u >0} N Q5 and let

d:=sup{r >0:Q:(y,7) C{u>0}NQ}
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By Schauder estimates [84, Theorem 4.8, Theorem 4.12] and (5.4.5]), we have

10l 2o (@ a0 + 1Dl Lo2(@u ) < %(Huﬂm(czd(y,r)) + @ f 1l Qutwr)
< (0@ + @l fllieian)
< Co(C+ K),
for some constants Cy, C' > 0 depending only on n, A, A and K. In particular,
|Oruly, 7)| + [D?u(y, 7)| < Co(C +1)
and thus follows thanks to the arbitrariness of (y,7) € {u > 0} N Qs O

We end the section with the following non-degeneracy property.

Lemma 5.4.4. Let u € P1(K). Then there exists ¢ > 0 depending only on n, A and c,
such that

|[ul |Loo(Q; (@o,t0)) = cr?, (5.4.14)

—

for every (zo,t0) € 0{u >0} N Q42 and every r € (0, 3).
Proof. Let us fix (z0,t0) € 0{u >0} N Qy/2, 7 € (0,1/2) and let
{(zr, ti) bken C{u >0} N Qo such that  (zg,tx) — (zo,t0) as k — +oc.
We set ¢ := ¢,/(2An + 1) and consider the sequence
vp(x,t) = u(z,t) — u(zy, ty) — c(jz — 21)® — (t —t)), keEN.
Then
Oy — F(D*vy,2) = Opu — F(D*u — 2¢l,z) + ¢
= O — F(D*u,z) + F(D?u,z) — F(D*u — 2¢I, ) + ¢
= f(2)Xqus0y + F(D*(u — clz]*) + 2¢l,2) — F(D*(u — cla|*), z) + ¢
<—co+c(2An+1)=0 in{u>0}NQ, (zk, k),
for every k € N. Further by definition, we have
vg(zp,tg) =0 and v <0 in 9{u>0}NQ, (g, tr)
for every k € N and thus, by the maximum principle ([50, Proposition 4.34]) it follows

0=uwp(zp,tp) < sup wvp= sup wvp= sup u—u(xg,ty) — cri.
Qr (Tpsty) OpQr (x1,tr) OpQr (x1,tr)
In turn, this implies
sup  u > u(zy, ty) + cr’,

for every k € N. Since u(xy,tr) = u(zo,to) = 0 as k — 400 and c is independent of k, we
obtain (5.4.14]) by passing to the limit as k& — +oo. O
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Remark 5.4.5. The non-degeneracy property (5.4.14)) gives us nontrivial information about
the geometry of the free boundary: it excludes that free boundary points are parabolic
interior for {u = 0}, in the sense that

{u>0}NQ, (xo,t0) =0, Vre(0,1),

where (zg,ty) € 0{u > 0} is fixed (see [2I], Subsection 1.2]).
Remark 5.4.6. Let u € Pi(K) and (wo,t0) € d{u > 0} N Q2. Combining the non-

degeneracy estimate (|5.4.14) with time-monotonicity d;u > 0, we deduce that the function
Uty = uli—y, satisfies

o]l oo (B, (20)) = €17
where ¢ > 0 is as in and depends only on n, A and c,.

5.5 Semi-convexity and C} estimates

The purpose of this section is to establish a semi-convexity estimate for solutions u €
Pi1(K) and a log-continuity estimate for their time-derivatives dyu, as stated in the fol-
lowing proposition. It is important to mention that for the semi-convexity estimates we
require that the function F' is independent of the variable z (which is enough for our
purposes). Then the second derivatives of the solution become super-solutions to the
linearised equation, thanks to convexity of F'.

The main result states the following;:

Proposition 5.5.1. Let u € Pi(K) with (0,0) € 9{u > 0}. Then there exist ¢,C > 0
depending only on n, X\, A and K such that

du < Cllog (|| +V/It])|°  in Q. (5.5.1)
Furthermore, if the function F in (5.1.2) is independent of x and

[fllerisy) < K, (5.5.2)

then
decu > —C|log (|| + VIt))| "~ in @, (5.5.3)
for every e € S*1.
This was already know for the Laplacian; see [17] and [20].
The proof of the above statement relies on the iterative use of lemmas established

below, that exploit the Weak Harnack inequality from Lemma [5.3.3]
First we establish the auxiliary result for the second order spatial derivatives.

Lemma 5.5.2. Let u € Pi(K) with (0,0) € 0{u > 0}. Assume that the function F in
(5.1.2)) does not depend on x and (5.5.2)) holds true. Then there exist a,b,q > 0 depending
only on n, \, A and K such that if

Ocet > =y i Qp,
for some r € (0,1), v >0 and e € S"™1, then

Oectt > —y +ay? —br?  in Qr/2- (5.5.4)
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Proof. Let us fix r,7 >0, e € S* ! and (2,7) € {u >0} N Qr/2- We set

d:=sup{p>0:Q,(2,7) C{u>0}} <37,

and we fix (z0,70) € 0{u > 0} N Qq(z, 7). Notice that (zp,70) is always in the bottom of
0pQa(z,T) since dyu > 0. For h € [0, d], we consider the points

(y’t) = (20 + %(Z - 20)77—0 + h2)7

with (y,t) = (z0,70) for h = 0, (y,t) = (z,7) for h = d and |29 — y| = h (obviously,
t — 70 = h?). Further, since (0.)? = (0_.)?, we may choose e such that e - (z — z9) > 0,
i.e., e points “inwards” the ball By(z). Notice that by Theorem we have

u< Ch?, |Vu|<Ch inQp(y,t), (5.5.5)

for every h € [0,d] and C' > 0 depending only on n, A, A and K.
Now, we define the set

Ap = {2, 1') € Qupa(y,t); 2’ - e =0}.
Notice that by construction Ay, is at least % away from 0Qq(z,7) (and d{u > 0}). For

every (xo,tg) € Ap, if T :=xo+ %\/ hd e, we have

0< U(i’,to) = U(l‘o,to) + VU(xo,to) ' (j - .CU(]) + / / aeeuv
xo 7 10

and thus, by (5.5.5) and the definition of Z, we obtain

_Cohdd? < / / Dot
xg J 0

for some Cy > 2C depending only on n, A, A and K. This bound and the assumption
Oeett + v > 0 in Q, yield

12
COh2d77 < 8/ / eeu"’_’y / / eeu'f_fy

( eeu+7) = 2][ (8eeU+'Y),

x0

fxo

and thus, choosing h := (ﬁ)Qd, it follows

]i (aeeu+7) > %

0

Notice that the choice of 4 implies |Z — zg| = Coh > ggh b (C asin (5.5.)). Conse-
quently, by the arbitrariness of zo € By, /2(y), we conclude

][ (Beeti+7) > 1, (5.5.6)
Ch
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where Cp, = {(2/ + s§Vhde,t'); (2/,¥') € Ap, s € (0,1)} is a skew-cylinder.
In this last part, we set v := Oeeu + v and we exploit (5.5.6) to prove (5.5.4]). Since F’
is independent of z, it is not difficult to check that
O — DF(D*u)D*v = g + D?(9eu) D?*F(D?u)D*(Deu)  in {u > 0} NQy,

where g := O f and thus, setting a;; := (DF(D?u));; and recalling that M — F(M) is
convex, we deduce

{8tv — aij(x,t)0v > g in Qa(z,7) (5.5.7)

v>0 in Qa(z,7).

Since the matrix {a;;};; is uniformly elliptic (with ellipticity constants A and A), we may
apply Corollary to obtain

1
» _C
(£ ) < 506+ @lallimn).
h

[«

for some C,m > 0 and p € (0,1) depending only on n, A and A, and ¢ := 8%. On the
other hand, by optimal regularity and using that p € (0, 1), we have

i < vl R lel i 5.5.8
p/— ]ih (VRS HUHLOQ(Q}L/g(yo,tO)) ]ih P < ( ) . P, ( )

where C' is as in Theorem Noticing that § ~ 72 and exploiting ((5.5.2)), we combine
the last two inequalities to deduce

C”y%+2m <v(z,7) + d*°K,

for some new C' > 0 still depending only on n, A, A and K. The thesis follows by choosing
a:=0C,q:= % +2m, b:= K and using the arbitrariness of (z,7) in {u >0} N Q, /5. O

Analogous can be established also for the time derivative.

Lemma 5.5.3. Let u € P1(K) with (0,0) € 0{u > 0}. Then there ezist a,q > 0 depending
only on n, X\, A and K such that if

atu S 'Y ln QT‘7
for some r € (0,1), v > 0, then
Ou <y —ay? in Q. (5.5.9)

Proof. As in the proof of Lemma we fix r € (0,1), v > 0, (2,7) € {u >0} NQ, /9
and we define
d:=sup{p>0:Q,(z,7) C {u>0}} <3.

Then we fix (z0,70) € 0{u > 0} N Q4(z,7) (belonging to the bottom of Q4(z,7)) and we
estimate Oyu in a cylinder centred at (2o, 7).
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To do so, we fix h € (0,d) and, since u(zp,t) = 0 for ¢t < 79, we infer by (5.4.5)
T0—2d?
/ Opu(z, t)dt = u(x, o — 2d%) — u(x, 79 — 3d?) < Ch?, Va € Bp(z0),
T0—3d?

where C > 0 is as in Lemma Averaging over D~ (20, 7) := Bp(20) X (170 — 3d?, 19 —
2d?), it follows

][ Opu(x, t)dt < C(%)z,
D_(ZU,TQ)

and thus, re-writing such inequality in terms of v := v — J,u and choosing h := (%)%d,

we obtain
fo
D= (z0,70)

If pe (0,1) is as in Lemma the same argument used in ([5.5.8)) shows that

1
Cyp < (f vp>p, (5.5.10)
D= (z20,70)

for some new C > 0 depending only on n, A, A and K.
On the other hand, notice that

o2

O — aij(z,t)05v =0 in {u>0}NQ,
0<wv<xy n Qr,

while v =« in int({u = 0}) N @,. Consequently,

815’1) - aij(x,t)&-jv Z 0 in Qr
v>0 in Q.

At this pf)int, similar to the proof of Lemma [5.5.2] we may apply Lemma with
0 := (55)2 and so, thanks to (5.5.10), we deduce

C’y%Jr% <w(z,7) =7 — Owu(z,T),

for some new C > 0 and m > 0 depending only on n, A, A and K. Thanks to the
arbitrariness of (z,7) € {u > 0} NQ, 5, this yields (5.5.9)) with a := C and q := %+ 5. O

Iterating the established estimates yields the logarithmic decay near the free boundary.

Proof of Proposition|5.5.1. We first prove the existence of C,e > 0 and kg € N depending
only on n, A, A and K such that the sequence my := — ianT,C Oeett satisfy

mp < Ck™%, Vk > k. (5.5.11)
Let a, b and ¢ as in Lemma and choose C, € and kg such that

Cz(2)s,  e<min{lb),  Ck® < (L)F
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We proceed by induction on k > kg. The case k = ko follows by optimal regularity (see

(5.4.1)) and the definition of C. Now, assume ([5.5.11)) holds true for some k > ko and let
us prove it for £+ 1. By (5.5.4) and the inductive assumption, we have

Mmes1 < my —amf + 6272 < Ck™ — a0k + 5272,

where we have also used that the function x — z — ax? is increasing in (O, /1) (aq))
and the definition of kg. Further, since the function z — x7¢ is convex, we have

Ef—ek= < (k+1)7°,

and thus
M1 < Ck+1)"+ 0272 4 k=71 — O,

At this point, we infer
b2 ek o — aCl% 9 = (27°F — 2CkTF) + (e — $CU%TF) <0,

by the definition of C' and ¢ (notice that ¢ < % implies € < q_%), and (5.5.11f) follows.

Now, we show that (5.5.11) yields (5.5.3). To see this, let us fix (z,t) € @1 and let
k € N such that (x,t) € Qgr \ Qo-r-1, i.e., 27571 < |z| 4+ /|t] < 27F. Thus if k > ko, we

have by
_ eeu(x,t) < Ck—¢ < C‘ log (‘$| + \/m)}*i

up to taking a larger C' > 0. If k < kg and C > 0 is as in ((5.4.1)), then
—ecu(z,t) < C < (Ck§ky® < (Ck§)k™ < C|log (=] + V/It)| ",
for a new constant C' > 0, and (5.5.3|) follows.
The proof of ((5.5.1)) is similar and exploits Lemma instead of Lemma O
5.6 Classification of blow-ups

In this section we classify blow-ups of solutions u € P;(K) at free boundary points
(xo,t0) € O{u > 0} and we study the limit as r | 0 of the rescalings

u(wo + ro, to + rt)
r2

introduced in (5.3.7). Each of such rescaling satisfies

up(x,t) ==

, (5.6.1)

Opur — F(D2UT7 To + TSU) = f($0 + T$)X{ur>0} in Ql/r(x()v tO)v
according to (5.3.8). Consequently, by (5.4.1), (5.5.1) and the Arzeld-Ascoli theorem,

there is a sequence rj | 0 and a function ug : R"*! — R, called blow-up of u at (xo, o),
such that
Up, — Uy ID C’;’a locally in R™ 1, (5.6.2)

as k — oo, for every a € (0,1). Further, writing (5.5.3) and (5.5.1) in terms of w,, and
passing to the limit as k& — oo, we immediately see that dyug = 0 and Oe.ug > 0 for
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every e € S"~!. Finally, by stability of viscosity solutions under uniform limits (see [50,
Proposition 3.11]), we deduce that

up € CLLR™), ug 20, ug >0
0 € 0{up > 0}
ug is convex

—F(D%ug,0) = f(20)X{uo>0} in R™

Notice that the first two properties are direct consequences of optimal regularity
and non-degeneracy , respectively. In what follows, we will always assume that
any blow-up of u at (o, o) satisfies problem (5.6.3).

There are two different behaviours of blow-ups — either the contact set {ugp = 0} has
empty interior or not — which lead to a very different behaviour of the solution near free
boundary points. We characterise this in the following definition.

Definition 5.6.1. Let v € Pi(K) and (xo,tp) € 9{u > 0}. We say that (xg,t) is a
regular free boundary point, if there exists a blow-up at (xg,%y) whose contact set has
non-empty interior. That is, there exist a sequence r; | 0 and a solution ug to ,
such that holds true and {ug = 0} has non-empty interior. The set of regular free
boundary points is denoted with Reg(u).

We denote with X(u) := 0{u > 0} \ Reg(u) the set of singular free boundary points.
By definition, if (zg,ty) € X(u), then any blow-up of u at (zg,tp) has contact set with
empty interior.

(5.6.3)

Remark 5.6.2. Note that a singular point (xo,tp) we have

Ll = 0) 0 By o) x (o}
0 | By (x0)|
which follows from [34, Lemma 5.29].

We first turn our attention towards the blow-ups near regular points. We proceed in
the spirit of [I4, Lemma 7]. We can use the convexity of the blow-up and the fact that the
contact set has non-empty interior to show that the free boundary of the blow-up needs
to be Lipschitz.

Lemma 5.6.3. Let w be a solution to (5.6.3) and assume that B,(—T1e,) C {w = 0} for
some p >0, 7 € (0,1). Then the following assertions hold true.

0,

(i) There exists co € (0,1) depending only on p, such that d,w > 0 in B, for all
o€ S with op, > 1 — cg.
(ii) There exists a Lipschitz function g such that
{fw>0}NB,,= {(2,2,) € Bpo : xp > g(x")}.

Further, the Lipschitz norm of g is bounded by a constant depending only on p.
(iii) Let co € (0,1) and g as above, and define d(x) := x, — g(z'), x € {w > 0} N B,,.
Then there exists ¢ > 0 depending only on n, A\, A, ¢, as in (5.1.3) and p such that
dow > cd in B, N{w >0},

for all o € S*1 with o, > 1 — R
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Proof. To prove (i) we notice that for every point z € B,/5 the line passing through z
with direction o € S"~! intersects B,(—Tey), whenever o, > 1 —¢g and ¢y is close enough
to 1. Indeed, let y := & — o7 and compute

ly = (=7en)| = |z + 7(en — o) < |2 + |en — o] < p,

where we have used that 7 € (0,1), z € B,/; and we have chosen o € "' such that
len — 0| < §. In particular, it must be o, > 1 — ¢g, for some ¢y € (0,1) depending only on
p. We deduce that d,w(z) > 0 by convexity of w and the fact that d,w(y) = 0.

To show (ii), we consider the level sets {w = €}, for € > 0 small. First, we notice that
Onw >0 in By N{w=¢}. (5.6.4)

Indeed, let v := Jpw and assume v(xg) = 0 for some zg € B, N {w = e}. Then,
differentiating the equation of w and using part (i), we obtain

aij (x)aijv =0 in Br(:vo)
v>0 in B, (xg),

for some ball B.(zg) C B,/ N {w > 0} and some uniformly elliptic matrix a;; = a;;(x)
with ellipticity constants A and A. It thus follows that z¢ is a minimum for v and so v =0
in By(zp) by the strong maximum principle ([50, Proposition 4.34]). Consequently w = &
in B, (xp), which is impossible since the function f in the right-hand side of the equation
of w is strictly negative by and F(O,-) =0 by (5.1.2).

Now, in light of , we may apply the Implicit Function Theorem to deduce the
existence of a function h such that (z',2,) € B, N {w = ¢} if and only if x,, = h(2',¢),
with 0.h > 0. At this point, by monotonicity, we set

g(z') = ;I;gh(ac/,s) = gg% h(z',€), &' € B,jo N{zy = 0},
and thus, by definition, (2',z,) € B,/ N {w > 0} if and only if z,, > g(z’).

To complete part (ii), we are left to prove that g is a Lipschitz function with Lipschitz
norm depending only on p. To do so, given x € B, /5 No{w > 0}, we consider the cone C, ,
with vertex at = and opening ¥, , € (0,7/2). The number 9, , is the smallest opening
such that B,(—7e,) C Cy . By convexity, we know that the “lower” part of the cone C o
is fully contained in {w = 0}, while the “upper” part C;f » € {w > 0}. This implies that g
is Lipschitz. To prove that the Lipschitz norm does not depend on the point, it is enough
to notice that 9, , > 9, for all x € EP/Q, where

¥y :=inf{V;,: 2 € B,} > 0.

Let us turn to point (iii) and establish the inequality for o = e,,. Let z € B, /gﬂ{w > 0}
be fixed and denote d := d(x) = x,, — g(2'). By non-degeneracy (see (5.4.14))), it holds

2
sup w > c (C—Od) ,
Beyasa(z',9(z")) 2
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for some ¢ > 0 depending only on n, A\, A, ¢; as in (5.1.3) and p. Further, by part (i), w
is non-decreasing in all the directions o = (¢/, 0y,) satisfying |o’| < ¢ and so

w(z) > w(y) > ed?

for some new ¢ > 0 depending also on p, where y is any point in Ecod/Q(ZL‘/ ,g(2")) where
the above supremum is attained. Consequently, since (2/, g(z)) is a free boundary point,
we have .
[t i = wia) = e
g(z’)
and hence, by the mean value theorem, there must be a point y in the segment (z’, f(z'))
and x such that
Onhw(y) > cd.

Exploiting the convexity of w again (or the monotonicity of d,w), we deduce d,w(z) >
Onw(y) > cd, and the case o = e, follows. To deduce the claim for all ¢ € S*~! satisfying
on > 1— 3 as in the statement, it suffices to write o = ae, +v, where a > F and v € sn—1
with v, > 1 — ¢p, and exploit part (i) to deduce

Oow = alpw + 0w > Fed + 0 = cd,
for some new ¢ > 0 depending only on n, A, A, ¢, as in (5.1.3) and p. O

With additional analysis of solutions to linear equations in Lipschitz domains (used
on derivatives of the blow-up), we deduce that the blow-up near regular points need to be
one-dimensional.

Lemma 5.6.4. Let 9 € R" and let w be a solution to (5.6.3). Assume that {w = 0}
contains a cone with non-empty interior and verter at 0. Then, there are e € S*™1 and
a > 0 such that

w(z) =ale x)3. (5.6.5)

Furthermore, a < a < b for some 0 < @ < b depending only on n, X\, A and co as in
G13).

Proof. Let C C {w = 0} be the cone having non-empty interior. Up to a rotation of
the coordinate system, we may assume C = {(2/,z,,) € R" : x,, < —tand|z’|}, for some
¥ € [0,7/2). For any o € S*"! with —o € C we can obtain that v, := d,w > 0 in R", as
in (i) from Lemma [5.6.3] Hence {w > 0} must be Lipschitz as in (i) from Lemma [5.6.3]
Differentiating the equation of w, we deduce

aij(x)aijva =0 in {w > 0}
vy =0 in 0{w > 0},

for some uniformly elliptic matrix {a;;};; with ellipticity constants A and A. Now, define
p(o) =sup{p > 0; dpw — pdpw > 0} and conclude that

Oow = pi(0)0pw  in R™.
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Indeed, if there is a point where d,w — p1(0)9,,w > 0 we could apply the Boundary Harnack
theorem in Lipschitz domains [29, Theorem 1.1] to v, — p(o)ve, and ve,, to get that

Vo — () Ve, > CoUe,,

for some ¢y > 0, which contradicts the definition of (o). Since o can vary over an open
subset of S"~!, we can chose a basis of R” which is all in C. Hence we conclude that every
partial derivative is linearly dependant on J0,w, and so Vw = b0,w for some constant
vector b € R™. Consequently, the level sets of w are hyperplanes perpendicular to b, which
says that w is one dimensional, so without loss of generality, w = w(zy). In particular,
{w > 0} = {x,, > 0}. To complete the proof, we notice that

D*w = w"M, F(w"M,zg) = —f(xo) in Ry,

where M = eel. If we show that w” = a in Ry for some a > 0, our statement follows
since w(0) = w'(0) = 0. To see this, we fix h,k > 0 and we notice that by uniform
ellipticity

F(hM, zq) — F(kM, 20) = F(kM + (h — k)M, z0) — F(kM, z0) > Nh — k||| M]),

that is, h # k implies F'(hM,zo) # F(kM,xo). Consequently, since the r.h.s. of the
equation of w is constant, w” must be constant as well. Finally, by uniform ellipticity, we
have

Aa = A" ||M|| > F(w"M,z0) = —f(x0) > co,

and thus a > @ := . Conversely,

K > —f(xg) = F(w"M,x0) > M ||M|| = \a,
. . 7. K
which yields a < b:= 3. O

On the other hand, when the contact set of the blow-up has empty interior, we can
show that the blow-up solves the equation at all points. Then we conclude from the
Liouville theorem that it has to be a quadratic polynomial.

Lemma 5.6.5. Let ug be a solution to (5.6.3)). Assume that {ug = 0} has empty interior.
Then
uo(z) = 27 Az, (5.6.6)

for some n x n matriz A > 0.

Proof. Since ug is convex and its contact set has empty interior, it follows that {uy = 0}
is contained in a hyperplane and, in particular, it has zero Lebesgue measure. Hence,
by [12, Theorem 2.7], ug satisfies F(D?ug) = f(0) in R™ in the classical sense while, by
optimal growth, |[uo|pe(p,) < CR?, for all R > 1, where C' > 0 is as in (5.4.5). Then,
by the Liouville theorem for these operators, we deduce that uy has to be a a quadratic
polynomial. Since ug(0) = |Vug(0)| = 0, we conclude that ug(x) = 2T Ax for some matrix
A . Since ug > 0 also A > 0. ]
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5.7 Analysis of regular points

In this section we establish the C'*° regularity of the regular part of the free boundary, as
the following theorem asserts.

Theorem 5.7.1. Let u € Pi(K) with (0,0) € Reg(u), and assume that f € C*. Then,
there exists oo > 0 and a C* function g such that

Qoo N{u >0} = {(/, zn,t) € Qo : Tn > g(a', )},
up to a rotation of the spatial coordinates.

The key role in passing the information from the blow-up to the solution of the obstacle
problem plays the so called ”almost positivity” lemma.

Lemma 5.7.2. Let ¢ € (0,1], K > 0 and let {ur},c0,1) be a family of solutions to

O — F(D*v,rx) = f(ro)xqusoy in Qp (5.7.1)
v, 82517 2 0 m Q97 o
with F and f satisfying
o) + I1Fll o sy < K- (5.7.2)

Then there exist eg,r9 € (0,1) depending only on n, A, K, ¢ as in (5.1.3) and o, such
that if
Oty — Oply —Uup > —€ 0 Q,

for some r € (0,70), € € (0,e0) and o € S*~1, then
Oty — Oy —upr 20 in Q).

Proof. By scaling (see Remark , we may assume ¢ = 1. The proof is based on a
comparison argument as follows. Let us set u := u, and a;;(x,t) := (DF(D%u,rx));j.
Since the function M — F(M,-) is convex, we have

0= F(0) > F(D*u(x,t),rz) — ai(x,t)0u(w,t),

and hence
Oru — a;j(z,t)0ju < f(re)  in Q1 N {u > 0}. (5.7.3)

Differentiating the equation in (5.7.1)) along the direction o, we obtain that v := J,u
satisfies
O — a(w,1) 0550 = 10, F(D*u, rx) + 10, f (1), (5.7.4)

while, differentiating with respect to ¢ and setting ¢ := Jyu, we see that
87577 - aij(x, t)aij@ =0. (575)
Now, let (z9,t0) € Q12 N {u > 0} be arbitrarily fixed, set

ro :=min{l, ¢, /(2K)},



182

and define
w=v-7—u+2 [gZxlr—z>— (t—to)].

Then, by (5.1.3)) and combining (5.7.3)), (5.7.4) and (5.7.5]), we have

8tw — aij (.%', t)aijw

> 1 [0,F(D*u,rx) + O f(ra)| — flrz) — %

> =1 (|[VeFlpeo(sxny) + IV flleemy)) — flrz) — %
>—rK— f(rz) - %

> —co+ f(rz) >0 in Q/5 N {u > 0},

for all » € (0,79) while, since |Vu| = dyu = v = 0 on 9{u > 0}, it must be w > 0 in
Ql_/4(a:0,t0) N d{u > 0}. Further, on Ble_/4(x0,t0), we have by assumption w > —e + &,
where €g := 555 and thus the minimum principle ([50, Proposition 4.34]) yields

inf w = inf w > 0,
Ql_/4(x0,to)ﬂ{u>0} 8p(Q1‘/4(mo,to)m{u>0})

for all € € (0,£0). The thesis follows by the arbitrariness of (xg,%0) € Q1o N {u > 0}. O

Applying this result to derivatives of the solution gives that near regular points the
derivatives in directions close to the direction of growth of the blow-up must be non-
negative. This furthermore yields the Lipschitz regularity of the free boundary.

Proposition 5.7.3. Let u € Pi(K) with (0,0) € Reg(u), and assume that f and F satisfy
(5.7.2). Then, there exists g9 > 0 and a Lipschitz function g such that

Qoo N {u >0} = {(2, 20, t) € Quo : T > g(a', 1)},
up to a rotation of the spatial coordinates.

Proof. Since (xq,t9) := (0,0) is a regular free boundary point, there exist a sequence ry, | 0

and solution ug to ((5.6.3]) such that the rescalings uy := u,, defined in (5.6.1]) satisfy (5.6.2])

as k — 400 and {up = 0} has non-empty interior. Consequently, thanks to the invariance
of the problem under spatial rotations, we may assume B,(—7e,) C {ug = 0} for some
0 < p <71 < 1. Thus, by Lemma (part (iii)) and (5.4.5)), it follows

Doty —ug > cd — Cd*> >0 in B,jo N {ug >0} N{d < c/C},
where ¢ > 0, 0 € S" ! and d = d(z) are as in Lemma and C > 0 as in Lemma m
(in particular, o,, > 1 — ¢, for some ¢y € (0,1) small depending on p). Combining this
with (5.6.2)), we deduce that, given any £ > 0, there is k. such that

Opup, — ug > _% in an

for all £ > k., where ¢ > 0 is taken small enough depending on p, ¢ and C. Further, the
rescaled version of (5.5.1)) in Proposition [5.5.1] gives

Opup, — Opup —up > —e  in @,
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up to taking k. larger. At this point, we fix € := €9/2 and k. (eventually larger) such that
ri € (0,79/2) for all k > k., where g9 and r( are as in Lemma Since each wy, satisfies

(5.7.1) in @, with r = r, we conclude
O — Opug, —ug, >0 in Qyo,
by virtue of Lemma and thus, scaling back to u, it follows
Ogh — TR0 > iu in Qy, o/2- (5.7.6)

To complete the proof, we fix k = k. (notice that k. depends only on n, A, K and ¢, as
in (5.1.3)) and set go := £, v := (0, —7}). The above inequality implies 0,u > 0 in Q2,
with d,u > 0 in Q2. N {u > 0}: these facts, combined with the arbitrariness of o € S"~!
with o, € (1 — ¢, 1), allow to repeat the argument used in the proof of Lemma part
(ii) and to complete the proof of our statement. O

Once we get a uniform Lipschitzness of the free boundary near a regular point, we
are able to get uniform rate of convergence to the blow-up in a neighbourhood of the free
boundary point, which is an important step towards the C! regularity of the free boundary.
Moreover we conclude that the set of regular points is open inside the free boundary.

Lemma 5.7.4. Let u € P1(K) with (0,0) € 0{u > 0}, 0 < @ < b as in Lemma [5.6.4
and let {uy}.c,1) be the family of rescalings (5.6.1). Then for every ¥ € [0,7/2) and
e € (0,1), there exists r = r(9,¢) € (0,1) such that if

Qu/r N{an < —tan ¥ (2] + VI[t))} € Quyr N {ur =0},

then there exist e € S"~1 and a € [a,b] such that
2
|ur — ale - x>+‘|C;*°‘mC,}(Q1) <e.

Proof. Assume by contradiction there are § € [0,7/2) and € € (0,1) such that for every
sequence 7 | 0 there holds

Q1/r, N {zn < —tan? (2| + |t} € Qi sy, N {uy = 0},

but
2
_ . >
|ur, — a(e $)+’|C;’QQC§(Q1) Z &
for every e € S* ! and a > @, where we have set uy = ur,. Passing to a subsequence,

we may assume uy — ug as k — +oo in the sense of ([5.6.2)), for some limit g satisfying
(5.6.3). Furthermore, since

we =0 in Qy/, N{zy < —tand (|2'| + v/|t))}

for all k € N, we obtain up = 0 in {z, < —tand|2/|}, that is, {z,, < —tan?d |2/|} C {up =

0}. We may thus apply Lemma to deduce that ug is of the form (5.6.5)), obtaining
the desired contradiction. O

We next improve the spatial regularity of the free boundary to C} near regular points
and show that the second spatial derivatives are continuous up to the boundary there.
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Proposition 5.7.5. Let u € Pi(K) with (0,0) € Reg(u), and assume that f and F satisfy
(5.7.2). Then, there exists o9 > 0 and a C’;, N C’?’l function g such that

Qoo N{u >0} ={(2/, 2, t) € Qpy : xn > g(2, 1)},

up to a rotation of the spatial coordinates. Furthermore, there exists a modulus of conti-
nuity w : Ry — R4 such that

s |DPu(e,1) - Duly, )| < wl(r)
(z,t),(y,7)€QrN{u>0}

for all r € (0,%).

Proof. To establish the first part of the statement, we show the existence of g,y > 0 and
a modulus of continuity w (that is, w : Ry — Ry with w(r) — 0, as r | 0) such that for
every (wg,t9) € Q, N A{u > 0}, there is e € S~ (depending on (g, %)) such that

Qr(xo,to) NO{u >0} C {(z,t) : le- (x — x0)| Sw(r)r}, (5.7.7)

for all » € (0,7¢). This will be achieved in a couple of steps as follows.
First, we show that there exists o > 0 such that for every € € (0, 1), there is r € (0, 1)
such that, for every (zo,%y) € Q, N {u > 0} there holds

|lur — ale - x)i”cé,amctl(Ql) <eg, (5.7.8)

for some a € [a@,b] and e € S"~! depending on (zg, %), where @ and b are as in Lemma
This claim follows by noticing that, in light of Proposition [5.7.3] we have

{u>0}NQap = {(2/,2n,t) € Qop : xn, > g(a', 1)},

up to a spatial rotation, for some ¢ > 0 and a Lipschitz function ¢g (with Lipschitz norm
depending only on g). Consequently, there is J € [0, 7/2) and r = (v, ¢) € (0, 1) satisfying

Qu/r N{zn < —tand (|2'] + VIt))} € Q1/p N {ur = 0},
Then (5.7.8) follows directly from Lemma [5.7.4
Second, we exploit (5.7.8) to show
Qr(zo,to) NO{u > 0} C {(z,t) : |le- (x — x0)| < Cv/er}, (5.7.9)

for all (zo,t9) € Q, N O{u > 0} and some C' > 0 depending only on n, A\, A and ¢, as in
. Once this inclusion is established, easily follows: notice that w is uniform
in @, since the constant C' above is independent of (xo, t), and r¢ is the biggest r € (0, 1)
for which holds true (take for instance ¢ = 1).

To check , let us choose C' > 0 such that

C? > max{1/a,1/c},

where ¢ > 0 is as in Lemma(5.4.4] Then, for every (z,t) € Q,(xo,to)N{e-(x—z9) > Cy/er},
we have by rescaling ((5.7.8))

u(z,t) > ale - (x — z0)]? — er? > aC?%r? — er? = er?(aC? — 1) > 0,
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while, whenever (z,t) € Q,(zo,t0) N{e- (z —xo) < —Cy/er} and (z,t) € d{u > 0}, we
obtain by non-degeneracy and ({5.7.8]) again

cC?r* < sup u= sup u-—ale-(v—ax0)% <er?
Qe yer(@;t) Qe yer(@;t)

which is impossible and thus (5.7.9) follows.
At this point, it suffices to notice that (5.7.7)) guarantees that at each point in @, the
graph of g can be touched from below and from above by the functions

o = xw (|2’ + V/]tl) (1] + V1),

up to a rotation and a translation. Consequently, g is differentiable in a neighbourhood of
(0’,0) and, since w is uniform in Q,, it follows that V,/g is continuous in a neighbourhood
of (0/,0) with modulus of continuity 2w. The fact that g € C’? 1 is a direct consequence of
Proposition and the first part of our statement follows with gy := o.

Now, we show that D?u is continuous in Qgo/2 N {u > 0}. As above, we proceed in
some steps. Let us set

Pt (@) := agleg - (& — x0))3, ¢ (z) = agleo - (x — x0))?,
where ag € [a,b] and ey € S"~! stand for a(zo,tp) and e(zo, o), respectively. By (5.7.8)
and the first part of the proof, we have

[ = P oo @ (o)) < W ()T,

for all r € (0,79). Furthermore,

2

lgt0) =t o, (g o) num0p) < w(r)r,

for all r € (0,rp), taking eventually ro smaller. To see this, let us assume (xo, o) = (0,0)
and ey = e, (which is always the case up to a rotation and a translation) and set p :=
p@oito) g .= ¢(@0:t0)  Then p — ¢ =0 in x, > 0, whilst p — ¢ = —¢q in z,, < 0 and thus, for
every (z,t) € Qr N{u > 0}, we have

p(z) — q(2)] < g(x) = aozy, < by(a’,1)* < bw?(r)r? < w(r)r?,
where g is the C} N CE 1 function parametrizing Q, N O{u > 0} as above and b > 0 is as

in Lemma Passing to the supremum, our claim follows.
Combining the two estimates above, we obtain

zo,

lu = ¢ oo (@, (o o) fus0y) < 2w(r)r?, (5.7.10)
for all r € (0,7r9) and, in a similar way, we also conclude

IV = Vg || Lo (@ (moto)nfusoy) < 2bw(r)r. (5.7.11)

In particular, (5.7.10) and (5.7.11)) imply that D?u(zg,ty) exists and equals D?g(%ot0) .=
Ay, for some suitable n x n matrix Ap depending on ap and ey (and thus, on (xg,%)).
Actually, the following quantitative bound holds true:

|D*u — D20 || oo, (o to)us0p) < Cw(r), (5.7.12)
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for all » € (0,79) and some C' > 0 depending only on n, A and A.
To complete the proof, we notice that, since p(*00) satisfies (5.6.3) and is 1D, it
immediately follows that ¢(*0%0) satisfies

—F(qu(xo’to), :Ij'()) = —F(A(), xg) = f(w())
Consequently, the function v := u — q\@o:t0) is a solution to
O — F(D*v,z) = f(z) in Q.(xo,t0) N {u > 0},

where F(M,z) := F(M + Ag,x) — F(Ao,z) and f(z) := f(x) — F(Ap,z). Notice that
|F'(Ag,x) — F (Ao, zo)| < @(|z — x0|), as well as |f(z) — f(zo)] < @(|z — x0|) for some
modulus of continuity &. Since F belongs to the class and || f|lcor < K, we may
combine the Schauder estimates [84], Theorem 4.8] with to deduce

. C
|D%u — D2 °’t°)||Loo(Qr/4(z75)) < 2
© (w(r)r? + Kr?a(r)
.

(C + K)max{w(r),w(r)},

(Il = g (@, () + 7 Fll (@, az.00)

IN

IN

(5.7.13)
where Q,/5(z,5) C Qr(zo,t0) N {u > 0} and C depends only on n, A and A. Applying
this twice on @, 2(z,5) C Qr(0,t0) N Qr(yo,70) N {u > 0}, where (yo,70) € d{u > 0}, it
follows

”D2q(z07t0) - D2q(y017—0) HLOO(QT-/4(Z7S)) < CW(T)’

for some new C > 0 depending only on n, A, A and K. Since ¢ is a polynomial of degree
2, this is equivalent to say

d((wo,t0), (yo,70)) <7 = | D?gl@o:t0) — p2gwomo)|| < Cuw(r), (5.7.14)

for all 7 > 0, that is, the function d{u > 0} > (z,t) — D?¢®Y is continuous.

To complete the proof, let us fix (z,t),(y,7) € {u > 0}, set p := d((z,?), (y,7)) and
consider (zo, to), (Yo, 70) € d{u > 0} projections of (x,t) and (y,t) over 9{u > 0}. Further,
let us set

dypt :=sup{r > 0:Q,(z,t) C {u>0}}, dyr:=sup{r > 0:Q,(y,7) C {u > 0}},

and d := min{d,,d, .} (by symmetry we may assume d = d).

Let us first examine the case in which 4p < d: under such assumption, we may assume
Q2p(z,t) C Qalzo,to) N Qalyo, 70) N {u > 0} and thus, in light of (5.7.13), (5.7.14)) and
the definition of p, we deduce

|D*u(z,t) — D*u(y, 7)| < | D*u— D*¢"0)| 1o 0, (1)
+ ||D2q($o,t0) _ D2q(y0ﬂ'0)”oo
+ ”DZU o qu(y()’TO)HLOO(Qp(y,T)) < C’w(!x _ y’ + M)’
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and the continuity of D?u follows. On the other hand, when 4p > d, we have d,; < d+ p
and thus (5.7.12)) and (5.7.14) yield

|D?u(z,t) — D*u(y, 7)| < [|D*u — D?q )| 1oc (00,10 n{u>0})
+ ”D2q($0,t0) _ D2q(y0,TO)HOO

+[|D?u = D?qW0) | oo, (ool H{u0])
<2Cw(d) 4+ Cw(d+ p) < Cw(lz —y| + V|t — 7)),

for some new C' > 0 and the proof is complete. O

At this point we can apply higher order boundary Harnack inequalities from [57] to
complete the proof of Theorem Alternatively we can apply the hodograph transform
result from [52]. We obtain that near regular points the free boundary is C*° in space and
time.

Proof of Theorem[5.7.1 The proof combines Proposition[5.7.5|and the higher order bound-
ary Harnack inequalities established in [57] as follows.
By Proposition 5.7.5] we have

Qoo N{u >0} = {(2/, 2, t) € Qpy : Tn > g(2', 1)},

up to a rotation of the spatial coordinates, for some gy > 0 and some C;, ﬁC,? 1 function g.
Further, as already obtained in (5.7.4) and (5.7.5), given any v € S C R™*!, the partial
derivatives v, := 0, u satisfy

Oy — aij(z,t)0v, = fu(x,t) in Qg N{u >0}
v, =0 in Qg No{u >0},

for some f, € L>®(Q,,) and a;;(x,t) := (DF(D?u,z));;. The coefficients a;; are continuous

in Qg N{u > 0}, by the second part of Proposition On the other hand, by (5.7.6)),
we know that

Oyu > %U in Qrgo/2

whenever v = (0, +r), 0 € S"~! is sufficiently close to e, and r > 0 is small enough, up
to taking gp smaller: o, € (1 —¢p,1) and r € (0,79/2), where ¢y € (0,1) is as in Lemma
and rg € (0,1) as in Proposition In particular, d,u > 0 in Q,, up to taking
oo smaller and thus, a straightforward adaptation of the proof of Lemma part (iii)
shows that

Onu > cd  in Qg9 N{u > 0}.

This allows us to apply the boundary Harnack principle (see [57, Theorem 1.2]) to the

functions ve, = d;u, ve, ., := dyu and v, = Jpu and deduce that
diu o —_—
B € Cp(Qpy/a N{u > 0}), (5.7.15)
for every aw € (0,1) and i = 1,...,n + 1. Consequently, the functions
P N O/ On i=1,...,n+1

1/2°
Vol (Soml@u/,)? + 1+ Qo)
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can be Cp-extended up to {u > 0} and so, by definition of 7 and g, this yields
gecy,

for every a € (0,1).

We can bootstrap this argument by means of the higher orders boundary Harnack
inequalities [57, Theorem 1.3]. Assume that the free boundary is already 05 , for some
B > 1. First by [57, Corollary 5.3] all the derivatives d,u are C’g up to the boundary, hence
D?u is C’g ~!. 1t follows that the coefficients of the equation for the derivatives are also
C,’? _1, which allows us to apply higher order boundary Harnack inequality [57, Theorem
1.3] to deduce that 2% i =1,... n+1 are Cﬁ. Hence g is C’g“. The claim follows. [J

Onu’

We now have all ingredients to prove Theorem

Proof of Theorem[5.1.1] The result is an immediate consequence of Theorem Lemma
Lemma and Remark ) O

5.8 Analysis of singular points

To derive the properties of the solution to the obstacle problem near singular points, we
would like to exploit the fact that the second derivatives of the blow-up are positive. In
this direction we prove a version of the almost positivity lemma stated below.

Lemma 5.8.1. Let o € (0,1), K > 0 and let {ur},e(0,1) be a family of solutions to

(5.8.1)

O — F(D*v) = f(re)x(>0) in Q,
v,0v >0 in Qy,

with F satisfying (5.1.2) in By, f satisfying (5.1.3)) in By. Let a;j(z,t) := (DF(D?u,));;
and let {wy},e(0,1) be a family of functions satisfying

O — a;j(z,t)0i5v > rg(rz)  in Qo N {u, > 0},

for some bounded function g with ||g||p~(p,) < K. Then there exist 5o,€0 > 0 depending

only on n, co, A, K and o such that, for every § € (0,0¢), € € (0,1) and C > 0 such that
e/C < &y, there exists v € (0,1) such that if

e w, >0 in Q,Nd{u, >0},

o w, > —¢c in Q,,

o w, > C in Q,N N§({u, = 0}),
then wy > 0 in Qy/2-

Proof. By scaling we may assume o = 1. Let us set v := u,, w := w,, r € (0,1) and define

v(z,t) == w(z,t) — v [u(z,t) — % (525 |z — zo|* — (t — t0))]
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for some v > 0 and (z9,t0) € Q12 N {u > 0}. Noticing that

0w > aij(x,t) 05w + rg(rx) — [ (D?u) + f(rz) + %]
ijv = Oijw — v [Bju — 575035

and recalling that the function M — F(M) is convex, it is not difficult to obtain

v — aij(x, )00 > y[aij(x,t) — F(D*u)| +rg(rz) — vf(re) — v Zam %

>0—=rllgllpe(By) + 70 —7F — 7%
>—rK+~7% >0 inQpN{u>0},
provided r is taken small enough depending on ¢,, v and K. By the minimum principle,

it thus follows

inf v= inf v. (5.8.2)
Q;/Q(xo,to)ﬂ{u>0} 8p(Q1_/2(330,t0)ﬂ{u>0})

Now, let us take

Co:=24,  y=Ce,  6<y\/ge £ 20K,

where C' > 0 is as in (5.4.5). Then, in Q;/Q(xo,to) N d{u > 0}, we have w > 0, u = 0 and
thus

v > % (sgle — zo|® — (t — 1)) > 0.
Further, in 8p(Q1_/2(x0,t0)) N Ns({u = 0}), we have w > —e and, by optimal growth,

V> —e — O + 58 > — — eCyC6° + 26 > (1 — CoC6°) > 0

thanks to the definitions of v and §. Finally, in 8p(Q1_/2(:U0,t0)) N Ns({u = 0})¢, there
holds -
UZé—szs(g—CoK) >0,

by the choice of The thesis follows by (5.8.2) and the arbitrariness of (xg,%y) €

o la

5.8.1 Lipschitz regularity of the whole free boundary

We can use the almost positivity lemma to bound the gradient of the solution to the
obstacle problem Vu with its time derivative d,u, locally near any free boundary point.
Since the quotient Vu/0,u determines the normal vector to the free boundary, we conclude
that the free boundary is locally a graph of a Lipschitz function over the time coordinate.

Lemma 5.8.2. Let u € Pi(K) with (0,0) € 0{u > 0}. Assume that ||f|cor(p,) < K and
that Oyu > 0 in {u > 0}. Then there exist ¢ > 0 and oo > 0 such that

Ou > c|Vu|  in Qg (5.8.3)
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Proof. Let {u;},¢(,1) be a family of rescalings of u as in (5.6.1)), satisfying (5.8.1) in Q1,

and consider the functions
v = Adwu, £ O;u,,

for i =1,...,n and some A > 1. Similar to the proof of Lemma [5.8.5 we easily see that
v satisfies
O — aij(z,t)05v = r0;f(re)  in Q1N {u, >0},

where, as always, a;;(x,t) := (DF(D?u,));; and, in addition, v = 0 in d{u, > 0}. Further,
given a small § > 0 as in Lemma [5.8.1] we exploit Theorem to see that
v>—-Cd:=—¢ in Q1N Ns{u, =0}),

where C' > 0 depends only on n, A, A and K. On the other hand, since Jyu, > 0 in
{u, > 0}, we have that dyu, > ¢ in Ns({u, = 0})°N Q1 for some constant ¢ > 0 depending
on ¢ and r and hence, by Theorem [5.4.1] again, we may choose A large enough such that

vZAE—CZ%:z@ in Q1 N Ns({u, = 0})°.

Taking eventually & smaller and A larger, we may assume both § < §y and ¢/C < &
where dp and &y are as in Lemma, and, by the same lemma, we deduce the existence
of r such that v > 0 in Qy/o, which is equivalent to our statement with ¢ := 1/A and
00 :=T. O

Below we prove the Lipschitz regularity of the free boundary near any point.

Corollary 5.8.3. Let u € P1(K) with (0,0) € 0{u > 0}. Assume that ||f|lcor(p,) < K
and that Oyu > 0 in {u > 0}. Then there exists a Lipschitz function T : Bijs — R such
that

Qi N{u >0} = {(x,t) € Qupp:t > 7(x)}. (5.8.4)

Proof. Let us consider the level sets {u = ¢}, for ¢ > 0. Since dyu > 0 in {u > 0}, we
may apply the Implicit Function theorem to deduce the existence of gg,e9 > 0 and a C!
function h : By, % (0,60) — R that locally parametrizes {u = €}, that is, u(z,t) = ¢ if and
only if t = h(x,e). Furthermore, d.h > 0 and, by (5.8.3)), we also have
)
\0;h| = |a’“’ <C,  i=1,...,n,

tU

for some C' > 0 independent of €, up to taking gy smaller. Consequently,
|h(£L‘,€) - h(ya 5)’ < C’.CL' - y|7

for some new C (still independent of €) and all z,y € B,,. Consequently, setting 7(z) :=
lim._,0 h(x,€), we may pass to the limit as ¢ — 0 into the above inequality and conclude
the proof of our statement. O
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5.8.2 e-flatness of the singular set

Since we want to apply the almost positivity lemma on the second spatial derivatives of the
solution to the obstacle problem, we assume from now on that F' in is independent
of x, so that they become supersolutions of the linearised equation, as in .

We begin with an auxiliary result, saying that when we move away from the free
boundary, the convergence of the blow-up sequence is actually in C?.

Lemma 5.8.4. Let u € P1(K) with (0,0) € X(u). Let {ur}re(0,1) be the family of rescal-

ings defined in (5.6.1) and assume u,, is a blow-up sequence satisfying (5.6.2)). Then for
every €,0 > 0, there exists kg € N such that

[ur, = wollo2(Qu N5 (fur, =0})e) < €
for all k > ky.
Proof. Similar to the proof of Proposition since ug is a quadratic polynomial,
D?ug := A is a constant matrix satisfying —F(D?ug) = —F(A) = f(0). Now, let us
set uy, := u,, and vy := ur — up. Using the equations of uj, and ug, we easily see that
Oywp — F(D?vy) = fe(x) in Q1N {uy, > 0},

for all k € N, where F(M) := F(M + A) — F(A) and fi.(z) := f(ryz) + F(A). Hence,
interior estimates ( [25, Theorem 1.1] or [84, Theorem 1.1]) yield

C ~
HD2U7€HL°"(Q5($0¢O)) S 52 <||vk||L°°(Q25($o7to)) + 52Hf(rkx)HLO"(Qza(xoﬂfo))) ’

for some C' > 0 depending only on n, A and A, and all (zq,t0) € Q12 and J > 0 such
that Qas(z0,t0) C Q1 N {ug > 0}. Consequently, given any ¢ € (0,1), we may combine
the above estimate with the fact that both vy, and fj, converge to zero locally uniformly
in R™, to deduce the existence of ky € N such that

HDQUkHLOO(Qa(zoiO)) <6

for all £ > ko. Exploiting the arbitrariness of (2o, %0) € Q12N Ns({ux = 0})¢, we complete
the proof of our statement. O

From the above result we conclude that if the blow-up is positive in some direction,
then the pure second derivative of the solution in this direction is also positive when we
look away from the boundary. On the other hand, thanks to the semiconvexity estimate
the second derivative is not too negative and hence the almost positivity lemma
applies. We deduce the following.

Lemma 5.8.5. Let u € P1(K) with F as in (5.1.2)) and independent of x. Let (0,0) € X(u)
and f satisfying (5.5.2). Assume also

uo(z) = _ A3, A >0, A\, >0, (5.8.5)
j=1

is a blow-up of u at (0,0). Then for every ¥ € [0,7/2), there exist po,c > 0 depending on
9, Apn, such that
Dectt = ¢|Vu| in Qq,

for every e € S"~! satisfying e, > cos?.
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Proof. Let us fix ¥ € [0,7/2), A, > 0 and let uy := u,, be a blow-up sequence converging
to ug. The main idea is to apply Lemma to the functions

Vi = Oeettyy £ cOjup, keEN, i=1,...,n.

Indeed, following the argument of the proof of Lemma [5.5.2] it is not difficult to check
that each v := vy, ; satisfies

O — aij(x,t)0v > rpg(rpxr)  in Q1 N {ux > 0},

where g(z) := 10 f(v) F 0if(x) satisfies ||g||z(p,) < 2K by assumption. Furthermore,
we have v > 0 in Q1 NI{uy > 0} (this is an immediate consequence of the fact that u; > 0
and |Vug| = 0 on 0{u > 0}).

Now, let e € S*~! with e, > cos¥. Since Onpug = 2\, > 0 and Aj > 0 for every
j=1,...,n—1, it is not difficult to see that J..ug > C for some C' > 0 depending on
and \,. Consequently, in view of Lemma for every 9 > 0, there holds

Becur > S in Ny({uy = 0})°,

for all £ > ko and some ko depending on ¥, A, and 6. If Cp > 0 is such that [Vug| < Co

in Q1 (k> ko), we may choose ¢ < % to obtain

v>Cy = g in Q1 N Ns({ur = 0})°.
Finally, by Proposition [5.5.1] and Lemma [5.4.3] we have that
v>—Cllogd| = C§ in Ns({ur =0}),

for some new C' > 0 and ¢ € (0,1) depending only on n, A, A and K. Choosing ¢ small
enough, the assumptions of Lemma [5.8.1| are fulfilled for each k > kg, and so

UZO in Q1/27

that is, taking k = ko,
Oeett > i|azu| in QTk/Qa
for all ¢ =1,...,n, which readily implies our claim with gy := 7. ]
Once we get the non-negativity of pure second order derivatives in a neighbourhood
of a singular point, we can establish that near any other singular free boundary point in

that neighbourhood, the solution has to be positive in these directions starting from the
singular point.

Corollary 5.8.6. Let u € Pi1(K) with F as in (5.1.2)) and independent of x. Let (0,0) €
Y(u) and f satisfying (5.5.2]). Assume also
Uo(l‘) = Z )\jﬁ?, )‘j >0, A,>0,
7=1
is a blow-up of u at (0,0). Then for every ¥ € [0,7/2), there exists o9 > 0 depending on
¥, A, such that for every (zo,t0) € Qg N X(u), we have

u>0 in {(x,ty) € By, : |(x — x0)n| > cos ||z — x|} .



193

Proof. Let us fix ¥ € (0,7/2) and 6§ € (0,9). By Lemma there are gg,c¢ > 0
depending on A, and 6, such that

Occtt > c|Vu| in Q,, (5.8.6)

for every e € S*~! with e,, > cos#.

Now, by contradiction, we assume there is (g, tp) € Qp, N E(u) and (x,ty) € {(z, o) :
|(x — xo)n| > cosb||x — x|} such that wu(x,tp) = 0, and we proceed with a delicate
geometrical construction as follows.

Let e := (z —z0)/|lz — zo||. By (5.8.6), we have decu > 0 in Q,, and thus u = 0 on the
segment [xg,x]. Now, let us fix z1, 9 € int([xo, z]) satisfying |z1 — z2| = £ > 0, and let
us choose a system of coordinates y = (v',y,) such that z1 coincides with the new origin
and e is the new n! unit vector.

Let & € S"~! be perpendicular to e and z = (1 — s)z1 + sx2 + ré, where s € [0, 1] and
r > 0. Then if r € (0,79) and rg > 0 is small enough (depending on 6, x1, x3), we have
O¢;e;w > 0, 1 = 1,2, where

To—=2 .z
€2 = =’

€17 Teo—2I’

and thus we may combine this observation with u(xg) = u(x) = 0 to deduce
Oeu(z) >0  and  Oe,u(z) <0.

Consequently, writing e; = a;(r)e + B;(r)e (i = 1,2) for some «;, 3; : R — R satisfying
a;(r) € (1/2,1) in (0,7r9) and S;(r) < Cr in (0,rg) for some constant C' > 0 depending on
0 and x1, we obtain

deu(z) > =L geu(z)| > —Cr?,

for some new C' > 0. Repeating the argument with es, it follows
|0eu(z)] < Cr2.

As a consequence, if ¥’ € Bl and p; := x1 + (¢/,0), p2 := 22+ (¢, 0), we deduce
P2
Oect = aeu(l? + y/) - 8eu(xl + y/) < C|y/|2,
p1
which, combined with (5.8.6]), yields
P2
/ Vul < ClyP, (5.8.7)
p1

for some new C' > 0. Now, we consider the cylinder
Cr={(1—s8)x1 +sw2+ (v/,0):s€(0,1), 4 € B.},

with 7 € (0,79) and we show that
][ u < Cr. (5.8.8)
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Indeed, if v(y') := v'/|y'|, we may exploit (5.8.7) and that r < r¢ to estimate

n vl
1wy =g5s [ Futsrs), ) v dsay

ly'|
grn 1 /B’/ /p‘ |vu| SV yn) dyndey

\yl2 .C -
Tnl/// dsdy<£n1/\y]dy<C£<Cr

for some new C' > 0. Since we can take disjoint balls of radius r inside C, so that the
total volume of the balls is comparable to the volume of C,, we conclude from the above
estimate that for every r € (0,7¢) there is y, so that fBr(yr) u < Crd.

Finally let u show that this is in contradiction with the non-degeneracy estimate
. Since we can take disjoint balls of radius r inside C, so that the total vol-
ume of the balls is comparable to the volume of C,, we conclude from that for
every r € (0,79) there is y, so that fBr(yr) u < Cr3. Notice that since dyu > 0, u(-, o) in
particular solves

F(D?u(z, tg), z) > 0.

Hence by the maximum principle [50, Proposition 4.34], we have that
sup u < C U
Br(y0) Bar(yo)

for any yog and r > 0. But then for y, at scale r we have

er? < sup u< sup u(-tg) < Cr,
Qr (yr;to) Br(yr)

which leads to contradiction. O

The above result says that the free boundary can be touched at singular points with
two-sided cones of arbitrarily large opening, looking at the time slice of that singular
point. Combining this property with non-negativity of the time derivative and the fact
that the free boundary is Lipschitz in time, we can derive that the same is true also for
the projection of the singular set

pr(X) = {z € By; (x,t) € ¥ for some ¢t € (—1,1)}.
For simplicity we denote the two-sided cone centred at zy of opening 6 in direction ey with

C(xo,€9,0) == {x € R™; yle=zolP—((@—ao)-co)” < tan@}.

[(z—20)-€0]

Lemma 5.8.7. Let u € P1(K) with F independent of . Let (0,0) € X(u) and f satisfying
(5.5.2). Then there exists eg € S*~! such that for every ¥ € (0,7/2), there exists oo > 0
such that

By, Npr(X(u)) NC(zo, e0,V) =0 (5.8.9)

for all zg € By, Npr(X(u)).
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Proof. Let uy be a blow-up of u at (0,0) € X(u). Then, up to a rotation of the coordinates
system, we may assume that wug is of the form . Consequently, by Corollary
we deduce the existence of py > 0 such that v > 0 in C(xg, ey, 0) x {to}, for any other
singular point (x9,%9) € Q,,. Furthermore, since {u > 0} can be written as the graph
of a Lipschitz function 7 = 7(x) by Corollary the full free boundary in B,, x R is
actually contained in Q,,, if oo := % pg, where L is the Lipschitz constant of the function
T.

Now let z9 € By, N pr(X(u)) and assume by contradiction there exists yg € By, N
pr(X(u)) N C(xo, en, ). The discussion above yields the existence of ¢y and sg such that
(z0,0), (Y0, 50) € Qoo N E(u) (notice that by symmetry we may assume ty < sg). By
Corollary there holds u > 0 in C(xq, e, ¥) x {to}. However, by time-monotonicity, the
same is true in C(xg, e,, ) X {so} which, in particular, contains (yo, o). This contradicts
the fact that (yo, sp) is a free boundary point. O

As the cone can be taken arbitrarily close to the half-space, this implies that the
projection of the singular set is e-flat for any € > 0. The precise formulation of the result
is stated next.

Corollary 5.8.8. Let u € Pi(K) with (0,0) € X(u) and f satisfying (5.5.2). Then for
every e > 0, there exists o9 > 0 and a Lipschitz function G : R*1 — R with [G]Co,l(Rnfl) <
€ such that

By, Npr(X(u)) C By, Ngraph(G),

up to a rotation of the coordinates system.

Proof. Let us fix £ > 0 and set ¥ := arctan(1/e). Then, up to a rotation, Lemma [5.8.7]
yields the existence of gg > 0 such that

By Npr(%(w)) NC(zo, en,0) = 0,

for any other zo € By, Npr(X)(u). In particular, we deduce that for every 2’ € B, there
is at most one z,, such that (2, z,) € B,, Npr(X(u)). Now, set

S = {z’: there is x,, such that (z/,z,) € By, Npr(X)(u)},

and define G(2’) = z, on S. By the above property, G is Lipschitz continuous with
[Gleo( BY,) < € and thus, by Kirszbraun’s theorem, G may be extended to R"~! without

increasing its Lipschitz seminorm. It thus follows that B,, Npr(X) is covered by the graph
of (the extension of) G and our statement follows. O

In particular as the free boundary is Lipschitz, this implies Theorem [5.1.2

Proof of Theorem[5.1.3, Thanks to Corollary the free boundary can be written as
the graph over the time coordinate of a Lipschitz function 7 as in ([5.8.4). But as for any
€ > 0 the projection of the singular set can be locally covered by a graph of a function G
with [G]co1(ge-1y < €, see Corollary [5.8.8} the full singular set is locally covered by

YNQ, @, G, (2, G"))}.

The claim follows. O
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Once we establish that the singular set can be covered by a Lipschitz, (n — 1)-
dimensional manifold, it follows from the geometric measure theoretic results, that the
singular set cannot be too large at most times.

Proof of Corollary[5.1.3 Because the projection of the singular set is locally contained in
a Lipschitz manifold of dimension n — 1, it is in particular of Hausdorff dimension n — 1.
Moreover, since the full singular set is Lipschitz, it can be touched from above by cones.
Hence [39, Corollary 7.8] applies and yields the result. O

5.9 Appendix

Proof of Lemma[5.3.3 By scaling, we may assume r = 1. Let us fix § € (O,i) and
(w,t) € By_o5 x (=1 + 462, —%). By Remark |5.3.6] it is enough to prove

1
p C
)" < g w0.1) 4 (@)
<]€3;(m) 0 @

and recover by translation. The idea is to recursively apply Theorem on
cylinders Dy, (zk, tx) and Dg; (g, tx), where the sequences {0y }ren and {(zk, tx) bren C Q1
will be suitably chosen.

We set 0 := 6 and we choose (20,%0) € Q1 such that Dy (zo,t0) = Q}O (z,t) (that is,
ro=x and tg =t + 358). Further, we define

61 = 2(50’ T = (]_ 2 60)1‘[), t1 =1ty + 35% + 3(58

" ol

Notice that x; belongs to the segment joining xo and the origin, with |z; —xg| = d;. Now,
we firstly apply (5.3.2]) with » = 20y to obtain

1
u”)pSC( inf et 03] ) (5.9.1)
< ][Déo (wo,to) D;;) (wo,to) (@)

for some C' > 0 depending only on n, A and A. Second, we notice that there exists
To € Bs,(wo) such that Bs,o(%0) C Bs,(z0) N Bs, (1), by definition of 6; and ;. This
implies that the set Qo1 = D% (zo,to) N Dy, (w1,11) satisfies

Qo] = |Bsy ol - 05 = 27 "wndy T2

Consequently,

— 1
. . 1Dy, | P e Z
inf w<infu<|—/—— wP ) <2°p uP | .
D(?O(xo,to) Qo1 |QO,1’ Dgl (z1,t1) Dgl (z1,t1)

Combining the above inequality with (5.9.1)), it follows

1 1
(£ . ) <of(f w)+illle) 6o
D O(Cto,t()) [)51 (x17t1)

8
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for some new C' > 0 (depending only on n, A and A).

Then, we iterate this procedure. Set
o R 2 N 2 2
5k+1 = 2(5k, Th41 = (1 — Wék)l'k; tk+1 =1+ 35k+1 + 36k'

On the lines of the argument above, it is not difficult to find

p z D z 2
. w’ ) <C ) uP )+ 0|l @u) ¢
Dj, (zk:tr) Dy (2p+415tht1)

Ok

for every k € N, where C is as in (5.9.2). The iteration stops at an index k = N — 1 for
which either

N-2

1 1 —
p p j
(f o) <o!({ @) 42 gy 3 20)7 |
Dj, (z0,to) D5, (@N—1tn-1) k=0
1
P
SCN{(][ up) +2N\|fHL°°(Q1)}v
D5, (@N—1tn-1)

and D~ (zn-1,tn-1) € Q1, or

1

P
(£ w) <o w2Vl
D(;O(aﬂ(),to) D (zn_1,tN—1)

SN—1

(5.9.3)

and Diys (xn,ty) € Q1. In both cases, it is not difficult to check that 2Vdy ~ 1, in the
sense that ag < 2NVéy < by, where ag and by are two positive numerical constants (for
instance, one could easily check that in the first scenario we have ¢y —to = 503 (22% —1)).
Now, let us assume that (5.9.3) holds true with D;_N,l(xN—l’tN—l) Z @1 (the other
case can treated similarly). Then we refine the definition of 6y and (zy,tx), by setting
2 2
Opp1 = 00f,  Thypr = (1— |Tg,€|5;c)37§m thar =t +3(0ky1)” + 3(0)7,
where ¢ € (1,2], &) := dp and (xy,t,) := (x0,to). We then repeat the iteration above up
to the step N — 1. At this point, by continuity, we may choose ¢ := gg € (1, 2] such that

(0,1) € D;&_l(fj\/—ptﬁ—ﬁ CQ

and so, applying once more ([5.3.2) to the r.h.s. of (5.9.3)), it follows

1
up>p§CN+1{ inf u+ 2Vl L= (o }
<][D5 (z0,t0) DY (@ _pithy ) (@)
0 N—1

< N (u(0,1) + QNHf”LOO(Ql))-

Recalling that 2Vdy ~ 1 (that is, N ~ |logy(d)|), we immediately see that CV+1 < C5;™
for some C,m > 0 depending only on n, A and A, and the thesis follows. O
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Proof of Corollary[5.3.5, Let us fix § € (0,1/4) and cover By x (—1,—-3/4) with a finite
number of disjoint “parabolic cubes” Qs(xg,tx), k € {1,...,ks} for some ks € N, such
that

| Uk Qs (@ t)| < 1@Qul- (5.9.4)

We also consider a family of cylinders @, (z, tx), where the radius r is defined as follows:

= inf{g >0: Q(s(wk,tk) C Qg(xk,tk)}.

By construction, r = ¢,d, for some ¢,, > 0 (depending only on n). Consequently, by (5.3.3)

1
r r_C [
Qs(zr tr) |Q5| Qr (@K tk) 0 Q)

for every k € {1,...,ks}, where C, m and p depend only on n, A and A. Summing on k,
using Jensen’s inequality (p € (0, 1)) and recalling (5.9.4), we obtain

C 1 Z WA |
— 1nfu—|—||f||LooQ > — <][~ up> 2( >
5m<Q1/ v ks Z Qs (Tk;tx) ; k6|Q5| Qs (k tr)
1 1
= _1 Al \r P
= | U Qs(xk, tr,)| ”</~ up> <| |> <][ >
Uk Qs (Tk,tx) |Q1]
1 1
) ()
> uP ,
N <|Q1|5m° A
which yields (/5.3.5)).
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