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A B S T R A C T   

Human beings continuously make use of learned associations to generate predictions about future occurrences in 
the environment. Such memory-related predictive processes provide a scaffold for learning in that mental rep-
resentations of foreseeable events can be adjusted or strengthened based on a specific outcome. Learning the 
meaning of novel words through picture-word associations constitutes a prime example of associative learning 
because pictures preceding words can trigger word prediction through the pre-activation of the related mne-
monic representations. In the present electroencephalography (EEG) study, we used event-related potentials 
(ERPs) to compare neural indices of word pre-activation between a word learning condition with maximal 
prediction likelihood and a non-learning control condition with low prediction. Results revealed that prediction- 
related N400 amplitudes in response to pictures decreased over time at central electrodes as a function of word 
learning, whereas late positive component (LPC) amplitudes increased. Notably, N400 but not LPC changes were 
also predictive of word learning performance, suggesting that the N400 component constitutes a sensitive marker 
of word pre-activation during associative word learning.   

1. Introduction 

The human brain constantly generates predictions about future 
events based on past experience, learned associations or statistical reg-
ularities in the environment (Bar, 2009; Benitez and Saffran, 2018). 
Such predictive processes have been shown to play an essential role in 
learning in many domains, including perception (Emberson et al., 
2015), motor control (Flanagan et al., 2003) and feedback expectation 
(Moris et al., 2013). Furthermore, many authors highlighted the 
importance of prediction for language learning (Reuter et al., 2019) and 
language processing in general (Chang et al., 2006; Dell and Chang, 
2014; DeLong et al., 2005; Elman, 1991; Leon-Cabrera et al., 2019; 
Pickering and Garrod, 2014). One of the benefits of prediction for 
learning is that the discrepancy between an expected and an actual 
sensory input leads to a prediction error that can be used to update a 
mental model, redirect attention toward new sources of information or 

adjust future expectations (Schultz and Dickinson, 2000). Furthermore, 
a close correspondence between prediction and outcome acts as a pos-
itive feedback that strengthens prediction consistency and consolidates 
learning (Ganzach, 1994). 

Building associations between items has long been recognized as a 
fundamental principle of learning, and constitutes the basis of episodic 
memory and long-term retention (Bar, 2009; Schultz and Dickinson, 
2000). Given that during associative learning the activation of one item 
can trigger the mnemonic representation of the related element, pre-
dictive processes are inextricability linked to memory (Bar, 2009). 
Drawing on this background, learning the meaning of novel words 
through picture-word associations (Dittinger et al., 2016; Dittinger 
et al., 2017; Dobel et al., 2009) is a prime example of associative 
learning that opens up the possibility of examining the neural basis of 
predictive processes. In particular, based on previous EEG studies that 
provided empirical evidence for the suitability of the auditory N200, 
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N400 and LPC components as biomarkers of word learning (Bakker 
et al., 2015; Borovsky et al., 2010; de Diego-Balaguer et al., 2016; Dit-
tinger et al., 2016; Dittinger et al., 2017; Francois et al., 2017; Mestres- 
Misse et al., 2007; Takashima et al., 2017; Zwitserlood et al., 2018), one 
would expect that the same EEG indices are likewise sensitive to the pre- 
activation of learned words in response to pictures preceding the asso-
ciated words. This perspective is based on the assumption that if a 
specific component is involved in tracking particular aspects of auditory 
word learning (e.g., phonological categorization, lexical-semantic pro-
cessing, etc.), then memory-related pre-activation of determined fea-
tures should principally be manifested in a modulation of the same ERPs. 
Such a top-down modulation of auditory-related ERPs has been shown, 
for example, for both the imagery of syllables and musical items (Meyer 
et al., 2007). Furthermore, during word learning, these ERP components 
typically shift along an anterior-posterior topographical axis, with 
frontal manifestations at early stages of word learning and posterior 
distributions when learning is stabilized (Bakker et al., 2015; Borovsky 
et al., 2010; Dittinger et al., 2016; Dittinger et al., 2017; Elmer et al., 
2021). Importantly, since faithful predictions rely on the retrieval of 
already learned associations, one would expect that genuine predictive 
processes are most likely detectable at central and posterior scalp sites. 

From a neurolinguistics perspective, the N400 component is partic-
ularly sensitive to semantic deviance, and its amplitude increases with 
the processing costs of lexical-semantic retrieval (Borovsky et al., 2010; 
Brouwer et al., 2012; DeLong et al., 2005; Kutas and Federmeier, 2011; 
Lau et al., 2009; Lau et al., 2008; Van Berkum, 2009, 2010). Accord-
ingly, N400 amplitudes are usually larger in response to pseudowords 
than to words, to infrequent compared to frequent words, to concrete 
than to abstract words, and to nouns that do not fit into a phrasal context 
(DeLong et al., 2005). Moreover, this ERP component has also been 
associated with the storage of word representations in episodic memory 
(Rodriguez-Fornells et al., 2009; Wagner et al., 1998), the construction 
of lexical-semantic representations (Borovsky et al., 2010; Kutas and 
Federmeier, 2011) as well as with short-term and working memory 
functions (Hagoort, 2014; Kutas and Federmeier, 2011). Although the 
N200 and the LPC components have not gained the same linguistic 
attention as the N400, both metrics have been shown to be crucially 
involved in memory and learning (Bakker et al., 2015; Borovsky et al., 
2010; Dittinger et al., 2016; Dittinger et al., 2017). In fact, the LPC is 
particularly susceptible to explicit memory processes such as episodic 
memory (Rugg and Curran, 2007), word recognition (Borovsky et al., 
2012) and semantic access (Bakker et al., 2015; Hoshino and Thierry, 
2012; Juottonen et al., 1996; Rohaut et al., 2015). Otherwise, the N200 
component has been linked to early lexical selection, initial word-form 
recognition (van den Brink et al., 2001) as well as to phonological 
processes (Connolly and Phillips, 1994; Friedrich and Friederici, 2008). 

While in the past the idea that anticipatory cognitive processes play a 
fundamental role in language has been contentious (DeLong et al., 
2005), currently there is growing evidence at the electrophysiological 
level pointing to prediction-related pre-activation of lexical items at 
both the word- (Dikker and Pylkkanen, 2013; Roll et al., 2017; Soder-
strom et al., 2016) and sentence-level (DeLong et al., 2005; Leon-Cab-
rera et al., 2019; Leon-Cabrera et al., 2017). For example, Van Petten 
and colleagues (Van Petten, 2014) showed that the N400 amplitude is 
related to the strength of the associations between two words as deter-
mined from corpus-based measures of word co-occurrence, with largest 
N400 responses when the target is not predictable from the preceding 
word (i.e., weak associations or unrelated words). More recently, initial 
word fragments with fewer lexical competitors have also been shown to 
elicit a larger early pre-activation negativity (~150–350 ms) compared 
to those with more competitors (Soderstrom et al., 2016). Furthermore, 
the amplitude of this ERP component was inversely correlated with the 
number of possible competitors, suggesting a gradual word pre- 
activation effect that was modulated as a function of prediction likeli-
hood (Soderstrom et al., 2016). Notably, a similar sensitivity of ERP 
indices to linguistic predictions has also been demonstrated at the 

sentence-level, at least for the N400 component. In fact, many studies' 
findings documented that the amplitude of the N400 component was 
modulated by the degree of contextual constraint, with smaller N400 
amplitudes in response to expected compared to unexpected articles 
(DeLong et al., 2005) or nouns (DeLong et al., 2005; Leon-Cabrera et al., 
2019; Leon-Cabrera et al., 2017). Drawing on this background, experi-
ments in the auditory modality revealed that semantic integration dur-
ing speech comprehension can begin even before word identification is 
complete (Van Petten et al., 1999). Moreover, by comparing familiar 
(proverbs) and unfamiliar sentences with congruous and incongruous 
endings (2 × 2 design), Cermolacce and colleagues (Cermolacce et al., 
2014) demonstrated that the N400 effect (i.e., the difference between 
incongruous and congruous words) started about 200 ms earlier for 
proverbs where final words were strongly predictable from the sentence 
context. However, as pointed out by Pulvermuller and Grisoni (Pulver-
muller and Grisoni, 2020), one problem in these studies is that ERPs in 
response to the target are possibly contaminated by cognitive processes 
other than prediction, such as attention, arousal or lexical-semantic 
integration. Accordingly, to properly track the neural basis of predic-
tive linguistic processes, it is reasonable to examine brain activity before 
the target stimulus is presented. Hence, rather than analyzing ERPs to 
the target stimulus, we compared ERPs between pictures that enabled or 
did not enable to predict the upcoming words. 

In this EEG study, we examined evidence for the neural coding of 
word pre-activation while participants learned the meaning of novel 
auditorily presented words through the repeated presentation of picture- 
word associations (learning condition). In this context, we deliberately 
used real existing Thai words to simulate foreign language learning, and 
the same stimuli have already been adopted in previous experiments of 
our group to assess the influence of musical expertise on phonetic-based 
word learning (Dittinger et al., 2016; Dittinger et al., 2017; Dittinger 
et al., 2019). Importantly, the task also included a control condition 
(non-learning condition) consisting of words that were randomly asso-
ciated with different pictures so that participants could not make 
consistent or accurate predictions of the forthcoming words. With this 
purpose in mind, we analyzed mean ERP amplitudes during the learning 
process in responses to pictures preceding words in time windows cor-
responding to the visual N200, N400 and LPC components. Specifically, 
to control for stimulus-specific differences between the learning and the 
non-learning conditions, for each participant we computed difference 
waves (DW) by subtracting the ERPs of the first block from those of the 
second block, and compared EEG metrics between the two conditions. 
Given that only in the learning condition accurate predictions can 
develop over time, any electrophysiological difference (amplitude or 
topographic distribution) between the two conditions is taken to reflect 
condition-specific processes that are reducible, among other functions, 
to prediction-related pre-activation effects. However, this requirement 
alone is not necessarily sufficient to validate EEG metrics of word pre- 
activation. Hence, we used a more conservative criterion, and postu-
lated that if specific EEG metrics are indeed sensitive indices of memory- 
based predictions, then ERP changes should also correlate with word 
learning performance. Based on previous EEG studies on language- 
related predictions, we expected that word pre-activation effects 
should be reflected by reduced N400 (DeLong et al., 2005; Leon-Cabrera 
et al., 2019; Leon-Cabrera et al., 2017) and increased LPC amplitudes 
(Freunberger and Roehm, 2016; Van Petten and Luka, 2012) across the 
two blocks of the learning condition. Otherwise, since the intrinsic 
meaning of the N200 component during word pre-activation has not yet 
been comprehensively addressed, for this ERP we did not have a clear a 
priori hypothesis, and hence we followed a rather explorative approach. 

2. Materials & methods 

The experimental design of this study was the same as the one we 
previously used for evaluating auditory ERPs during word learning 
through picture-word associations (Elmer et al., 2021). However, the 
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main difference between the two studies is that in the previous work we 
evaluated ERPs in response to words during learning, whereas in the 
current study we analyzed electrophysiological responses to pictures 
preceding words to track neural indices of word pre-activation. Since in 
both studies we used the same materials and methods, some paragraphs 
and sentences were literally reiterated from the description of the pre-
vious study. 

2.1. Participants 

Forty participants in the age range of 20–40 years (mean age =
25.46 years, SD = 4.9) and without neurological or psychological defi-
cits were recruited for the study. Due to extensive EEG artifacts, one 
participant had to be excluded from data analyses. All participants were 
consistently right-handed (Annett, 1970), native German speakers and 
none of them grew up as a bilingual. However, since the participants 
were tested in Switzerland, which is a multilingual country, they spoke 
more than one language fluently. Furthermore, playing a musical in-
strument was not an exclusion criterion for the study. The participants 
were paid for participation and gave informed written consent in 
accordance with the procedures of the local ethics committee and the 
declaration of Helsinki. 

2.2. Cognitive capability and pure tone audiometry 

General intelligence was screened to ensure that all participants had 
an IQ in the average range, and was estimated using a standardized form 
of the KAI test [Kurztest für Allgemeine Basisgrössen der Informationsver-
arbeitung, (Lehrl et al., 1992)]. This procedure consisted of reading aloud 
meaningless sequences of 20 letters as quickly as possible, and of 
repeating auditory-presented letters and digits increasing in length (up 
to nine items). The KAI test has been shown to correlate about r = 0.7 
with global IQ in healthy adults (Lehrl et al., 1992). All participants also 
underwent pure-tone audiometry (MAICO Diagnostic GmBh, Berlin) in 
the frequency range of 250–8000 Hz (MAICO Diagnostic GmBh, Berlin). 
According to this procedure, all participants demonstrated an unre-
markable audiological status in that the tested frequencies could be 
heard below a threshold of 30 dB. 

2.3. Auditory stimuli 

The Thai syllables that served as words in the associative word 
learning task were taken from a corpus of twelve units (/ba0/, /ba:0/, 
ba:1, /ba1/, /pa0/, /pa:0/, /pa:1/, /pa1/, /pha0/, /pha1/, /pha:0/ and 
/pha:1/) previously created by Dittinger and colleagues (Dittinger et al., 
2016). In order to reproduce natural speech variability, four versions of 
each syllable were recorded by a native female Thai speaker. Sound 
pressure level was normalized across all items to a mean level of 70 dB 
using the Praat software (http://www.fon.hum.uva.nl/praat/). 

The auditory stimuli consisted of natural Thai monosyllabic words 
with short (/ba1/, /pa1/ and /pha1/; 261 ms on average) and long 
vowel duration (/ba:1/, /pa:1/, /pha:1/, /ba:0/, /pa:0/ and /pha:0/; 
531 ms on average), with low-tone (/ba1/, /pa1/, /pha1/, /ba:1/,/pa:1/ 
and /pha:1/; F0 = 175 Hz on average) and mid-tone vowels (/ba:0/, 
/pa:0/ and /pha:0/; F0 = 218 Hz on average) as well as with vowels 
varying in voicing (/ba1/, /ba:1/ and /ba:0/, Voice Onset Time (VOT) 
= − 144 ms versus /pa1/, /pa:1/ and /pa:0/, VOT = 3 ms) and in 
aspiration contrasts (/pa1/, /pa:1/ and /pa:0/, VOT = 3 ms versus 
/pha1/, /pha:1/ and /pha:0/, VOT = 77 ms). 

Based on pilot experiments, this corpus of twelve words was reduced 
to ten to optimize the word learning curve. Furthermore, since aspirated 
syllables are part of the German phonological repertoire and are easy to 
distinguish for native German speakers, only two out of four of these 
stimuli were presented to each participant. However, to guarantee a 
certain degree of variability, we assigned the four aspirated words to two 
different pools of stimuli that consisted of the same eight words without 

aspiration but differed in two aspirated items, namely /Pha1/ and 
/Pha0/ vs. /Pha:1/ and /Pha:0/. These two pools of ten stimuli were 
pseudo-randomly counterbalanced across participants. Furthermore, to 
exclude the influence of stimulus material on word learning, the words 
used in the learning and non-learning conditions were counterbalanced 
across participants. In particular, the words that in one version were 
consistently associated with the same pictures, in the other version were 
presented with inconsistent ones across participants. Accordingly, for 
each of the two pools of stimuli we created two different versions (pool 1 
version 1: /ba1/, /ba:0/, /pa1/, /pa:0/, /pha:1/; pool 1 version 2: /ba:1/ 
, /ba0/, /pa:1/, /pa0/, /pha:0/; pool 2 version 1: /ba1/, /ba:0/, /pa1/, 
/pa:0, /pha0/; pool 2 version 2: /ba:1/, /ba0/, /pa:1/, /pa0/, /pha1/). 

2.4. Visual stimuli 

In the present work, we focused on word pre-activation effects, and 
analyzed visual ERPs in response to the pictures preceding the words. 
With this purpose in mind, for each of the twelve words used in the word 
learning experiment, we selected ten similar variations of black and 
white pictures (e.g., ten pictures of dogs). These pictures represented 
concrete living and non-living objects with a high prototypicality for the 
following semantic categories: fruits (apple), animals (dog), weapons 
(pistol), office supplies (pencil), body parts (arm), clothes (trousers), 
vehicles (car), tools (hammer), buildings (house), kitchen equipment 
(fork), musical instruments (tambourine) and furniture (table). These 
different pictures were chosen from the web based on previous studies 
that evaluated objects' prototypicality of different semantic categories 
(Barbarotto et al., 2002; Maess et al., 2002). All black-and-white pic-
tures were matched in size (pixel width = 600; pixel height = 750) and 
presented in the middle of a computer screen. 

As mentioned above, the words used in the learning and non- 
learning conditions were counterbalanced across participants to 
exclude the influence of auditory stimulus material on word learning. In 
contrast, as a side effect of this experimental procedure that was origi-
nally planned for evaluating auditory ERPs in response to words, the 
pictures were not counterbalanced across conditions. In particular, the 
words of the learning condition were consistently associated with pic-
tures of the semantic categories of fruits (apple), weapons (pistol), body 
parts (arm), vehicles (car) and kitchen equipment (fork; aspirated item 
of pool 1) or furniture (table; aspirated item of pool 2). Otherwise, the 
words of the non-learning conditions were always presented with pic-
tures of the semantic categories of animals (dog), office supplies (pen-
cil), clothes (trousers), tools (hammer), and musical instruments 
(tambourine; aspirated item of pool 1) or buildings (house; aspirated 
item of pool 2). Even though the pictures used in the learning and non- 
learning conditions were different, according to the Leipzig corpora 
(shorturl.at/szNW4) they had similar word frequency (mean German 
word frequency of the pictures: learning condition = 10.66; non- 
learning condition = 11). 

2.5. Experimental procedure 

During the experimental session, the participants were seated within 
a Faraday cage in a comfortable chair at about one meter from a com-
puter screen. Auditory stimuli were presented through HiFi headphones 
(HD590, Sennheiser Electronic GmbH, Wedemark, Germany) at about 
70-dB sound pressure level. Visual and auditory stimuli presentation as 
well as the collection of behavioral responses was controlled by the 
Presentation software (Version 11.0, Neurobehavioral Systems, Berke-
ley CA). 

2.6. Word learning task 

The word learning task consisted of two successive blocks of 4.15 
min each, and the participants were explicitly instructed to learn the 
meaning of the novel words based on picture-word associations (Fig. 1). 
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In each block, half of the words of each pool (five) were consistently 
associated (learning condition) with variations of the same pictures (e. 
g., different pictures of a fork), whereas the other half was randomly 
coupled with different visual items (non-learning condition). Partici-
pants were not informed about the presence of a non-learning condition. 

During the task, participants were exposed to one of the ten pictures 
that were presented for 2000 ms and followed, 750 ms after picture 
presentation onset (SOA), by one of the words (trial duration = 2500 
ms). Each of the two blocks consisted of 100 trials, and every single word 
of the learning (5 words) and non-learning (5 words) condition was 
presented 10 times in association with 10 variations of the same pictures 
(learning condition) or two variations of each of the five inconsistent 
pictures (non-learning condition). 

Immediately after the learning phase, performance was tested using 
a forced-choice (FC) task. In the FC task, four pictures, namely two of the 
learning and two of the non-learning condition, were simultaneously 
presented side by side on the screen for 6500 ms (trial duration). Words 
were presented 750 ms after the onset of the pictures, and the partici-
pants had to select the picture that matched the meaning of the learned 
word by pressing a corresponding response button. Furthermore, the 
participants were instructed to press an additional response key if they 
thought that they had not learned the meaning of the presented word. 
This additional response key served as correct response for the words of 
the non-learning condition. The test phase consisted of 30 trials, each of 
the 5 words of the learning and non-learning condition was presented 3 
times, and each picture (including its variations) was presented 12 
times. The test phase had a duration of 3.25 min. 

2.7. EEG data acquisition and pre-processing 

The EEG was recorded during the word learning task but not during 
the FC task at a sampling rate of 1000 Hz with a high-pass filter of 0.1 Hz 
using an EEG amplifier (Brainproducts, Munich, Germany). Thirty-two 
active Ag/Cl electrodes were located at standard positions according 
to the international 10/20 system, the reference electrode was placed on 
the tip of the nose, and electrode impedance was kept below 10 kΩ. The 
EEG data were pre-processed using the Brain Vision Analyzer software 
(Version 2.1.0; Brain Products, GmbH). In particular, the data were re- 
referenced offline to the averaged left and right mastoids, and filtered 
with a bandpass filter of 0.1–30 Hz (slope of 48 dB/oct) and a Notch 
filter of 50 Hz. Furthermore, an independent component analysis (ICA) 
was used to identify and correct vertical and horizontal ocular move-
ments, and the remaining artifacts were automatically removed ac-
cording to a maximum-minimum criterion of 100 μV. 

For each participant, condition and block, single epochs time-locked 
to the onset of the pictures were extracted in the time window from 
− 200 to 750 ms, averaged and baseline-corrected. Furthermore, to 
isolate neural indices of word pre-activation while controlling for the 
different visual stimuli used in the two conditions, for each participant 
and condition (learning and non-learning) we computed DWs by 

subtracting the ERPs of the first block from the EEG traces of the second 
block. Accordingly, the comparison of the DWs between the two con-
ditions precludes that any observed differences between the learning 
and non-learning conditions can be due to item specific differences or 
differences in semantic category. Individual averages and DWs were 
then used to compute grand averages for the whole sample of 
participants. 

2.8. EEG analyses 

Given that prediction can only develop in the course of the learning 
condition, and in order to correct for the different pictures used in the 
learning and non-learning conditions, we examined neural markers of 
word pre-activation by comparing the DWs (block 2 minus block 1) 
between the two conditions. In this context, we focused on times win-
dows overlapping with the N200 (200–350 ms), N400 (350–550 ms) and 
LPC (550–750 ms) components, and for each participant and condition 
we extracted mean DW amplitudes in three regions of interest (ROI) 
located at anterior (average of F3, Fz, F4), central (average of C3, Cz, C4) 
and posterior (average of P3, Pz, P4) scalp sites. The time windows used 
for analyses were selected according to the grand average waveforms 
(Fig. 2), whereas the ROIs were chosen based on the topographic maps 
(Fig. 3) as well as on previous literature on word learning showing 
learning-related effects along the anterior-posterior topographical axis 
(Dittinger et al., 2016; Elmer et al., 2021). 

2.9. Statistical analyses 

All analyses were performed using parametric statistics implemented 
in the IBM SPSS Statistics 22 software package (SPSS, an IBM company, 
Armonk, New York, USA). The percentages of correct responses to words 
of the learning and non-learning conditions as well as RTs were evalu-
ated using t-tests for dependent samples. Otherwise, mean DW ampli-
tudes of the visual evoked N200, N400 and LPC components were 
examined using separate ANOVAs (repeated measurements) with the 
within-subject factors of condition (learning vs. non-learning) and ROI 
(anterior vs. central vs. posterior). Significant main effects and in-
teractions were further inspected using post-hoc t-tests or ANOVAs 
(Bonferroni-corrected for multiple comparisons). Finally, correlative 
analyses (Pearson's r, two-tailed) were used to carve out relationships 
between neural indices of word pre-activation and word learning 
performance. 

3. Results 

3.1. Behavioral data 

The behavioral data of the FC task (percentage of correct responses 
and RTs to words of the learning and non-learning conditions) were 
analyzed using t-tests for dependent samples. The analysis of the per-
centage of correct responses revealed that the participants made more 
correct responses (t(38) = 5.371, p < .001, Cohen's d = 0.86) and 
demonstrated shorter RTs (t(38) = − 5.679, p < .001, Cohen's d = 0.909) 
in response to the words of the learning compared to those of the non- 
learning condition (Fig. 4). Furthermore, both the percentage of cor-
rect responses of the learning (t(38) = 13.315, p < .001) and non-learning 
(t(38) = 2.961, p = .005) conditions were above chance level (20 %). 
Accordingly, based on the consistent mapping procedure used in the 
learning condition, the participants were able to learn the new words, 
but they were also aware that the meaning of some words could not be 
acquired. Nonetheless, the better performance in the learning compared 
to the non-learning condition could possibly also have been influenced 
by the fact that the participants were not informed about the presence of 
a non-learning control condition, or even by a bias of the participants to 
believe that a word has to correspond to a picture. 

Fig. 1. Experimental design of the word learning task including trials of the 
learning (green) and non-learning (red) conditions. In the learning condition 
pictures of the same category (e.g., cars or hammers) were consistently asso-
ciated with the same words, whereas in the non-learning condition pictures and 
words were inconsistently associated, and learning was not possible. (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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3.2. Electrophysiological data and brain-behavior relationships 

N200 time window. 
Mean N200 DW amplitudes were compared between the two 

conditions and the three ROIs using a 2 × 3 ANOVA. This procedure 
yielded a main effect of condition (F(1, 38) = 5.406, p = .026; partial eta2 

= 0.125) that was associated with a larger, but topographic unspecific, 
reduction of N200 amplitudes from block 1 to block 2 in the non- 

Fig. 2. The grand-averages at anterior, central and 
posterior regions-of-interest (ROI) are shown sepa-
rately for the learning (left side) and non-learning 
(right side) conditions. The solid green and red lines 
depict the event-related potentials (ERPs) of the first 
block, whereas the dashed colored lines refer to the 
ERPs of the second block. In both conditions, the 
black lines correspond to the difference wave (DW) 
between the two blocks (2nd - 1st block). For illus-
trative purposes, the DWs have been filtered using a 
low-pass filter of 12 Hz. The y-axis depicts amplitudes 
in μV, whereas the x-axis reflects time in ms. Nega-
tivity is plotted down. (For interpretation of the ref-
erences to color in this figure legend, the reader is 
referred to the web version of this article.)   

Fig. 3. The current source density maps are shown for each condition (green box = learning condition, red box = non-learning condition), the first block (first row), 
the second block (second row) and the DWs (third row). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 
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learning compared to the learning condition (Figs. 2 and 5). Otherwise, 
the main effect of ROI (F(1.162, 44.173) = 3.505, p = .062; partial eta2 =

0.084) as well as the condition x ROI interaction (F(1.272, 48.345) = 1.051, 
p = .328; partial eta2 = 0.027) failed to reach significance. Since the 
stronger neural change in the non-learning condition was unlikely to 
reflect word pre-activation effects, we refrained from computing addi-
tional correlative analyses. 

3.3. N400 time window 

The 2 × 3 ANOVA (2 conditions and 3 ROIs) yielded a quadratic 
condition x ROI interaction (F(1, 38) = 5.206, p = .028; partial eta2 =

0.12), whereas the main effects of condition (F(1, 38) = 0.866, p = .358; 
partial eta2 = 0.022) and ROI (F(1.153, 43.804) = 3.114, p = .079; partial 
eta2 = 0.076) did not reach significance. Separate univariate ANOVAs 
for the two conditions revealed that the quadratic interaction originated 
from the learning condition (F(1, 38) = 23.351, p < .001, see Fig. 5), and 
additional t-tests for dependent samples (Bonferroni-corrected p value 
for 3 comparisons = .016) showed that in the learning condition there 
was a larger N400 reduction from block 1 to block 2 at the central 
compared to the anterior ROI (t(38) = − 2.802, p = .008). Since mean 
N400 amplitudes did not differ between the two conditions (Bonferroni- 
corrected p value for 3 comparisons = .016; anterior: t(38) = − 1.783, p 
= .083, Cohen's d = 0.348; central: t(38) = − 0.369, p = .714, Cohen's d =
0.074; posterior: t(38) = − 0.338, p = .737, Cohen's d = 0.067), the re-
sults highlight distinct topographies that were not accompanied by 
differences in magnitude. 

Based on these condition-specific results with a clear topographic 
sharpness, we performed additional correlative analyses and predicted a 
positive relationship between mean N400 DW amplitudes at the central 
ROI and word learning performance. This analysis revealed a positive 
correlation between mean N400 DW amplitudes at the central ROI and 
the percentage of correct responses to words of the learning condition (r 
= 0.355, p = .027, Fig. 6). In particular, a larger reduction of N400 
amplitudes from the first to the second block was associated with better 
word learning performance. Finally, as an additional control and to 

provide further evidence for the specificity of the brain-behavior rela-
tionship we found in the learning condition, we also correlated the same 
behavioral index with mean N400 DW amplitudes at the central ROI of 
the non-learning condition. However, this correlation did not reach 

Fig. 4. Single-subject data and violin plots with density distribution and mean. 
The percentage of correct responses (a) and reaction times (b) are shown for the 
words of the learning (L, green) and the non-learning (NL, red) conditions. The 
dashed line in panel (a) depicts chance level (20 %). *** = p < .001. (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 5. Single-subject data and violin plots with density distribution and mean. 
Mean difference wave (DW) amplitudes are shown separately for the N200 (first 
row), N400 (second row) and LPC (third row) time windows, the two conditions 
(learning = green, non-learning = red) and the three regions-of-interest (A =
anterior, C = central, P = posterior). * = p < .05. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web 
version of this article.) 

Fig. 6. Significant correlation (two-tailed) between mean N400 difference 
wave (DW) amplitudes at central electrodes and the percentage of correct re-
sponses to words of the learning condition. 
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significance (r = 0.088, p = .594). 

3.4. LPC time window 

The analysis of mean LPC DW amplitudes by means of a 2 × 3 
ANOVA (2 conditions and 3 ROIs) yielded a quadratic condition x ROI 
interaction (F(1, 38) = 4.867, p = .033; partial eta2 = 0.114). In contrast, 
the main effects of condition (F(1, 38) = 0.499, p = .484; partial eta2 =

0.013) and ROI (F(1.151, 43.730) = 1.262, p = .274; partial eta2 = 0.032) 
did not reach significance. Separate univariate ANOVAs for the two 
conditions showed that the quadratic interaction originated from the 
learning condition (F(1, 38) = 17.711, p < .001). Post-hoc t-tests for 
dependent samples (Bonferroni-corrected p value for 3 comparisons =
.016) revealed that in the learning condition the LPC increased more 
strongly from block 1 to block 2 at the central compared to the anterior 
ROI (t(38) = − 2.588, p = .014). Otherwise, we did not reveal LPC 
magnitude differences between the learning and non-learning condi-
tions (Bonferroni-corrected p value for 3 comparisons = .016; anterior: 
t(38) = − 1.411, p = .166, Cohen's d = 0.284; central: t(38) = − 0.058, p =
.954, Cohen's d = 0.011; posterior: t(38) = − 0.356, p = .724, Cohen's d =
0.071). Based on the condition-specific results, we additionally corre-
lated mean LPC DW amplitudes at the central ROI with word learning 
performance. However, the correlation did not reach significance (r =
0.247, p = .13). Also in the non-learning condition the same correlation 
failed to reach significance (r = 0.17, p = .302). 

4. Discussion 

4.1. General discussion 

In the present EEG study, we thought to isolate neural indices of 
novel word pre-activation by comparing ERPs to pictures that preceded 
words between a learning condition with high prediction likelihood and 
a non-learning control condition with low prediction. Thereby, we 
focused on the N200, N400 and LPC components which have previously 
been shown to be sensitive to word learning (Bakker et al., 2015; Bor-
ovsky et al., 2010; Dittinger et al., 2016; Dittinger et al., 2019). To 
control for stimulus-specific differences between the two conditions, we 
computed DWs across the two blocks of the learning and non-learning 
conditions. This procedure is particularly fruitful in that the resulting 
DWs contain condition-specific information, including changes in word 

pre-activation and possibly changes in other cognitive functions, like 
attention and cognitive load. Furthermore, we used different pictures of 
the same concept to avoid strong perceptual priming effects (Friedman 
and Cycowicz, 2006). 

The comparison of the DWs between the learning and non-learning 
conditions revealed ERP effects that fulfilled the requirements for 
word pre-activation, especially in the time window corresponding to the 
N400 component. In fact, in the learning condition the N400 component 
most markedly decreased from block 1 to block 2 at central compared to 
anterior electrodes, whereas in the non-learning condition we generally 
observed widespread effects in the N200, N400 and LPC time windows 
without any topographical specificity along the anterior-posterior axis. 
Remarkably, the dynamic N400 changes we revealed as a function of 
word learning were also predictive of word learning performance. 

4.2. N200 time window 

The evaluation of the DWs corresponding to the N200 time window 
yielded a topographically-unspecific effect that emerged from larger 
N200 amplitude reductions from block 1 to block 2 in the non-learning 
compared to the learning condition. Furthermore, from Fig. 7, one can 
see that when both block 1 and block 2 are divided in two sub-blocks, 
N200 amplitudes decreased from the first to the second half of block 1 
as well as from the first to the second half of block 2. Given that genuine 
predictions can only develop in the learning condition, it is unlikely that 
the N200 effect we revealed in the non-learning condition reflected 
word pre-activation. Hence, we might speculate that the more pro-
nounced N200 changes we revealed in the non-learning condition 
originated from cognitive processes other than prediction. Drawing on 
this background, the N200 results are interpreted as suggesting that the 
non-learning condition placed differential demands on attentional, 
short-term memory or working memory resources compared to the 
learning condition. Such an interpretation is strengthened, for example, 
by previous findings showing that N200 amplitudes are sensitive to 
attentional control, and increase in parallel with attentional load (Beh-
zadnia et al., 2018; Ruz and Nobre, 2008). Furthermore, the 
topographically-unspecific N200 modulation we revealed across the 
blocks of the non-learning condition could also reflect a reduced selec-
tion negativity (SN) effect, which has previously been reported for 
attended compared to non-attended objects (Molholm et al., 2007; 
Talsma et al., 2007). Accordingly, the reduced N200 amplitudes we 

Fig. 7. The grand-averages at anterior, central and 
posterior regions-of-interest (ROIs) are shown sepa-
rately for the learning (left side) and the non-learning 
(right side) conditions as well as for the first half of 
block 1 (black), the second half of block 1 (red), the 
first half of block 2 (blue), and the second half of 
block 2 (green). The y-axis depicts amplitudes in μV, 
whereas the x-axis reflects time in ms. Negativity is 
plotted down. (For interpretation of the references to 
color in this figure legend, the reader is referred to the 
web version of this article.)   
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noticed in the second compared to the first block of the non-learning 
condition could principally indicate that in the course of the experi-
ment the participants recognized that they did not learn the associations 
between pictures and words, and hence focused less attention on the 
pictures that were not consistently associated with the same words. A 
second interpretation is that the reduction of the N200 component in 
block 2 compared to block 1 of the non-learning condition was related to 
a lower recruitment of short-term or working memory resources, 
possibly because controlled search of picture-related words was not 
possible, and therefore diminished over time. Such a perspective would 
also be in line with previous studies that reported a parametric modu-
lation of N200 amplitudes as a function of memory load (Missonnier 
et al., 2003; Morgan et al., 2010). 

4.3. N400 time window 

Nowadays, it is generally acknowledged that N400 amplitudes are 
inversely related to the expectancy of a given word (DeLong et al., 2005; 
Leon-Cabrera et al., 2019; Leon-Cabrera et al., 2017) as well as to the 
ease of accessing information from lexical-semantic (Kutas and Feder-
meier, 2011) and episodic memory (Rodriguez-Fornells et al., 2009; 
Wagner et al., 1998). Currently, there is also compelling evidence that 
semantic memory-related N400 manifestations are usually particularly 
pronounced at central and posterior electrodes (Kutas and Federmeier, 
2011), and that during word learning this ERP component demonstrates 
a spatial displacement along the anterior-posterior topographical axis 
(Bakker-Marshall et al., 2018; Borovsky et al., 2012; Dittinger et al., 
2016; Dittinger et al., 2017; Dittinger et al., 2019; Elmer et al., 2021). In 
line with these previous studies on word learning, we revealed the 
largest N400 changes across the two blocks of the learning condition at 
central compared to anterior electrodes, whereas in the non-learning 
condition N400 modulations were spatially widespread without any 
topographical sharpness (Fig. 5). Since the N400 changes in the non- 
learning condition were topographically and temporally unspecific 
and prediction was not possible, the diffuse effects were possibly related 
to reduced top-down control of mnemonic processes or attention-related 
modulations (Kiefer, 2008). 

Although the widespread N400 reduction across the two blocks of 
the non-learning condition was somewhat unexpected, we may specu-
late that this effect was mediated by a reduced allocation of attentional 
resources to the pictures that could not be associated with a specific 
word over time. Such an interpretation can be deduced from previous 
studies showing an inverse relationship between N400 amplitudes and 
attentional engagement (Deacon and Shelley-Tremblay, 2000; Holcomb, 
1988; Okita and Jibu, 1998), and would also make sense in light of the 
finding that attention during semantic encoding facilitates the binding 
of events to the context in which they occurred (Cowan, 1995; Okita and 
Jibu, 1998; Otten, 1996). Since in the non-learning condition the 
binding between pictures and words was not possible, the participants 
possibly focused less attention on the figural representations, resulting 
in a general depression of the N400 component along the entire anterior- 
posterior topographical axis. A second interpretation is that the reduced 
N400 amplitudes in the non-learning condition might have been driven 
by less controlled stimulus processing. In this context, it is conceivable 
that in the non-learning condition the participants were aware that 
picture-word associations could not be learned, and hence they reduced 
the memory encoding effort. Furthermore, as a third interpretation, we 
cannot exclude the possibility that the N400 effect we observed in the 
non-learning condition was related to a differential encoding or retrieval 
of the pictures. In particular, since in the non-learning condition the 
pictures were not consistently associated with specific words, the figural 
objects of the non-learning condition were possibly more difficult to 
process because they were associated with less information compared to 
those of the learning condition, and hence they were differently encoded 
over the time course of the experiment. Such a perspective would be in 
line with previous studies focusing on semantic congruency effects, and 

showing that information which is congruent with prior knowledge or 
existing schemes is often processed more efficiently and remembered 
better than incongruent information (Bein et al., 2015; Packard et al., 
2017; Staresina et al., 2009; van Kesteren et al., 2014). Anyhow, further 
studies using constant and variable picture-word mapping procedures 
are needed to better understand the exact meaning of the widespread 
N400 effect we revealed over time in the non-learning condition. 

The N400 changes we revealed at central electrodes in the learning 
condition (Figs. 3 and 5) are in line with previous literature on word 
learning in adults (Borovsky et al., 2012; Mestres-Misse et al., 2007) and 
children (Friedrich and Friederici, 2008). However, as expected, the 
N400 modulation across the two blocks of the learning condition was in 
the opposite direction than the one classically reported in previous 
studies on word learning which evaluated the ERPs in response to 
auditory words. In fact, in the learning condition we revealed a reduc-
tion of N400 amplitudes from block 1 to block 2, whereas in classical 
word learning tasks N400 amplitudes typically increase across the 
blocks (Dittinger et al., 2016; Dittinger et al., 2017; Dittinger et al., 
2019). In one of the first word learning EEG studies, McLaughlin and 
colleagues (McLaughlin et al., 2004) revealed a rapid increase in N400 
amplitudes while the participants learned novel words in a second lan-
guage. Similar EEG patterns were also observed when participants 
learned the meaning of rare words (Perfetti et al., 2005) or even novel 
words or pseudowords in the context of highly constrained sentences 
(Batterink and Neville, 2011; Borovsky et al., 2012; Borovsky et al., 
2010; Mestres-Misse et al., 2007). However, there are fundamental 
differences between these previous word learning experiments and our 
word pre-activation paradigm. In fact, unlike previous studies on asso-
ciative word learning that examined ERPs in response to words, in the 
present work we evaluated brain responses to pictures. Hence, increased 
N400 responses in response to words might reflect the cognitive de-
mands placed on memory encoding, on the storage of information and 
on the building up of lexical-semantic representations (Borovsky et al., 
2010; Kutas and Federmeier, 2011). In contrast, smaller N400 ampli-
tudes while processing pictures might mirror reduced processing costs 
associated with lexical-semantic (Borovsky et al., 2010; DeLong et al., 
2005; Kutas and Federmeier, 2011) or episodic memory retrieval as a 
function of associative learning (Rodriguez-Fornells et al., 2009; Wagner 
et al., 1998). Finally, it is noteworthy to mention that in the first block of 
the word learning task, the participants had to acquire the meaning of 
only five words, and each of them was repeated ten times. Thus, it is 
possible that N400 amplitudes first increased across trials in block 1 
until the meaning was stabilized into semantic networks. However, since 
the same five words were presented again in block 2, word meaning was 
possibly overlearned and N400 amplitude started to decrease, as typi-
cally found when words are repeated (Besson et al., 1992; Rugg, 1985). 
Such a perspective would be compatible with the ERPs of the learning 
condition (Fig. 7) obtained by arbitrarily dividing each block into two 
sub-blocks. In fact, N400 amplitudes tended to increase from the first to 
the second part of block 1, whereas in block 2 the same neural indices 
decreased over time. In contrast, in the non-learning condition N400 
amplitudes steadily decreased from the first part of block 1 to the second 
part of block 2. 

The reduction of the N400 component from block 1 to block 2 of the 
learning condition at central electrodes is in line with previous studies 
indicating that smaller amplitudes of this ERP component index repe-
tition effects (Besson et al., 1992; Rugg, 1985), mnemonic facilitation 
(Kutas and Federmeier, 2011; Wagner et al., 1998) as well as linguistic 
predictions (DeLong et al., 2005; Lau et al., 2013; Mantegna et al., 
2019). The latter perspective is further corroborated by the correlation 
analyses showing that the degree of N400 modulation was related to 
participants' word learning performance. This relationship is particu-
larly noteworthy, and emphasizes that the N400 component is sensitive 
enough to measure the pre-activation or retrieval of phonological word 
forms corresponding to the pictures. Nevertheless, our data are not 
conclusive on which kind of representations are pre-activated. In fact, 
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based on linguistic frameworks of language production stages (Dell and 
O'Seaghdha, 1992; Levelt et al., 1991), pre-activation is thought to be 
related to lexical word access, where semantic features of the pictures 
activate lemmas or abstract lexical word forms. However, novel words 
can also be retrieved based on phonological information alone without 
the need to recruit lexical-semantic knowledge. In this context, it is 
important to mention that the advantage of the present word-learning 
paradigm is that we used different but conceptually related pictures 
which were constantly mapped onto the same novel words. Such a 
variable picture-word mapping procedure might facilitate the encoding 
of novel words at the lexical-semantic level, whereas constant mapping 
tasks can be solved using episodic or associative memory functions 
without the need to access lexical-semantic knowledge. Based on this 
reasoning, the reduced N400 amplitudes we observed in the second 
compared to the first block of the learning condition might reflect, to a 
certain degree, a more efficient access to the novel words from lexical- 
semantic memory. Anyhow, further studies using constant and vari-
able picture-word mapping procedures are needed to better understand 
what type of representations are accessed during short-term word 
learning. 

Finally, it is important to note that the N400 effects we revealed 
demonstrated a more anterior topographical distribution than the one 
classically observed in semantic language processing tasks (Kutas and 
Federmeier, 2011). Nevertheless, such a topographical distribution is in 
line with previous EEG studies showing that when novel words which 
have been learned from a sentence context are used as primes of real 
existing words, semantic priming effects are reflected by a fronto-central 
N400 distribution (Elgort et al., 2015; Mestres-Misse et al., 2007). 
Similar fronto-central N400 effects (FN400) have also been associated 
with conceptual priming in both memory and familiarity-based recog-
nition paradigms (Besson et al., 1992; Friedman, 1990; Paller and Kutas, 
1992; Rugg, 1990; Rugg and Curran, 2007). Furthermore, Voss and 
Federmeier (Voss and Federmeier, 2011) revealed comparable FN400 
distributions in a semantic priming condition and a familiarity-based 
recognition task, possibly indicating that the N400 components re-
ported in the language (semantic priming) and in the memory literature 
(old/new effect) might reflect implicit conceptual priming effects that 
occur when two related words are presented close in time or a particular 
word is repeated after a certain delay. 

4.4. LPC time window 

Interestingly, the LPC results as well as the topographies of the DWs 
were remarkably similar to those of the N400 component. In fact, even 
though LPC amplitudes increased instead of decreasing across blocks, 
the most pronounced changes were limited to central electrodes. 
Increased positive ERP deflections have often been reported in the 
memory literature in the time range of 300–800 ms, with early effects 
(300–500 ms) usually attributed to familiarity-based recognition and 
later ones (400–800 ms) associated with memory recollection and 
remembering in general (Duzel et al., 1997; Wilding and Rugg, 1996). 
More recently, LPC amplitudes have also been shown to be related to 
working memory load (Gevins and Smith, 2000; Lefebvre et al., 2005). 
Furthermore, although the functional role of the LPC in predictive 
processes is not yet well understood, there is still evidence for associa-
tions between the LPC and predictive coding in different domains, 
including feedback expectations (Moris et al., 2013) and language pro-
cessing (Freunberger and Roehm, 2016; Van Petten and Luka, 2012). 

The topographic similarity between N400 and LPC responses in both 
the learning and non-learning conditions might lead to the conclusion 
that these ERPs reflected a common process, like for example, word 
repetition (Besson et al., 1992). Otherwise, it is also conceivable that the 
LPC was just a continuation of the N400 effect. Nevertheless, unlike the 
N400, the LPC changes we revealed across the two blocks of the learning 
condition were not predictive of word learning performance. Hence, we 
speculate that the increased LPC amplitudes we observed as a function of 

word learning at central electrodes reflected domain-general cognitive 
functions, like verbal memory or memory load (Gevins and Smith, 2000; 
Lefebvre et al., 2005), which are necessary to keep the pre-activated 
words in short-term or working memory for later comparison with the 
auditory presented words. 

5. Limitations 

The present study has some methodological limitations that are 
worth mentioning. A first limitation is that learning performance was 
tested only once after the two learning blocks instead of assessing 
learning attainment separately for each block. This implies that we were 
not able to provide concrete empirical evidence showing that word 
learning increased from block 1 to block 2. Nevertheless, based on 
several previous studies of our group where we used exactly the same 
Thai words in association with a picture-word mapping procedure 
(Dittinger et al., 2016; Dittinger et al., 2019; Elmer et al., 2021), we 
know that N400 amplitudes in response to words dynamically increase 
across the first two blocks, which in our opinion is a strong argument for 
incremental learning over time. Such a perspective is also substantiated 
by several behavioral studies which used similar associative word 
learning tasks and demonstrated an increase in performance across 
learning blocks (Duyck et al., 2003; Freundlieb et al., 2012). A second 
shortcoming of the study is that the implementation of the experiment 
and the coding of the stimuli did not enable to evaluate single-word 
learning accuracy and word-specific ERPs. Such a procedure would be 
particularly fruitful for examining whether single-word learning per-
formance would be a better predictor of word-specific ERP modulations 
than average word learning attainment. Hence, future studies should 
keep in mind this important aspect, and consider using learning accu-
racy as a continuous predictor to strengthen the interpretation of word 
pre-activation effects during associative word learning tasks. 

6. Conclusions 

Using a word learning paradigm that included an experimental 
condition with maximal prediction likelihood as well as a control con-
dition with high prediction error, we provided evidence for the sensi-
tivity of the N400 component to measure word pre-activation effects. In 
fact, this ERP component was not only specifically modulated at central 
electrodes as a function of learning, but N400 amplitudes also correlated 
with word learning performance. Although the LPC was not predictive of 
word learning, we may speculate that this ERP component possibly 
mirrored the neural process of keeping the pre-activated items in 
memory for later comparison. These results contribute to a better un-
derstanding of how predictive processes in response to pictures pre-
ceding words bolster word learning through the involvement of 
additional top-down mechanisms that cannot directly be inferred from 
classical word learning paradigms. Furthermore, we provided new in-
sights on how the N400 component is differentially modulated during 
word learning as a function of encoding and retrieval processes. In fact, 
while during the meaning acquisition process increased N400 ampli-
tudes over time are thought to reflect the encoding and consolidation of 
novel words at the lexical-semantic level, retrieval-based word pre- 
activation effects are associated with reduced N400 amplitudes. 
Certainly, future work is needed to better determine how encoding and 
retrieval processes interact during word learning, and to elucidate 
whether word learning performance can be optimized using tasks 
additionally requiring the active retrieval of words during learning. 
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