Stable cores in information graph games

Marina Núñez †
Juan Vidal-Puga ‡

January 8, 2022

Abstract

In an information graph situation, a finite set of agents and a source are the set of nodes of an undirected graph with the property that two adjacent nodes can share information at no cost. The source has some information (or technology), and agents in the same component as the source can reach this information for free. In other components, some agent must pay a unitary cost to obtain the information. We prove that the core of the derived information graph game is a von Neumann-Morgenstern stable set if and only if the information graph is cycle-complete, or equivalently if the game is concave. Otherwise, whether there always exists a stable set is an open question. If the information graph consists of a ring that contains the source, a stable

---

*Juan Vidal-Puga gratefully acknowledges financial support by the Spanish Ministerio de Economía, Industria y Competitividad through grant ECO2017-82241-R, and Xunta de Galicia through grant ED431B 2019/34. Marina Núñez gratefully acknowledges financial support by the Spanish Ministerio de Ciencia e Innovación through grant PID2020-113110GB-I00/ AEI / 10.13039/501100011033, and Generalitat de Catalunya through grant 2017SGR778.

†Departament de Matemàtica Econòmica, Financera i Actuarial, and Barcelona Economics Analysis Team (BEAT), Universitat de Barcelona, Spain.

‡Economics, Society and Territory (ECOSOT) and Departamento de Estatística e IO. Universidade de Vigo. 36200 Vigo (Pontevedra), Spain.
set always exists and it is the core of a related situation where one edge has been deleted.
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1 Introduction

In an information graph situation, there is a finite set of agents that need to make use of an information or some technology that is owned by a source. The agents and the source are the nodes of an undirected graph, the information graph, that represents a relationship that allows two adjacent nodes to share information at zero cost. Hence, those agents in the same component as the source are informed agents. Agents that are not connected with an informed agent have to pay a fixed cost (normalized to 1) to obtain this information either from the source or from an informed agent. From this situation, a coalitional cost game can be defined, that will be called the information graph game. The cost of a coalition of agents is the minimum cost necessary so that all its agents achieve the information.

Information graph games are known to have non-empty cores since they are a particular case of minimum cost spanning tree (mcst) games, which have non-empty cores (Bird, 1976). A mcst game is defined similarly from a finite set of agents together with a source that are the set of nodes of a complete weighted graph. The non-negative weights on the edges of the graph represent the cost of connecting the two nodes of the edge. When the weights only take two different values, say 0 and 1, the mcst game is said to be elementary, and it is an information graph game where the information graph consists of the 0-cost edges of the mcst problem.

Kuipers (1993) shows that each extreme core allocation of an information graph game is a marginal worth vector. Moreover, a concave information graph game can be associated with any information graph game and then the set of extreme core allocations of the latter coincides with the set of
marginal worth vectors of the former.

When a (cost) game has a non-empty core, we usually focus on the core when looking for fair cost allocations. Some single-valued solutions that lie in the core, for mcst games and hence also for information graph games, are studied in Bird (1976) and Granot and Huberman (1981).

Core allocations are undominated by any other allocation. However, we claim that, in information graph games, some out-of-core allocations should not be disregarded since they may well represent an acceptable standard of behavior. Take, for instance, an information graph situation with three agents, where two of them are connected to the source and the third one is connected to the first two. The associated information graph game has only one core allocation in which each agent pays zero. However, the agent not connected to the source needs the cooperation of at least one of the other agents to obtain the information at zero cost. Hence any of these two agents could require the uninformed agent to pay a side-payment $0 < \delta \leq 1$ for the information. Assuming the agents connected to the source are 1 and 2 these allocations, $(\delta, 0, -\delta)$ or $(0, \delta, -\delta)$, do not belong to the core and are not dominated by the unique core allocation.

This fact does not take place when the core of the game is a von Neumann-Morgenstern stable set. When the core is a stable set, it satisfies external stability, that requires that each allocation outside the core is dominated by some core allocation. The above example shows that the core of an information graph game may not be a stable set.

Some literature has studied the stability of the core of a coalitional game and the existence of stable sets. See van Gellekom et al. (1999) for a survey on sufficient conditions for stability of the core which are, in general, weaker than convexity (or concavity), like largeness of the core and extendability. There is a recent characterization of those coalitional games with a stable core in Grabisch and Sudölter (2021) and, before that, a stronger notion of the stable core is characterized by Jain and Vohra (2010). Stable sets have been found on several classes of games, such as assignment games.
In this paper, we characterize those information graph games with a stable core, that is, where the core is a von Neumann-Morgenstern stable set. First, we notice that several information graph problems may lead to the same cost game and we define one representative graph, the saturated graph, as the one that contains all those edges between two nodes that are connected to the source. We show that, given an information graph situation, there is only one saturated information graph that defines the same information cost game. We also show a bijection between saturated information graph games and elementary mcst games with no irrelevant links.

Then, in Theorem 3.1, we state that the core of an information graph game is a stable set if and only if its saturated graph is cycle-complete.

It is well known (Shapley, 1971) that a concave game has a stable core, although the reverse implication does not hold in general. Trudeau (2012) shows an equivalence between cycle-complete elementary mcst games with no irrelevant links and concave elementary mcst games. Hence, our result can be restated, saying that an information graph game has a stable core if and only if it is concave.

Roughly speaking, a graph is cycle-complete if each two nodes in a connected cycle are also connected. Hence, some inequalities between the costs of the edges of the graph determine the property of cycle-completeness. This fact somehow resembles the characterization of core stability in assignment games due to Solymosi and Raghavan (2001). Assignment games are another class of combinatorial optimization games introduced by Shapley and Shubik;
and defined by a weighted bipartite graph. The set of agents is partitioned in a finite set of buyers and a finite set of sellers, and the weight of each buyer-seller edge is the value this pair of agents can attain if they trade. Each agent can take part in only one trade, and the worth of a coalition of agents is the maximum value that can be attained by matching buyers to sellers. The assignment game has a non-empty core. Moreover, Solymosi and Raghavan (2001) prove that this core is a stable set if and only if the valuation matrix is dominant diagonal, that meaning that the value an agent attains with her optimally matched partner is the most she would attain with any other partner.

When the core of an assignment game is not a stable set, Núñez and Rafels (2013) show how to enlarge the core with some non-core allocations to obtain a stable set. For information graph games, and consequently also for mcst games, it is an open question whether this can also be done, that is to say, whether stable sets always exist. For the three-player information graph game mentioned in this introduction, we show that the sets of allocations $S_1 = \{ (\delta, 0, -\delta) : 0 \leq \delta \leq 1 \}$ and $S_2 = \{ (0, \delta, -\delta) : 0 \leq \delta \leq 1 \}$ are stable sets. This fact somehow confirms our previous remark that these payoff vectors, although outside the core, could be expected to rise as a result of a negotiation process: assume a cost allocation not in $S_1$ is offered, there will be a coalition that may counteroffer an allocation in $S_1$ that dominates the first proposal.

In the second part of the paper, we first show how to find stable sets for some particular information graphs that consist of a ring that includes the source. We obtain stable sets that coincide with the core of other information graph games that are obtained either by deleting one node or by deleting one edge. Because of that, these stable sets represent standards of behavior with a clear interpretation: once the ring is broken, the agents directly connected to the source spread the information following the edges of the ring, and everybody pays according a core allocation of the subgame.

When the ring does not include the source but the source is connected
to the ring, by deleting one edge we obtain a subset of imputations that is externally stable but not internally stable and hence it is not a stable set. We must consider the union of the core of the information graph game and the cores of some subgames that arise when removing one agent to obtain an internally stable set. This set becomes a stable set if we restrict to four-agent situations.

We organize the paper as follows. In Section 2, we introduce notations and definitions, and we also analyze those information graphs that define the same cost game. In Section 3, we characterize the stability of the core of information graph games in terms of a graph property. In Section 4, we find some stable sets for information graph games consisting of a ring that can share the information because the ring includes the source. These stable sets coincide with the core of a related information game where one edge has been deleted. We also study the situation where the ring does not include the source. In Section 5, we present some concluding remarks.

2 Information graph games

In an information graph situation there is a finite set of agents $N = \{1, \ldots, n\}$ that need to obtain some particular information or technology from a source 0. There is also an undirected graph $G = (N \cup \{0\}, E)$, called the information graph, where the nodes are the agents and the source, $N \cup \{0\}$, and such that agents $i$ and $j$ can communicate and share the information at cost zero if and only if $\{i, j\} \in E$. For simplicity, we identify the undirected graph $(N \cup \{0\}, E)$ with the set of edges $E$. Moreover, we write $ij$ instead of $\{i, j\}$ when referring to an edge in $E$.

Given an information graph situation $E$ and $i, j \in N \cup \{0\}$, a path between nodes $i$ and $j$ is a sequence of different edges

$$\{i^0i^1, i^1i^2, \ldots, i^{K-1}i^K\} \subseteq E$$

such that $i^0 = i$, $i^K = j$ and all nodes are different. When $i = j$, this path is called a cycle. Two nodes are connected in $E$ if there is a path between $i$
and $j$. This relation splits $N \cup \{0\}$ into components. We then say that the agents in the same component as the source are the informed agents. An uninformed agent in a component of $E$ that does not contain the source can obtain the information from the source, or from any informed agent, at a fixed cost, say 1.

**Definition 2.1** An information graph $E$ is cycle-complete if for each cycle and a pair of nodes $i$ and $j$ in this cycle, it holds $ij \in E$.

That is, in a cycle-complete information graph, if two nodes are connected through two different node-disjoint paths, then they are also (directly) connected. We then say that the related information graph situation is cycle-complete.

From an information graph situation $E$, we derive a coalitional cost game, the information graph game $(N, C)$. Given $S \subseteq N$, we denote as $C(S)$ the minimum cost of making information available to all agents in coalition $S$, without the cooperation of agents outside $S$. Moreover, $C(\emptyset) = 0$.

Different information graph situations may induce the same information graph game. Indeed, notice that if two agents $i$ and $j$ satisfy $0i \in E$ and $0j \in E$, then whether $ij \in E$ or not is irrelevant and does not affect the cost of the coalitions that contain these two agents.

**Definition 2.2** An information graph $E$ is saturated if whenever $0i \in E$ and $0j \in E$ for some $i, j \in N$, then $ij \in E$. We then say that the related information graph situation is saturated.

Among all information graph situations that define the same cost game, there is only one that is saturated and we can then choose this one as a representative of the class.

**Proposition 2.1** For each information graph situation, there exists a unique saturated information graph situation that defines the same information cost game.
Proof. Given an information graph situation $E$, let us define the saturated information graph situation $E'$ given by

$$E' = E \cup \{ij \notin E : 0i \in E \text{ and } 0j \in E\}.$$ 

Notice that if $0i \in E$, $0j \in E$ and $ij \notin E$, then no coalition needs to use $ij \in E'$ and this is why $E'$ defines the same cost game $(N, C')$ as $E$. To prove uniqueness, let us assume there is another saturated information graph situation $E''$ that defines a cost game $(N, C'')$ such that $C(S) = C''(S)$ for all $S \subseteq N$. This implies that, for all $k \in N$, $0k \in E'$ if and only if $0k \in E''$. Moreover, since the two graphs differ, we may assume there exists $ij \in E'' \setminus E'$. Since $ij \notin E'$ and $E'$ is saturated, we can assume without loss of generality that $0i \notin E'$, which implies $0i \notin E''$. Now, if $0j \in E''$, then also $0j \in E'$ and we get $C'({\{i, j\}}) = 1 \neq 0 = C''({\{i, j\}})$. Similarly, if $0j \notin E''$, then also $0j \notin E'$ and $C'({\{i, j\}}) = 2 \neq 1 = C''({\{i, j\}})$. This contradicts $C' = C''$. 

From the above remarks, it also follows that the correspondence between information graph situations and elementary mcst problems that define the same cost game is not one-to-one. But it becomes one-to-one if we restrict to saturated information graph situations and elementary mcst problems with no irrelevant arcs: for each saturated information graph situation, there exists a unique elementary mcst problem with no irrelevant arcs such that their associated cost games coincide (and vice versa).

Hence, since we study the stability of the core, which is a property that relies on the coalitional cost function, we may assume without loss of generality that the information graph is saturated.

Let $E$ be an information graph situation. An imputation in $E$ is a cost allocation $x \in \mathbb{R}^N$ satisfying $x(N) = \sum_{i \in N} x_i = C(N)$ and $x_i \leq C({\{i\}})$ for all $i \in N$, where $x_i$ represents the cost allocated to agent $i \in N$ so that all the agents together cover the cost of making information available to everybody

---

Footnote: In a mcst problem $(N, c)$, $ij$ is an irrelevant arc if $c_{ij} > \max\{c_{i0}, c_{0j}\}$. Hence, when the mcst problem is elementary, $ij$ is an irrelevant arc if $c_{ij} = 1$ and $c_{i0} = c_{0j} = 0$. In the corresponding information graph, $ij$ would be an irrelevant edge.
with a minimum cost, and no agent alone pays more than the cost of getting
the information by itself. Let \( \mathcal{I}(E) \) denote the set of all imputations in \( E \).

Given two imputations \( x, y \in \mathcal{I} \), we say \( x \) dominates \( y \) via coalition
\( S \subseteq N \), and write as \( x \text{ dom}_S y \), if \( x_i < y_i \) for all \( i \in S \) and \( x(S) \geq C(S) \).

The core of an information graph situation \( E \), or of its related information
graph game, is the set of undominated imputations, and it is denoted as \( \mathcal{C}(E) \).
Because information graph games are subadditive (\( c(S_1) + c(S_2) \geq c(S_1 \cup S_2) \)
if \( S_1, S_2 \subseteq N \) and disjoint), the two definitions of the core, namely as the
set of imputations not dominated by imputations and the set of solutions to
certain system of linear inequalities, are equivalent. That is,

\[
\mathcal{C}(E) = \{ x \in \mathcal{I} : x(S) \leq C(S) \text{ for all } S \subseteq N \}.
\] (1)

Notice that if \( x \in \mathcal{C}(E) \), then

\[ x_i \geq C(N) - C(N \setminus \{i\}) \text{, for all } i \in N. \] (2)

A set of imputations \( S \subseteq \mathcal{I} \) is internally stable if any two imputations
in \( S \) do not dominate one another. By its definition the core of any (cost)
game is internally stable. A subset of imputations \( S \) is a (von Neumann-
Morgenstern) stable set if in addition to being internally stable it is also
externally stable, that is to say, any imputation outside \( S \) is dominated by
some imputation in \( S \).

The core of an information graph game may not be a stable set, as the
example in the Introduction shows.

Let \( E \) be an information graph situation and \( \mathcal{P} = \{ P_0, P_1, \ldots, P_K \} \) be the
partition of \( N \cup \{0\} \) into connected components, so that \( 0 \in P_0 \). Notice that
the case \( K = 0 \) is possible. Notice that the cost \( c(N) \) of the grand coalition
is the number of components of \( E \) that do not contain the source. Similarly,
because of the binary nature of the cost of the edges, the cost of any coalition
is determined by the connectedness structure of the corresponding subgraph
of \( E \). Given an information graph situation \( E \) and \( i \in P_k \in \mathcal{P} \), by removing
agent \( i \), \( P_k \setminus \{i\} \) is divided into one or more components: \( P_0^i, P_1^i, \ldots, P_{k_i}^i \), so
that $0 \in P^i_0$ if $k = 0$. Let $\mathcal{S}^i = \{P^i_0, P^i_1, \ldots, P^i_k\}$ denote the set of these components. From this, we obtain that the marginal contribution of agent $i \in N$ to the grand coalition is

$$m^C_i = C(N) - C(N \setminus \{i\}) = 1 - |\mathcal{S}^i|.$$  

Recall from (2) that no allocation in the core assigns agent $i \in N$ less than $m^C_i$.

It follows from (1) that only core constraints related to connected coalitions need to be considered to describe the core of an information graph game. More precisely, Kuipers (1993) gives the following characterization of the core of an information graph game, precisely in terms of the partitions $\mathcal{S}^i$, for all $i \in N$. Recall that all nodes, except for node 0, correspond to an agent.

$$C(E) = \left\{ x \in \mathcal{I}(E) : \begin{array}{l}
x(P^i_0 \setminus \{0\}) \leq C(P^i_0 \setminus \{0\}), \\
x(P^i_k) \leq C(P^i_k) \text{ for all } i \in N, k \in \{1, 2, \ldots, k_i\}\end{array} \right\}. \tag{3}$$

Moreover, Kuipers (1993) proves that the number of constraints in the above description is at most $2n - 1$.

### 3 Characterization of core stability

Our main result (Theorem 3.1) states that a saturated information graph game has a stable core (that is, its core is a stable set) if and only if its information graph is cycle-complete. Let us illustrate this with the three-player example in the Introduction.
The information graph on the left in Figure 1 corresponds to $N = \{1, 2, 3\}$ and $E = \{01, 02, 13, 23\}$. It has a non-stable core, since $C(E) = \{(0, 0, 0)\}$ and for instance the imputation $(-0.5, 0, 0.5)$, where agent 3 pays 0.5 to agent 1 in exchange for the information, is not dominated by the only core element. Notice that $E$ is not cycle-complete, since $12 \notin E$ and $03 \notin E$.

If we modify this example and take $E' = \{01, 02, 03, 13, 23\}$, as depicted on the right, the cost game is $C(S) = 0$ for all $S \subseteq N$ and then $C(E') = I(E) = \{(0, 0, 0)\}$ is a stable set, although the graph is still not cycle-complete. However, the associated saturated graph is cycle-complete.

We now present a slightly more sophisticated example in Figure 2 to show, whenever the information graph is not cycle-complete, how to find a non-core imputation that cannot be dominated by a core imputation.
This information graph situation is not cycle-complete because $03 \notin E$, although there exist more than one path that connect node 3 to the source (in fact there are nine of them, as for example $\{31, 14, 40\}$, $\{31, 10\}$, $\{37, 72, 20\}$, or $\{32, 20\}$). Node 3 and her follower node 6 can then exploit this so that they pay zero in any core allocation. To see why, let $y \in \mathcal{C}(E)$ and assume $y_3 + y_6 > 0$. Then, since $y(N) = 0$, we have that either $y(\{1, 4, 5\}) < 0$ or $y(\{2, 7, 8, 9\}) < 0$. Assume w.l.o.g. $y(\{2, 7, 8, 9\}) < 0$. Then, $y(\{1, 3, 4, 5, 6\}) > 0$ which is a contradiction because $\mathcal{C}(\{1, 3, 4, 5, 6\}) = 0$ and $y \in \mathcal{C}(E)$.

We now define $x \notin \mathcal{C}(E)$ that will not be dominated by any core imputation. Let $A = \{1, 2, 6, 7\}$ denote the set of nodes that have zero-cost to node 3. We define imputation $x$ by assigning to these nodes their minimum payoffs in the core, which are $m_{C1}^C = -1$, $m_{C2}^C = -1$, $m_{C6}^C = 0$, and $m_{C7}^C = 0$. This assignment ensures that no core allocation can dominate $x$ via a coalition that contains any of these nodes. The idea is to make node 3 pay a positive amount, since it is surrounded by nodes that cannot take part in a coalition that dominates $x$ with a core allocation. Then, we make those nodes that reach the source through some node in $A$ to pay so that no connected group pays more than 1. In particular, node 5 pays 1 so that it compensates $m_{C1}^C = -1$, and nodes 8 and 9 pay together 1 in order to compensate $m_{C2}^C = -1$. Additionally, we move out of the core by making node 3 to pay some $\delta \in (0, 1]$. Finally, we make one of the agents that are adjacent to agent 3 in one of the zero-cost paths to the source (i.e. either agent 1 or 2) to compensate this extra $\delta$. For example, $x_1 = m_{C1}^C - \delta$. The rest of nodes pay zero.

We have then $x = (-1 - \delta, -1, \delta, 0, 1, 0, 0, x_8, x_9)$ where $x_8 + x_9 = 1$ and $x_8, x_9 \geq 0$. Notice that $x \notin \mathcal{C}(E)$ because coalition $T = \{2, 3, 8, 9\}$ objects it. Moreover, no core allocation can dominate $x$ via a coalition $S$. The reason is first because $S$ cannot contain neither nodes in $A$ nor node 4, since all these nodes are paying in $x$ their minimal core payoff (or less, case of agent 1). And secondly because if $y \in \mathcal{C}(E)$ dominates $x$ via a coalition $S$ formed by any of the remaining nodes (nodes 5, 8 and 9), then $C(S) = y(S) < x(S)$.
implies $C(S) = 0$ which is a contradiction.

We can generalize this idea to all cycle-complete saturated information graph games.

**Theorem 3.1** Let $E$ be an information graph situation and $(N,C)$ be the related information graph game. The following statements are equivalent:

1. $E$ has a stable core,

2. the associated saturated information graph is cycle-complete, and

3. $(N,C)$ is concave.

**Proof.** It follows from Theorem 2 in Trudeau (2012) that a cycle-complete elementary $mest$ game is concave. This proves $2 \Rightarrow 3$. Moreover, from Shapley (1971) it is well known that any concave game has a stable core, which proves $3 \Rightarrow 1$. Hence it only remains to prove $1 \Rightarrow 2$. To this end, let $E$ be an information graph situation, that we assume to be saturated, and assume $E$ is not cycle-complete. To see that the core of $E$ is not a stable set, we need to find an imputation $y \in I$ such that no core allocation dominates $y$. We assume that either $\mathcal{P} = \{P_0\}$ with $P_0 = N \cup \{0\}$ or $\mathcal{P} = \{P_0, P_1\}$ with $P_0 = \{0\}$, so that all the agents are in the same connected component; otherwise, we can evaluate each connected component independently. Since $E$ is not cycle-complete, there exist $\alpha, \beta \in N \cup \{0\}$ such that $\alpha \beta \notin E$ and a cycle $f = \{\alpha^0\alpha^1, \ldots, \alpha^{L-1}\alpha^L\}$, containing $\alpha$ and $\beta$, such that $\alpha^{k-1}\alpha^k \in E$ for all $k = 1, \ldots, L$. In particular, let $\alpha = \alpha^0 = \alpha^L$ and $\beta = \alpha^K$ with $1 < K < L$. We assume w.l.o.g. $\alpha \in N$. Let $A^\alpha = \{i \in N \cup \{0\} : i\alpha \in E\}$ be the set of nodes connected to agent $\alpha$. Notice that $\alpha^1, \alpha^{L-1} \in A^\alpha$. Moreover, since the graph is saturated, we can assume w.l.o.g. $0 \notin A^\alpha$. To see why, notice that in case $\alpha$ and $\beta$ were both agents connected to the source, then $\alpha\beta$ would be an irrelevant arc.
Figure 3: A non cycle-complete graph. In boldface the nodes in $A^\alpha$.

Now, we have three cases:

1. If $\beta = 0$, then $\mathcal{P} = \{P_0\}$ and $C(N) = 0$. We define $y \in \mathbb{R}^N$ as follows:

   (a) $y_\alpha = \delta \in (0, 1]$,  
   (b) $y_{\alpha^1} = m^C_{\alpha^1} - \delta$,  
   (c) $y_a = m^C_a$ for all $a \in A^\alpha \setminus \{\alpha^1\}$,  
   (d) $y_i = \frac{1}{|P|}$ for all $i \in N$ such that there exists $a \in A^\alpha$ and $i \in P \in \mathcal{P}^a \setminus \{P_0^a\}$, and  
   (e) $y_i = 0$ otherwise.

Let us first check that $y$ is an imputation. To this end, notice first that $m^C_a = 0$ if $a \in A^\alpha$ is such that $\mathcal{P}^a = \{P_0^a\}$, that is, if removing node $a$ does not create additional components in the information graph. And otherwise, $m^C_a = -|\mathcal{P}^a \setminus \{P_0^a\}|$, which means such a marginal contribution is the opposite of the number of components not containing the source that are created when removing node $a$. From this, it is straightforward that the defined vector $y \in \mathbb{R}^N$ is individually rational,
since its components defined in (b), (c) and (e) are non-positive, the components defined in (d) are not greater than 1 and $y_\alpha$ also satisfies $y_\alpha = \delta \leq 1 = C(\{\alpha\})$. Finally, $\sum_{i \in N} y_i = C(N) = 0$, since for each $a \in A^\alpha$, the agents in any component $P \in \mathcal{P}^a \setminus \{P_0^a\}$ equally share the unitary cost of $P$, according to the definition of $y$.

Moreover, $y$ does not belong to the core, because $y(T) = \delta > 0 = C(T)$ where

$$T = \{\alpha^{K+1}, \ldots, \alpha^L\} \cup \left\{i \in P : P \in \mathcal{P}^{\alpha^L-1} \setminus \left\{P_0^{\alpha^L-1}\right\} \right\}.$$ 

We proceed by a contradiction argument. Assume $x \in C(E)$ dominates $y$ through coalition $S \subset N$. Hence, $x(S) = C(S)$ and $x_i < y_i$ for all $i \in S$. Since no core allocation can assign an agent $i$ strictly less than $\overline{m}_i^C$, we deduce $A^\alpha \cap S = \emptyset$. Since $S$ can be partitioned into one or more components, each of them should satisfy the required conditions, and so we assume $S$ is connected. This implies $C(S) = 0$. Hence, $x(S) = 0$. Since $0 \alpha \not\in E$, we deduce $C(\{\alpha\}) = 1$ and hence $S \neq \{\alpha\}$. Moreover, $S$ cannot contain $\alpha$ because $S$ is a connected component and would then contain a zero-cost path between agent $\alpha$ and the source, which is not possible since $A^\alpha \cap S = \emptyset$. Also from $A^\alpha \cap S = \emptyset$, we deduce $S$ cannot contain agents in $P \in P^a \setminus \{P_0^a\}$ for some $a \in A^\alpha$, because then $S$ would not be connected. Hence, $y_i = 0$ for all $i \in S$ and $x_i < y_i = 0$ for all $i \in S$ contradicts $x(S) = 0$.

2. If $\beta \in N$ and $\mathcal{P} = \{P_0\}$, we can assume w.l.o.g. that either $0 \in \{\alpha^{K+1}, \ldots, \alpha^L-1\}$ or there exists a zero-cost path between the source and some agent in $\{\alpha^{K+1}, \ldots, \alpha^L-1\}$. We can then define $y$ as in the previous case and prove, as before, that no core allocation dominates $y$.

3. If $\beta \in N$ and $\mathcal{P} = \{P_0, P_1\}$, we define $y$ as before but with $y_\beta = 1$ instead of zero. This is still an imputation and, moreover, it does not belong to the core because $y(T \cup \{\beta\}) = 1 + \delta > 1 = C(T \cup \{\beta\})$, where
$T$ is defined as in case 1. The rest of the proof is similar to the previous cases. In particular, we can assume $y$ is dominated by $x \in C(E)$ via a coalition $S$ that is connected and hence $x(S) = C(S) = 1$. Again, since in a core allocation no agent can be assigned a cost strictly below her marginal contribution, $A^x \cap S = \emptyset$. From this, it is clear that no admissible $S$ pays more than 1 under $y$, i.e. $y(S) \leq 1$. Hence, $x(S) \geq y(S)$ which contradicts $x_i < y_i$ for all $i \in S$.

As a consequence of the above theorem, the only concave information graph games are those which associated saturated information graph is cycle-complete. This parallels a result in [Trudeau (2012)](see Theorem 2 and Lemma A.1) that shows that the only concave elementary mcst games with no irrelevant arcs are those with a cycle-complete graph.

Moreover, we have shown that, for information graph games, concavity is not only sufficient for the stability of the core but it is also a necessary condition. In general, it is well known that there exist non-concave cost games with a stable core.

Several other properties (largeness of the core, extendability, exactness) are known to be (in general, strictly) between concavity of the coalitional function and stability of the core, see for instance [van Gellekom et al. (1999)](Hence, the equivalence of all these properties in the case of information graph games is noteworthy.

Finally, the characterization of concavity by means of cycle-completeness cannot be extended to more general mcst games. A concave mcst problem is not always cycle-complete, as next example shows.

Let $N = \{1, 2, 3\}$ and $c$ be defined as $c_{01} = 3$, $c_{02} = 5$, $c_{03} = 5 + a$, $c_{12} = 2$, $c_{13} = 1$, and $c_{23} = 4$.

---

2Following with the comparison with assignment games, even if we restrict to assignment games with only 0-1 values, the stability of the core is generically different to the convexity of the game. Indeed, if an assignment game has a square 0-1 valuation matrix with a dominant diagonal its core is a stable set, but only when all non-diagonal valuations are zero the game is also convex.

3This example was suggested by C. Trudeau in a personal communication.
This mcest problem is concave if $0 \leq a \leq 2$ and cycle-complete if $a = 0$.

It is shown in Kuipers (1993) that, with any information graph situation $E$, we can associate another information graph situation $\overline{E}$ that is cycle-complete and has the same core, $\mathcal{C}(E) = \mathcal{C}(\overline{E})$. To this end, we simply define the information graph situation

$$\overline{E} = E \cup \{ij \notin E : i \text{ and } j \text{ are nodes in a cycle of } E\}.$$ 注意 that $\overline{E}$ will have a stable core, although this set may not be stable for $E$, since the coalitional function of the two related cost games may differ. Adding edges to the graph might not change the core, but the imputation set may shrink, as it happens in the three-player game in the first paragraph of this section, so external stability could be achieved without losing internal stability.

### 4 Stable sets for informed rings

When the core of an information graph game is not a stable set, we may ask whether we can enlarge the core to grant external stability, without losing the internal stability, and hence finding a stable set. To this end, rings are the simplest structures that may fail to be cycle-complete. We first analyze the three-player example discussed in Section 1.

**Example 4.1** Let $N = \{1, 2, 3\}$ and $E = \{01, 13, 23, 20\}$.

![Figure 4: The information graph of Example 4.1 and its saturated form.](image)
The only core allocation is $y = (0, 0, 0)$. Following the proof of Theorem 3.1 we know that, for any $\delta \in (0, 1]$, both $(-\delta, 0, \delta)$ and $(0, -\delta, \delta)$ are imputations but not core allocations and $y$ does not dominate any of them via any coalition. In fact, it is not difficult to see that two stable sets for this problem are defined as follows: $\mathcal{A} = \{( -\delta, 0, \delta) : \delta \in [0, 1]\}$ and $\mathcal{B} = \{(0, -\delta, \delta) : \delta \in [0, 1]\}$. Notice these sets represent one standard of behavior in which agent 3 pays some positive amount either to agent 1 or agent 2, in reward for sharing the information.

Notice also that the above stable sets correspond with the core of a related situation where one edge has been deleted from the information graph. The stable set $\mathcal{A}$ is the core of the information graph situation where edge 23 has been deleted and the stable set $\mathcal{B}$ is the core of the information graph situation where edge 13 has been deleted.

Let us point out that considering weak domination does not guarantee that the core is a stable set, as it is the case in some generalized assignment games [Bando and Kawasaki, 2021]. Given two imputations $x$ and $y$, we say that $x$ weakly dominates $y$ via coalition $S$ if $x_i \leq y_i$ for all $i \in S$, with at least one inequality being strict, and $\sum_{i \in S} x_i \geq C(S)$. It is straightforward to see that, for instance, the imputation $y = (-0.2, -0.2, 0.4)$ is not dominated by the unique core imputation $x = (0, 0, 0)$. It could only happen via coalition $S = \{3\}$, but $x_3 = 0 < C(\{3\}) = 1$.

### 4.1 Source as a node inside the ring

In this subsection, we generalize the situation of Example 4.1. We assume that the information graph is given by a ring topology that includes all the agents and the source, that is, there is a unique cycle that contains all the nodes. Without loss of generality, we can consider

$$E = \{01, 12, 23, \ldots, (n - 1)n, n0, 1n\}.$$ 

Notice that the imputation set of the related information graph game is

$$\mathcal{I}(E) = \{x \in \mathbb{R}^N : x(N) = 0, x_1 \leq 0, x_n \leq 0, x_i \leq 1 \text{ for all } i \in N\}.$$
It is straightforward to check that the core of the corresponding information graph game \((N,C)\) reduces to one imputation, \(C(E) = \{(0, 0, \ldots, 0)\}\). This is because the marginal contribution of each agent is zero and hence \(x_i \geq 0\) for all \(i \in N\), while \(x(N) = C(N) = 0\).

Clearly, if there are more than two agents in the cycle, the core of this information graph situation is not a stable set, since the graph is not cycle-complete. Notice that, as in Example 4.1, the unique core allocation does not reward agents 1 and \(n\) for providing the information.

Recall that the core of an information graph game that has a ring topology is determined by the core constraints of those coalitions \(S\) that are intervals, that is, either
\[
S = [i, j] = \{k \in N : i \leq k \leq j\}
\]
if \(i \leq j\), or
\[
S = [i, j] = \{k \in N : k \leq j \text{ or } i \leq k\}
\]
if \(i > j\). Hence, given this ring topology \((N, E)\), the core is
\[
C(E) = \{x \in \mathbb{R}^N : x(N) = 0, x([i, j]) \leq C([i, j]) \text{ for all } i, j \in N\}.
\]
The next proposition describes the core of the information graph game when one edge containing a node that is adjacent to the source is deleted.

**Proposition 4.1** In a ring topology $(N, E)$ of informed agents given by $E = \{01, 12, \ldots, (n - 1)n, n0, 1n\}$,

$$C(E \setminus \{12\}) = \{(0, \alpha_3, \alpha_4 - \alpha_3, \ldots, \alpha_n - \alpha_{n-1}, -\alpha_n) : \alpha_3, \ldots, \alpha_n \in [0, 1]\}$$

and $C(E \setminus \{(n-1)n\}) = \{(-\alpha_1, \alpha_1 - \alpha_2, \ldots, \alpha_{n-3} - \alpha_{n-2}, \alpha_{n-2}, 0) : \alpha_1, \ldots, \alpha_{n-2} \in [0, 1]\}$.

**Proof.** Let us focus on $C(E \setminus \{(n-1)n\})$ since the proof for $C(E \setminus \{12\})$ is analogous. Notice that an element $x$ in $C(E \setminus \{(n-1)n\})$ is defined by $x = 0$, since $m_n = 0 \leq x_n \leq C(\{n\}) = 0$, and $x(N \setminus \{n\}) = 0$ together with the constraints

$$x([1, s]) \leq 0, \quad \text{for all} \quad 1 \leq s \leq n - 1$$

$$x([r, s]) \leq 1, \quad \text{for all} \quad 1 < r \leq s \leq n - 1. \quad (5)$$

Notice that, for $s = 1$ in (4), we have $x_1 \leq 0$. Moreover, from $r = 2$ and $s = n - 1$ in (5), we have $x_1 \geq -1$, so we may write $x_1 = -\alpha_1$ for some $\alpha_1 \in [0, 1]$. Moreover, from $x_1 + x_2 \leq 0$, there exists $\alpha_2 \geq 0$ such that $x_2 + \alpha_2 = -x_1 = \alpha_1$. Also, since $x([3, n - 1]) \leq 1$, we have $x_1 + x_2 \geq -1$ and hence $\alpha_2 = -x_1 - x_2 \leq 1$. Recursively, assume that for some $x \in C(E \setminus \{(n-1)n\})$, there exist $\alpha_1, \ldots, \alpha_k \in [0, 1]$, for some $2 < k < n - 2$ such that $x_1 = -\alpha_1$ and $x_i = \alpha_i - \alpha_i$ for all $2 \leq i \leq k$. From the core constraint $x([1, k + 1]) \leq 0$ we know there exists $\alpha_{k+1} \geq 0$ such that $x_{k+1} = -\alpha_{k+1} - x([1, k]) = \alpha_k - \alpha_{k+1}$. Moreover, since $x([k+2, n-1]) \leq 1$, we have that $\alpha_{k+1} \leq 1$. Finally, if there exist $\alpha_1, \ldots, \alpha_{n-2} \in [0, 1]$ such that $x_1 = -\alpha_1$ and $x_i = \alpha_{i-1} - \alpha_i$ for all $1 < i < n - 1$, the efficiency requires $x_{n-1} = \alpha_{n-2}$.

The main result in this section states that the two sets described in the above proposition are stable sets of the ring topology of informed agents.
Hence, we find two stable sets. In one of them, all agents in the ring, except for agent 1, obtain the information from agent $n$. Each agent pays an amount to her successor in the ring to get the information, and receives a payment from her predecessor in the ring in exchange for the information.

Conversely, in the second stable set, agent 1 spreads the information and hence each agent in the ring, except for agent $n$, pays an amount to the predecessor and receives a payment from the successor. Notice that, by doing so, the edge $n(n-1)$ is never used, so to spread the information in this way we may delete this edge. And the core of the resulting subgraph turns out to be a stable set of the initial situation.

**Theorem 4.1** In a ring topology $(N, E)$ of informed agents, the sets 

$$S_i = C(E \setminus \{ij\})$$

where $i, j \in N$ are such that $0i, ij \in E$, are stable sets.

**Proof.** Assume $E = \{01, 12, \ldots, (n-1)n, n0\}$. We only prove the stability of the set $S_n$ since the proof for $S_i$ is analogous. To prove internal stability, notice first the cost games related to the two information graphs $(N, E)$ and $(N, E \setminus \{(n-1)n\})$ have the same imputation set. Moreover, the cost of an interval coalition in both games coincides, except if this coalition contains both agents $n-1$ and $n$ and does not contain agent 1, since this edge has cost 0 in $E$ but cost 1 in $E \setminus \{(n-1)n\}$. From Theorem 3, $C(E \setminus \{(n-1)n\})$ is internally stable since it is cycle-complete. Take now $x, y \in S_n$ and assume $x \text{dom}_S y$ for some $S \subset N$. Coalition $S$ cannot contain agent $n$ since $x_n = y_n = 0$. But $x \text{dom}_S y$ via a coalition that does not contain $\{n-1, n\}$ contradicts the internal stability of $C(E \setminus \{(n-1)n\})$.

To prove the external stability of $S_n$, we must show that for all $y \in I(E) \setminus S_n$ there exists $x \in S_n$ that dominates $y$ via some coalition $S \subset N$. But recall that $S_n = C(E \setminus \{(n-1)n\})$ and $I(E) = I(E \setminus \{(n-1)n\})$. Hence, since $E \setminus \{(n-1)n\}$ is cycle-complete, Theorem 3 guarantees that $C(E \setminus \{(n-1)n\})$ is externally stable in $I(E \setminus \{(n-1)n\}) = I(E)$. This means that any
$y \in \mathcal{I}(E) \setminus \mathcal{C}(E \setminus \{(n - 1)n\})$ is dominated by some $x \in \mathcal{C}(E \setminus \{(n - 1)n\})$ via some coalition $S$ which we may assume with no loss of generality that is connected in $E \setminus \{(n - 1)n\}$, since otherwise $x$ would dominate $y$ via some connected coalition of $S$. Then, $S$ is also connected in $E$ and hence it has the same cost in both information graphs, which implies that also $x \dom_S y$ in $E$. ■

The stable sets obtained in the previous theorem can also been understood as the core of a subgame when one of the two agents connected to the source leaves the game paying zero and the remaining agents allocate the null total cost according to a core allocation of the subgame. More precisely, $x \in \mathcal{C}(E \setminus \{(n - 1)n\})$ is equivalent to assume that agent $n$ leaves the network at a null cost ($x_n = 0$) and the remaining agents share the null connection cost according to a core element of the information subgraph $(N \setminus \{n\}, E^{-n})$, where $E^{-n} = \{(i, j) \in E : i \neq n, j \neq n\}$. This approach, consisting in removing an agent, instead of an edge, and taking the core of the corresponding subgame, will prove to be useful in the next subsection, when the source does not belong to the ring.

Viewed in this way, these stable sets resemble those obtained in Núñez and Rafels (2013) for the assignment games, which consist of the union of the core of the game with the core of some particular subgames.

As opposed, if we delete a different edge from the information graph, that is, an edge that does not involve any agent adjacent to the source, then we do not obtain a stable set. That is to say, the set $\mathcal{C}(E \setminus \{ij\})$ where $i \neq 1$ and $j \neq n$, is not stable, since it is not internally stable. Notice first that both information graph games, $E$ and $E \setminus \{ij\}$, have the same imputation set. Moreover, two elements in $\mathcal{C}(E \setminus \{ij\})$ cannot dominate one another through a coalition $S$ not containing agents $i$ and $j$, since core elements are undominated. But one such element can dominate another via a coalition $S$ with $\{i, j\} \subseteq S$. This is the same difficulty we will find later on when we analyze ring topologies formed by informed agents but with the source not in the ring.
Before moving to the situation where the source does not belong to the ring, one may ask what happens when the information graph consists of something more than a ring. We cannot say anything for the general case of several connected rings, but the next example illustrates that if there is a single ring with some edges getting out of some nodes of the ring, similar stable sets can be obtained.

**Example 4.2** Consider the two four-player information graph situations depicted in Figure 6.

![Figure 6: Two four-player information graphs.](image)

The first information graph game of Example 4.2 is defined by 
\[ C(\{3\}) = C(\{4\}) = C(\{3, 4\}) = C(\{1, 4\}) = C(\{2, 4\}) = C(\{1, 2, 4\}) = 1, \] and 
\[ C(S) = 0 \] otherwise. Its core is
\[ C(E) = \{(0, 0, -\alpha, \alpha) : 0 \leq \alpha \leq 1\} \]

and two stable sets are
\[ S_1 = \{(0, -\delta, \delta - \alpha, \alpha) : \alpha, \delta \in [0, 1]\} \]

and
\[ S_2 = \{(-\delta, 0, \delta - \alpha, \alpha) : \alpha, \delta \in [0, 1]\}. \]
Each of these stable sets represents a standard of behavior in which agent 3 transfers some payoff either to agent 1 or 2 in order to have access to the information. At the same time, agent 3 receives a transfer from agent 4 in exchange for the information.

In the second game of this example, the cost function is $C(\{3\}) = C(\{4\}) = C(\{1, 4\}) = C(\{1, 3, 4\}) = 1, C(\{3, 4\}) = 2$ and $C(S) = 0$ otherwise. The core is

$$C(E) = \{(0, -\alpha, 0, \alpha) : \alpha \in [0, 1]\}$$

and a stable set is

$$S_3 = \{(0, -\delta - \alpha, \delta, \alpha) : \alpha, \delta \in [0, 1]\}.$$ 

This stable set represents the standard of behavior in which both agents 3 and 4 transfer some payoff to agent 2 to have access to the information. Instead, the set $S_4 = \{(-\delta, -\alpha, \delta, \alpha) : \alpha, \delta \in [0, 1]\}$, that represents the standard of behavior in which agent 3 makes a transfer to agent 1 to have access to the information, does not lead to a stable set because it violates internal stability. For example, $(-\gamma, -\gamma, \gamma, \gamma)$ dominates any $(-\delta, -\alpha, \delta, \alpha)$ with $\delta > \gamma > \alpha$ via coalition $\{2, 3\}$.

The stable sets we obtain in Example 4.2 above also correspond to the cores of the information graph games that arise when removing an edge in the cycle. The stable set $S_1$ for the left information graph corresponds with the core of the game that arises when removing edge 13 and the stable set $S_2$ corresponds with the core of the game that arises when removing edge 23. The stable set $S_3$ for the information graph on the right corresponds with the core of the game that arises when removing edge 13. However, set $S_4$ that corresponds with the core of the game that arises when removing edge 23 is not a stable set, since it is not internally stable in the original game.

An important difference of the information graph $E$ on the left with respect to the one $E'$ on the right (and also with the informed rings studied in this section) is that agent 2 does not have a fixed core payoff. Notice that $-1 = m_2^{C'} < C'(\{2\}) = 0$, while $m_2^C = C(\{2\}) = 0$ and also $m_1^C = C(\{1\}) = 0$ and $m_1^{C'} = C(\{1\}) = 0$. 
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4.2 Source as a node connected to the ring

We now focus on those ring networks $E$ where the source does not belong to
the ring but one of the agents, say agent 1, is connected to the source. That
is, $E = \{01, 12, 23, 34, \ldots, (n - 1)n, n1\}$.

![Figure 7: An informed ring not containing the source.](image)

In this case, the core of the corresponding information graph game con-
tains more than one point. Next proposition precisely describes this core.

**Proposition 4.2** In a ring topology $(N, E)$ of informed agents given by
$E = \{01, 12, 23, \ldots, (n - 1)n, n1\}$, the core of the corresponding cost game is
$C(E) =$

$$\{(-\alpha_1, \alpha_1 - \alpha_2, \alpha_2 - \alpha_3, \ldots, \alpha_{n-1}) \in \mathbb{R}^N : 1 \geq \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_{n-1} \geq 0\}.$$ 

**Proof.** If $x \in C(E)$, then $-1 \leq x_1 \leq 0$ and $0 \leq x_i \leq 1$ for all $2 \leq i \leq n$.
This is because $C(\{1\}) = 0$, $\overline{m}_1 = -1$ and $C(\{i\}) = 1$ and $\overline{m}_i = 0$ for all
The remaining core constraints are $x([i,j]) \leq 0$ if $1 \in [i,j]$ and $x([i,j]) \leq 1$ otherwise. Then, from $x_1 \leq 0$ we know there exists $\alpha_1 \geq 0$ such that $x_1 + \alpha_1 = 0$ and hence $x_1 = -\alpha_1$. From $x_1 + x_2 \geq 0$ we deduce there exists $\alpha_2 \geq 0$ such that $x_1 + x_2 + \alpha_2 = 0$ and hence $x_2 = \alpha_1 - \alpha_2$. By repeatedly applying this argument we get that $x_i = \alpha_{i-1} - \alpha_i$ for all $2 \leq i \leq n - 1$ and by efficiency $x_n = \alpha_{n-1}$, with $\alpha_i \geq 0$ for all $1 \leq i \leq n - 1$. From $-1 \leq x_1$ we obtain $\alpha_1 \leq 1$ and from $0 \leq x_i$ we get $\alpha_{i-1} \geq \alpha_i$ for all $2 \leq i \leq n - 1$. It is now straightforward to check that for $x = (-\alpha_1, \alpha_1 - \alpha_2, \alpha_2 - \alpha_3, \ldots, \alpha_{n-1})$ with $1 \geq \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_{n-1}$ all core constraints are satisfied.

Notice that in a core allocation of an informed ring topology with the source outside the ring, all agents but the one connected to the source pay a non-negative amount to obtain the information. Agent $i > 1$ pays $\alpha_{i-1}$ to her predecessor in the path to the source, and receives $\alpha_i$ from the agent that follows. No payment can exceed the unitary cost of the information and the net payment for each agent is non-negative. Agent 1, that is connected to the source, receives a non-negative payment.

When $n > 3$, the core described in the above proposition is not a stable set, since the graph is not cycle-complete.

Given a ring topology as defined above, we may consider the information graph situation obtained by deleting one edge, take for instance $E \setminus \{n1\}$. It is straightforward to see that the core of this subgraph situation is $C(E \setminus \{n1\}) = \{(-\alpha_1, \alpha_1 - \alpha_2, \alpha_2 - \alpha_3, \ldots, \alpha_{n-1}) \in \mathbb{R}^N : \alpha_i \in [0, 1] \text{ for all } i \in N\}$ (6)

which means that, inside this set, agent 1 always receives a non-negative payment while agent $n$ always pays a non-negative amount. Each intermediate agent (agents from 2 to $n-1$) receives some amount from the agent that follows in the graph and pays something to the one that precedes her in the path to the source. The balance for each intermediate agent may be positive or negative. Clearly the imputation set of both information graph situations, $E$ and $E \setminus \{n1\}$ is the same, and $C(E) \subseteq C(E \setminus \{n1\})$. 
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Since $E \setminus \{n1\}$ is cycle-complete, $C(E \setminus \{n1\})$ is a stable set for $E \setminus \{n1\}$ but not necessarily for $E$ because the cost functions differ, the coalition $S = \{1, n\}$ has cost zero in $(N, E)$ but cost one in $(N, E \setminus \{n1\})$. This situation is illustrated in the next example.

**Example 4.3** Let $E = \{01, 12, 23, 34, 45, 51\}$ be an informed ring not containing the source. Take the imputations $y = (-0.3, 0.1, -0.1, -0.2, 0.5)$ and $x = (-0.4, 0.2, -0.1, -0.1, 0.4)$. Notice that both imputations belong to $C(E \setminus \{51\})$, since the first one is defined by taking $\alpha_1 = 0.3, \alpha_2 = 0.2, \alpha_3 = 0.3$ and $\alpha_4 = 0.5$ in (6), while the second corresponds to $\alpha_1 = 0.4, \alpha_2 = 0.2, \alpha_3 = 0.3$ and $\alpha_4 = 0.4$. Moreover, $x$ domy via coalition $S = \{1, 5\}$ in $(N, E)$, which implies $C(E \setminus \{51\})$ is not internally stable.

One may think of restricting the set $C(E \setminus \{51\})$ by imposing $\alpha_1 \geq \alpha_4$ to avoid internal domination via coalition $\{1, 5\}$, but the subset that results is still not internally stable. To see that, take the imputations

\[ y' = (-0.7, -0.3, 0.7, -0.1, 0.4) \text{ and } x' = (-0.75, -0.1, 0.65, -0.15, 0.35). \]

Notice that $y', x' \in C(E \setminus \{51\})$, since $y'$ is defined by $\alpha_1 = 0.7, \alpha_2 = 1, \alpha_3 = 0.3, \alpha_4 = 0.4$ and $x'$ corresponds to $\alpha_1 = 0.75, \alpha_2 = 0.85, \alpha_3 = 0.2, \alpha_4 = 0.35$. Moreover $x$ domy via coalition $S' = \{1, 3, 4, 5\}$ in $(N, E)$.

Nevertheless, the set $C(E \setminus \{n1\})$ satisfies a weaker stability property. It is externally stable. The same result is obtained if we delete any other edge in the ring.

**Proposition 4.3** In a ring topology $(N, E)$ of informed agents, the sets

\[ S_{ij} = C(E \setminus \{ij\}) \]

where $i, j \in N$ and $ij \in E$, are externally stable.

**Proof.** Assume $E = \{01, 12, \ldots, (n-1)n, n1\}$ and fix $i, j \in N$ with $ij \in E$. Notice that $I(E) = I(E \setminus \{ij\})$. Hence, since $E \setminus \{ij\}$ is cycle-complete, Theorem 3.1 guarantees that $C(E \setminus \{ij\})$ is externally stable in $I(E \setminus \{ij\}) = C(E \setminus \{ij\})$. 

27
\( I(E) \). This means that any \( y \in I(E) \setminus C(E \setminus \{ij\}) \) is dominated by some \( x \in C(E \setminus \{ij\}) \) via some coalition \( S \) which we may assume with no loss of generality that is connected in \( E \setminus \{ij\} \). Then, \( S \) is also connected in \( E \) and hence it has the same cost in both information graphs, which implies that also \( x \text{dom}_S y \) in \( E \).

External stability of \( S_{ij} = C(E \setminus \{ij\}) \) means that whenever the negotiation on how to allocate the cost of sharing the information in an informed ring not containing the source leads to some proposal outside this set, there will be a coalition of agents that will object and propose an allocation in \( S_{ij} \). However, this allocation may not be final, since it can be dominated by another allocation, even by an allocation in \( S_{ij} \), as internal stability is not satisfied.

Our next step is to look for a set \( V \) in between \( C(E) \) and \( C(E \setminus \{ij\}) \) that preserves the internal stability of the first and the external stability of the second. To this end we propose to consider the union of \( C(E) \) with the core of two subgames. The first one is obtained when removing agent \( n \); we denote by \( E^{-n} \) the subgraph \((N \setminus \{n\}, E|_{N \setminus \{n\}})\), where \( E|_{N \setminus \{n\}} \) is the restriction of the graph \( E \) to those edges not adjacent to node \( n \). The second subgame is obtained when removing agent 1, and again we denote by \( E^{-1} \) the subgraph \((N \setminus \{1\}, E|_{N \setminus \{1\}})\). In both cases, in order to deal with imputations of the original situation \( E \), we assume the agent that is removed gets her marginal contribution, which is zero for agent \( n \) and \(-1\) for agent 1. As it has been done for assignment games, we name extended core the set of payoff vectors in the core of a subgame where one agent has been removed completed with the marginal contribution of the removed agent. In this case we have:

\[
C(E^{-n}) = \left\{ \left( -\alpha_1, \alpha_1 - \alpha_2, \ldots, \alpha_{i-1} - \alpha_i, \ldots, \alpha_n - 0 \right) \left| 0 \leq \alpha_i \leq 1, \forall i \in \{1, \ldots, n-2\} \right. \right\}
\]

\[
C(E^{-1}) = \left\{ \left( -1, 1 - \alpha_2, \ldots, \alpha_{i-1} - \alpha_i, \ldots, \alpha_n - \alpha_{n-1}, \alpha_{n-1} \right) \left| 0 \leq \alpha_i \leq 1, \forall i \in \{2, \ldots, n-1\} \right. \right\}
\]

Next proposition shows that the union of the core of the information graph situation \( E \) and the extended cores of the information graph situations \( E^{-1} \)
and $E^{-n}$ is internally stable. Notice that $C(E) \cup C(E^{-1}) \cup C(E^{-n})$ is a subset of $C(E \setminus \{n1\})$.

**Proposition 4.4** In a ring topology $(N, E)$ of informed agents given by the information graph $E = \{01, 12, 23, \ldots, (n-1)n, n1\}$, the set

$$C(E) \cup C(E^{-1}) \cup C(E^{-n})$$

is internally stable.

**Proof.** Let $x, y \in C(E) \cup C(E^{-1}) \cup C(E^{-n})$ be such that $x \text{dom}_S y$ for some interval coalition $S$. Notice that $y = (\alpha_1, \alpha_2 - \alpha_1, \ldots, \alpha_{i-1} - \alpha_i, \ldots, \alpha_{n-1})$ where $\alpha_i \in [0, 1]$ for all $i \in \{1, 2, \ldots, n-1\}$ and either $\alpha_1 = -1$ or $\alpha_{n-1} = 0$ or $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_1$, and the same description is valid for $x$ with respect some $\alpha = (\alpha'_1, \alpha'_2, \ldots, \alpha'_{n-1}).$

If $1 \notin S$, then $y(S) = \alpha_i - \alpha_j \leq 1$ for some $i < j$ or $y(S) = \alpha_i \leq 1$ for some $i \in \{1, 2, \ldots, n-1\}$. In any case, $x_i < y_i$ for all $i \in S$ implies $x(S) < y(S) \leq 1 = C(S)$ which contradicts $x \text{dom}_S y$.

Assume then $1 \in S$. If $y \in C(E^{-1})$, then $x_1 < y_1 = -1$ contradicts $x_1 = -\alpha'$ for some $0 \leq \alpha' \leq 1$. Similarly, if $y \in C(E^{-n})$, $x_n < y_n = 0$ contradicts $x_n = \alpha'_{n-1} \geq 0$. Finally, if $y \in C(E)$, then either $y(S) = -\alpha_i \leq 0$ for some $i \in \{1, 2, \ldots, n-1\}$ or $y(S) = \alpha_t - \alpha_i$ with $t > i$, which means that also $y(S) \leq 0$. Then $x(S) < y(S) \leq 0 = C(S)$ contradicts $x \text{dom}_S y$.  

The question now is if the set $C(E) \cup C(E^{-1}) \cup C(E^{-n})$ is also externally stable. We postpone the definitive answer, but for the moment we show that all imputations outside $C(E \setminus \{n1\})$, that were already proved to be dominated by some imputation in $C(E \setminus \{n1\})$, are also dominated by some imputation in the smaller set $C(E) \cup C(E^{-1}) \cup C(E^{-n})$

**Proposition 4.5** In a ring topology $(N, E)$ of informed agents given by $E = \{01, 12, 23, \ldots, (n-1)n, n1\}$, every $y \in \mathcal{I}(E) \setminus C(E \setminus \{n1\})$ is dominated by some $x \in C(E) \cup C(E^{-1}) \cup C(E^{-n})$.  
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Proof. Take $y \in \mathcal{I}(E)$. We show that unless $y \in \mathcal{C}(E \setminus \{n1\})$, the imputation $y$ is dominated by some element of $\mathcal{C}(E) \cup \mathcal{C}(E^{-1}) \cup \mathcal{C}(E^{-n})$.

Indeed, if $y_1 > 0$, then take the zero vector $x = 0$ and notice $x \text{dom}_{\{1\}} y$ and $x = 0 \in \mathcal{C}(E)$. So, we may assume $y_1 \leq 0$.

If $y_1 + y_2 > 0$, take $2\varepsilon = y_1 + y_2 > 0$ and define $x \in \mathbb{R}^n$ by $x_1 = y_1 - \varepsilon$, $x_2 = y_2 - \varepsilon$ and $x_i = 0$ for all $3 \leq i \leq n$. Notice that $x_1 < y_1 \leq 0$, $x_2 < y_2$ and $x_1 + x_2 = 0 = \mathcal{C}(\{1, 2\})$ and thus $x \text{dom}_S y$ with $S = \{1, 2\}$. Moreover, $x \in \mathcal{C}(E^{-n})$ since if we write $x_1 = -\alpha_1$ and $\alpha_i = 0$ for all $2 \leq i \leq n - 1$, we have that $x_i = \alpha_{i-1} - \alpha_i$ for all $2 \leq i \leq n - 1$ and $x_n = \alpha_{n-1} = 0$. And from $y \in \mathcal{I}(E)$ follows $\alpha_1 = x_2 < y_2 \leq 1$. As a consequence, we may assume $y_1 + y_2 \leq 0$.

If for all $1 \leq k < n-1$ it holds $\sum_{i=1}^{k} y_i \leq 1$ we show that also $\sum_{i=1}^{k+1} y_i \leq 0$. Assume on the contrary that $\sum_{i=1}^{k+1} y_i > 0$. Take then $\varepsilon = \frac{1}{k+1} \sum_{i=1}^{k+1} y_i$ and define $x \in \mathbb{R}^n$ by $x_i = y_i - \varepsilon$ for all $1 \leq i \leq k+1$ and $x_i = 0$ for all $k+1 < i \leq n$. Notice that $x \text{dom}_y$ via coalition $S = \{1, 2, \ldots, k+1\}$. It remains to see that $x \in \mathcal{C}(E) \cup \mathcal{C}(E^{-1}) \cup \mathcal{C}(E^{-n})$. To this end, first we have $\sum_{i=1}^{t} x_i < \sum_{i=1}^{t} y_i \leq 0$ for all $1 \leq t < k+1$ and $\sum_{i=1}^{k+1} y_i = 0$, which implies $x_1 = -\alpha_1$, $x_i = \alpha_{i-1} - \alpha_i$ for all $1 \leq i \leq k$ and $x_{k+1} = \alpha_k$, for some $\alpha_i \geq 0$ for $1 \leq i \leq k$. Secondly we must see $\alpha_i \leq 1$ for all $1 \leq i \leq k$. It is clear that $y_{k+1} = \alpha_k \leq 1$ since if $y_{k+1} > 1$, then $x' \text{dom}_y$ via coalition $\{k+1\}$, where $x'_1 = -1$, $x'_{k+1} = 1$ and $x'_i = 0$ otherwise, and hence $x' \in \mathcal{C}(E) \cap \mathcal{C}(E^{-n}) \cap \mathcal{C}(E^{-1})$. This implies that, if $y$ is not dominated by $\mathcal{C}(E) \cup \mathcal{C}(E^{-1}) \cup \mathcal{C}(E^{-n})$, then $\sum_{i=1}^{k+1} y_i \leq 1$.

Recursively we have obtained that if $y$ is not dominated by an element of $\mathcal{C}(E) \cup \mathcal{C}(E^{-1}) \cup \mathcal{C}(E^{-n})$, then $\sum_{i=1}^{k} y_i \leq 0$ for all $1 \leq k \leq n - 1$ and $\sum_{i=1}^{n} y_i = 0$. This implies there exist $\alpha_i \geq 0$ for $1 \leq i \leq n - 1$ and $y_n = -\alpha_1$, $y_i = \alpha_{i-1} - \alpha_i$ for all $1 < i < n$ and $y_n = \alpha_{n-1}$. We only need to prove that $\alpha_i \leq 1$ for all $1 \leq i \leq n - 1$ to guarantee that $y \in \mathcal{C}(E \setminus \{n1\})$.

It is clear that $\alpha_{n-1} \leq 1$ since $y_n = \alpha_{n-1} > 1$ would imply that $x' = (-1, 0, 0, \ldots, 0, 1) \text{dom}_{\{n\}} y$, and $x'$ belongs to $\mathcal{C}(E) \cap \mathcal{C}(E^{-1})$.

Let $q = \max\{1 \leq i < n - 1 : \alpha_i > 1\}$ and $p = \max\{q \leq i \leq n - 1 : \alpha_i > 1\}$.
0 for all \( q \leq r \leq i \). Now, let \( \varepsilon = \min \{ \alpha_i : q + 1 \leq i \leq p \} \) and let, for each \( q + 1 \leq i \leq p \), let \( \varepsilon_i \) be such that

\[
0 < \varepsilon_p < \varepsilon_{p-1} < \cdots < \varepsilon_{q+2} < \varepsilon_{q+1} < \min \{ \varepsilon, 1 - \alpha_q \}.
\]

Then we define \( x' \in \mathbb{R}^n \) by \( x'_1 = -\alpha'_1, x'_i = \alpha'_{i-1} - \alpha'_i \) for all \( 1 < i \leq p \) and \( x'_{p+1} = \alpha'_p \), where \( \alpha'_i = 1 \) for all \( 1 \leq i \leq q \) and \( \alpha'_i = \alpha_i - \varepsilon_i \) for all \( q + 1 \leq i \leq p \) and \( \alpha'_i = 0 \) otherwise. Notice that such \( x' \) belongs to \( C(E^{-1}) \) and dominates \( y \) via coalition \( S = \{ q + 1, q + 2, \ldots, p + 1 \} \).

We then conclude that if \( y \in \mathcal{I}(E) \) is not dominated by any element in \( C(E) \cup C(E^{-1}) \cup C(E^{-n}) \), then \( y \in C(E \setminus \{ n1 \}) \).

To be externally stable, the set \( V = C(E) \cup C(E^{-1}) \cup C(E^{-n}) \) should dominate any imputation in \( C(E \setminus \{ n1 \}) \setminus V \). The next example shows that this is the case for 4-player situations.

**Example 4.4** Let us consider the four-player information graph situation depicted in Figure 8.

![Figure 8: Four-player information graph.](image)

From Proposition 4.4 and Proposition 4.5 we have that \( V = C(E) \cup C(E^{-1}) \cup C(E^{-4}) \) is internally stable and also that any imputation outside
\( \mathcal{C}(E \setminus \{41\}) \) is dominated by some imputation in \( V \). To see that \( V \) is a stable set, it remains to show that any imputation in \( \mathcal{C}(E \setminus \{41\}) \setminus V \) is dominated by some imputation in \( V \).

Take \( y \in \mathcal{C}(E \setminus \{41\}) \), this means

\[
y = y^\alpha = (-\alpha_1, \alpha_1 - \alpha_2, \alpha_2 - \alpha_3, \alpha_3) \text{ with } 0 \leq \alpha_i \leq 1 \text{ for } i \in \{1, 2, 3\}. \tag{7}
\]

Notice that if \( \alpha_3 = 0 \), then \( y \in \mathcal{C}(E^{-4}) \), and if \( \alpha_1 = 1 \) then \( y \in \mathcal{C}(E^{-1}) \). In both cases \( y \) would belong to \( V \), in contradiction with \( \mathcal{C}(E \setminus \{41\}) \setminus V \). As a consequence we assume \( \alpha_1 < 1 \) and \( \alpha_3 > 0 \).

If \( \alpha_1 < \alpha_3 \), then \( x = (-\frac{\alpha_1 + \alpha_3}{2}, 0, 0, \frac{\alpha_1 + \alpha_3}{2}) \) belongs to \( \mathcal{C}(E) \), since it can be described by \( x = x^{\alpha'} \) where \( \alpha_1' = \alpha_2' = \alpha_3' = \frac{\alpha_1 + \alpha_3}{2} \). Notice that \( x \text{ dom}_{\{1,4\}} y \). Hence we may assume from now on that \( \alpha_1 \geq \alpha_3 \).

If \( 1 \geq \alpha_2 > \alpha_1 \geq \alpha_3 > 0 \), take \( 0 < \varepsilon < \min\{\alpha_3, 1 - \alpha_1, \frac{\alpha_3 - \alpha_1}{2}\} \) and define \( x = x^{\alpha'} \) by \( \alpha_1' = \alpha_2' = \alpha_1 + \varepsilon \) and \( \alpha_3' = \alpha_3 - \varepsilon \). Notice that \( 1 > \alpha_1' \geq \alpha_2' \geq \alpha_3' \geq 0 \) and hence \( x \in \mathcal{C}(E) \) and \( x \text{ dom}_{\{1,3,4\}} y \). We may assume then that \( \alpha_1 \geq \alpha_2 \).

If \( 1 > \alpha_1 \geq \alpha_3 > \alpha_2 \geq 0 \), take \( 0 < \varepsilon < \{1 - \alpha_1, \frac{\alpha_3 - \alpha_2}{2}\} \) and define \( x = x^{\alpha'} \) by \( \alpha_1' = \alpha_1 + \varepsilon \) and \( \alpha_2' = \alpha_3' = \alpha_2 + 2\varepsilon \). Notice that \( 1 \geq \alpha_1' \geq \alpha_2' \geq \alpha_3' \geq 0 \) and hence \( x \in \mathcal{C}(E) \) and \( x \text{ dom}_{\{1,2,4\}} y \). We may assume then that \( \alpha_2 \geq \alpha_3 \).

We have seen that \( y \) is dominated by some element of \( V \) unless \( 1 > \alpha_1 \geq \alpha_2 \geq \alpha_3 > 0 \), but then \( y \in \mathcal{C}(E) \subseteq V \), in contradiction with the initial assumption. This concludes that \( V = \mathcal{C}(E) \cup \mathcal{C}(E^{-1}) \cup \mathcal{C}(E^{-4}) \) is a stable set.

The above example, together with Example 4.2, allows to say that all 4-agent information graph situations where some agent is connected to the source has a stable set that is the union of the core of the game and the cores of certain subgames. It would be interesting to be able to say something similar for 5-agent information graph games, since for arbitrary games with 5 players the existence of stable sets is still an open problem. Unfortunately, the result obtained for 4 agents cannot be extended to the 5-agent situation since an imputation \( y = (-\alpha_1, \alpha_1 - \alpha_2, \alpha_2 - \alpha_3, \alpha_3 - \alpha_4, \alpha_4) \) with \( 1 \geq \alpha_2 \)}
\[ \alpha_1 \geq \alpha_4 > \alpha_3 \geq 0 \] may not be dominated by an imputation in \( C(E) \cup C(E^{-1}) \cup C(E^{-5}) \). It should be investigated if the addition of the core of another subgame could solve the problem. But this would form part of a more general strategy to deal also with arbitrary information graph games with more than one ring.

5 Concluding remarks

This paper shows a characterization of the stability of the core of information graph situations and also, when the graph has a ring structure that contains the source of information, provides a stable set for this game that coincides with the core of a related information graph where one edge has been removed or, equivalently, the extended core of a related information graph where one node has been removed.

When the source is not in the ring but connected to it, we show that the union of the core of the game and the core of some subgames is internally stable, and becomes a stable set in the four-player case.

This fact resembles the situation of assignment games where some stable sets are obtained as the union of the cores of some subgames (Núñez and Rafels, 2013) and also of patent licensing games in which some stable sets coincide with the core of some suitably defined reduced game (Hirai and Watanabe, 2018).

Of course, many examples can be provided of stable sets (for instance in some three-player games) which are not convex sets and hence will not coincide with the cores of coalitional games. When a stable set corresponds with the core of another coalitional game, being it a subgame or a reduced game, it is more clear the rationale that is behind its standard of behavior: some agent leaves the game (maybe paying her marginal contribution) and the remaining agents share the cost according to a core allocation of the subgame or the reduced game.

It remains open whether stable sets always exist for information graph
games and, if this is the case, whether there is always a stable set consisting of the union of the cores of some related information graph games after removing some nodes or edges in incomplete cycles.
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