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Abstract. For a fixed analytic function g on the unit disc D, we
consider the analytic paraproducts induced by g, which are defined
by Tgfpzq �

³z
0
fpζqg1pζq dζ, Sgfpzq �

³z
0
f 1pζqgpζq dζ, and Mgfpzq �

fpzqgpzq. The boundedness of these operators on various spaces of ana-
lytic functions on D is well understood. The original motivation for this
work is to understand the boundedness of compositions of two of these
operators, for example T 2

g , TgSg, MgTg, etc. Our methods yield a char-
acterization of the boundedness of a large class of operators contained
in the algebra generated by these analytic paraproducts acting on the
classical weighted Bergman and Hardy spaces in terms of the symbol g.
In some cases it turns out that this property is not affected by cancella-
tion, while in others it requires stronger and more subtle restrictions on
the oscillation of the symbol g than the case of a single paraproduct.

1. Introduction

Let HpDq be the space of analytic functions on the unit disc D of the
complex plane. For α ¡ �1 and 0   p   8, the weighted Bergman space
Apα consists of the functions f P HpDq such that

}f}pα,p :� pα� 1q

»
D
|fpzq|pp1 � |z|2qα dApzq   8,

where dA is the the normalized area measure on D. Let Hp, 0   p ¤ 8,
denote the classical Hardy space of analytic functions in D. To simplify the
notations, we shall write Ap�1 :� Hp and } � }�1,p :� } � }Hp , 0   p   8.
Given g P HpDq, let us consider the multiplication operator Mgf � fg and
the integral operators

Tgfpzq �

» z
0
fpζqg1pζq dζ Sgfpzq �

» z
0
f 1pζqgpζq dζ pz P Dq.

Due to the integration by parts relation

(1.1) Mgf � Tgf � Sgf � gp0qfp0q,

we call these operators analytic paraproducts.
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It is well-known [2, 3, 4, 10] that Tg is bounded on Apα if and only if g
belongs to the Bloch space B when α ¡ �1, and g P BMOA in the Hardy
space case α � �1. In particular, these results show that cancellation plays
a key role in the boundedness of the integral operator Tg. This is very
different from the case of Mg and Sg, whose boundedness on these spaces is
equivalent to the boundedness of g in D (see Proposition 2.4 below and the
references following it).

Throughout the paper the spaces of bounded and compact linear oper-
ators on Apα are denoted by BpApαq and KpApαq, respectively. Moreover, if
T : Apα Ñ Apα is a linear map, we write }T }α,p � sup}f}α,p¤1 }Tf}α,p, and we

refer to this quantity as the operator norm of T on Apα, despite that Apα is
not a normed space for 0   p   1.

The primary aim of this paper is to study the boundedness of compositions
(products) of analytic paraproducts acting on Apα. In order to provide some
intuition and motivation for this circle of problems, let us have a brief look at
compositions of two such paraproducts. Clearly, M2

g � MgMg is bounded
on these spaces if and only if g P H8 and we shall show (Theorem 1.2)
that the same holds for S2

g . On the other hand, it turns out that T 2
g P

BpApαq if and only if Tg P BpApαq (Theorem 1.1). Regarding mixed products,
a simple computation reveals that SgTg � TgMg � 1

2Tg2 , so that both

compositions are bounded on Apα if and only if g2 P B, when α ¡ �1, or g2 P
BMOA, when α � �1. This last condition is strictly stronger than g P B or
g P BMOA, respectively (see Proposition 2.1 below). The compositions in
reversed order raise additional problems because they cannot be expressed as
a single paraproduct. They can be related to the previous ones using (1.1):

(1.2) MgTg � SgTg � T 2
g , TgSg � SgTg � T 2

g � gp0qpg � gp0qqδ0,

where δ0f � fp0q. Intuitively, from above it appears that SgTg � 1
2Tg2

is the “dominant term” in both sums, but a priori it is not clear whether
such sums are affected by cancellation or not. Thus we are led in a natural
way to consider sums of compositions of paraproducts rather than only
compositions. A similar situation occurs when dealing withMgSg and SgMg.
Due to these preliminary observations we turn our attention to the full
algebra Ag generated by the operators Mg, Sg, and Tg. The operators in Ag

will be called g-operators. In this general framework we begin by showing
that any g-operator L has a representation

(1.3) L �
ņ

k�0

SkgTgPkpTgq � SgPn�1pSgq � gp0qPn�2pg � gp0qq δ0,

for some n P N, where the Pk’s are polynomials. This representation is
essentially unique, see §3.2. If Pk � 0, for 0 ¤ k ¤ n� 1, we will say that L
is a trivial operator. With this representation in hand we can derive a fairly
surprising necessary condition for the boundedness of general operators in
this algebra.

Theorem 1.1. Let g P HpDq, 0   p   8 and α ¥ �1. Let L be a
g-operator written in the form (1.3). Then:

a) If L is a non-trivial operator and L P BpApαq, then Tg P BpApαq, that is,
g P B, when α ¡ �1, and g P BMOA, when α � �1.
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b) If L is a non-zero trivial operator, then L P BpApαq if and only if gdegPn�2 P
Apα.

Note that the result applies directly to TgSg and MgTg via (1.2) and jus-
tifies the intuition that these operators are bounded on Apα if and only if
g2 P B, when α ¡ �1, or g2 P BMOA, when α � �1. In fact, in §4.3 we
provide a complete characterization of the boundedness of compositions of
two analytic paraproducts (see also Corollary 1.4 below). The theorem can
be used to characterize the boundedness of more complicated g-operators.
In addition, it provides a crucial preliminary step in the proof of our char-
acterization of boundedness of certain g-operators which we now state.

Theorem 1.2. Let g P HpDq, 0   p   8 and α ¥ �1. Let L be a g-operator
written in the form (1.3). Then:

a) If Pn�1 � 0, L P BpApαq if and only if g P H8.

b) If Pn�1 � 0 and Pn � 1, L P BpApαq if and only if Tgn�1 P BpApαq,
or equivalently, gn�1 P B, when α ¡ �1, and gn�1 P BMOA, when
α � �1.

c) If α ¡ �1, Pn�1 � 0, and Pnp0q � 0, L P BpApαq if and only if gn�1 P B.

We have not been able to extend part c) of this theorem to the Hp-case.
One direction follows directly from Proposition 2.1, but the remaining one
is, in our opinion, an interesting and challenging open question.

Question 1.3. Let g P HpDq, 0   p   8, and let L be a g-operator written
in the form (1.3) with Pn�1 � 0, and Pnp0q � 0, which is bounded on Hp.
Is it true that gn�1 P BMOA?

When dealing with operators in Ag, an initial hurdle can be easily recog-
nized, namely that these operators are formally defined as sums of products
of possibly unbounded operators on the spaces in question. One way to
overcome this difficulty is to consider dilations of the symbol g, which are
defined, for λ P D, by gλpzq � gpλzq. In Proposition 4.3 we prove that
if Lg P Ag X BpApαq then }Lgλ}α,p ¤ }Lg}α,p for all λ P D. This fact will
be repeatedly used in the proofs of the results stated above. Other key
ingredients for the proof of Theorem 1.1 are the estimates

}Tg}
n
α,p ¤ cn}T

n
g }α,p,

which will be established in Proposition 4.1, together with the analysis of
iterated commutators of Tg and Skg , k P N. A sample of this set of ideas
can be found in Corollary 4.9 below. The proof of Theorem 1.2 is somewhat
more involved, in particular, it makes use of the boundary behaviour of
Apα-valued functions of the form λÑ Lgλf , λ P D, f P Apα.

In order to discuss the class of g-operators covered by Theorem 1.2 b) it
is convenient to introduce the following terminology. An n-letter g-word is
a g-operator of the form L � L1 � � �Ln, where each Lj is either Mg, Sg or

Tg. For n P N, let A
pnq
g be the linear span of g-words with no more than

n letters and define the order of a g-operator L to be the least n P N such

that L P A
pnq
g . It turns out that if L P A

pnq
g then the words involved in
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its representation (1.3) have length at most n. For example, g-operators of
order two have the form

(1.4) L � a1Tg � a2T
2
g � a3SgTg � a4Sg � a5S

2
g � gp0qP pg � gp0qqδ0,

where aj P C, 1 ¤ j ¤ 5, and P is a polynomial of degree smaller than
2. These operators are covered by Theorem 1.2, and we have the following
complete characterization of their boundedness.

Corollary 1.4. Let g P HpDq, 0   p   8 and α ¥ �1. If L is a g-operator
of order two written in the form (1.4), then:

a) When either a4 � 0 or a5 � 0, L P BpApαq if and only if g P H8.

b) When a3 � 0 and a4 � a5 � 0, L P BpApαq if and only if g2 P B, for
α ¡ �1, and g2 P BMOA, for α � �1.

c) When a3 � a4 � a5 � 0 and either a1 � 0 or a2 � 0, L P BpApαq if and
only if g P B, for α ¡ �1, and g P BMOA, for α � �1.

On the other hand, our main result does not cover g-operators with
Pn�1 � 0 and Pnp0q � 0 in the representation (1.3). An example of this
type, where the condition for the boundedness is different, follows from the
second identity in (1.2). This together with SgTg �

1
2Tg2 implies

1
4T

2
g2 � SgpTgSgqTg � S2

gT
2
g � SgT

3
g ,

i.e. the operator on the right is the representation (1.3) of 1
4T

2
g2 . In view of

Theorem 1.2 one might expect that the presence of S2
g forces the bounded-

ness of Tg3 , but by Theorem 1.1 this operator is bounded on Apα if and only

if g2 P B, for α ¡ �1, and g2 P BMOA, for α � �1.
There are also g-operators of order 3 with Pn�1 � 0 and Pnp0q � 0 in the
representation (1.3). The simplest example is the 3-letter-word SgT

2
g and in

this case the situation differs even more dramatically to the one described
in Theorem 1.2. The following result shows that the boundedness of such
g-operators cannot be characterized with conditions of the form g P H8, or
gn P B pBMOAq, with n P N.

As usual, we denote by log the principal branch of the logarithm on
Czp�8, 0s, that is, log 1 � 0. For an open set U � C and an analytic
function h : U Ñ Czp�8, 0s, β P C, we define hβ � exppβ log hq.

Theorem 1.5. Consider the function g : D Ñ Czp�8, 0s defined by

gpzq � log

�
e

1 � z



pz P Dq.

Then:

a) g P BMOA, but for any α ¥ �1, p ¡ 0, we have SgT
2
g R BpApαq.

b) For 1
2   β   2

3 , g2β R B (and so g2β R BMOA), but SgβT
2
gβ

P KpApαq,
for any α ¥ �1 and p ¡ 0.

The paper is organized as follows. Section 2 contains some preliminary
results concerning the Bloch space and BMOA, in particular the condition
gk P B pBMOAq, for some k P N. In Section 3 we study the vector space
structure of the algebra Ag and prove the representation (1.3). Section 4 is
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devoted to the proof of our main results, Theorems 1.1 and 1.2. Finally, in
the last section we prove Theorem 1.5.

As usual, N is the set of positive integers and T � tz P C : |z| � 1u is
the unit circle. For λ P C and r ¡ 0, Dpλ, rq � tz P C : |z � λ|   ru is
the open disc centered at λ with radius r. For two non-negative functions
A and B, A . B (B & A) means that there is a finite positive constant C,
independent of the variables involved, which satisfies A ¤ C B. Moreover,
we will write A � B when A . B and B . A.

2. The spaces of symbols

In this section we will recall and prove some preliminary results about
BMOA and the Bloch space. For any a P D, define φapzq :� a�z

1�az , and
consider the classical BMOA and Bloch spaces endowed with their Garsia’s
seminorms |||�|||BMOA and |||�|||B (see, for instance, [6, 8] and the references
therein):

BMOA :�
!
f P HpDq : |||f |||2BMOA :� sup

aPD
}f � φa � fpaq}2H2   8

)
B :�

!
f P HpDq : |||f |||2B :� sup

aPD
}f � φa � fpaq}2A2   8

)
.

For a given Banach space (or a complete metric space) X of analytic func-
tions on D, a positive Borel measure µ on D is called a q-Carleson mea-
sure for X (vanishing q-Carleson measure for X) if the identity operator
I : X Ñ Lqpµq is bounded (compact). Recall that f P B if and only
if }f}B :� supzPDp1 � |z|2q|f 1pzq|   8, and f P BMOA if and only if
p1 � |z|2q |f 1pzq|2 dApzq is a Carleson measure for Hp, 0   p   8, or equiv-
alently

}f}2BMOA :� sup
aPD

»
D
p1 � |φa|

2q |f 1|2 dA   8.

Moreover, |||f |||B � }f}B and |||f |||BMOA � }f}BMOA.
We also consider the little-oh subspaces of BMOA and B:

VMOA :�
!
f P H2 : lim

|a|Ñ1�
}f � φa � fpaq}2H2 � 0

)
B0 :�

!
f P A2 : lim

|a|Ñ1�
}f � φa � fpaq}2A2 � 0

)
.

For f P HpDq, recall that f P B0 if and only if lim|z|Ñ1�p1�|z|2q|f 1pzq| � 0,

and f P VMOA if and only if p1�|z|2q |f 1pzq|2 dApzq is a vanishing Carleson
measure for Hp, 0   p   8, or equivalently

lim
|a|Ñ1�

»
D
p1 � |φa|

2q |f 1|2 dA � 0.

For 0   p   8 and m,n P N, m ¤ n, Jensen’s inequality shows that

}fm}
1{m
α,p ¤ }fn}

1{n
α,p . We will show that this result also holds for the Garsia’s

BMOA and Bloch seminorms.
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Proposition 2.1. Let m,n P N, m   n, and f P HpDq. Then,

|||fm|||
1{m
BMOA ¤ |||fn|||

1{n
BMOA(2.1)

|||fm|||
1{m
B ¤ |||fn|||

1{n
B .(2.2)

In particular, if fn P BMOA (fn P B), then fm P BMOA (fm P B).
Moreover, if fn P VMOA (fn P B0), then fm P VMOA (fm P B0).

Bearing in mind that f ÞÑ f �φa maps H2 or A2 to itself, Proposition 2.1
follows from the following lemma.

Lemma 2.2. Let m,n P N, m   n. Then:

}fm � fmp0q}
1{m
H2 ¤ }fn � fnp0q}

1{n
H2 pf P HpDqq(2.3)

}fm � fmp0q}
1{m
A2 ¤ }fn � fnp0q}

1{n
A2 pf P HpDqq.(2.4)

Proof. We only prove (2.3), the proof of (2.4) is completely analogous re-
placing H2 by A2. First of all, recall that

(2.5) }fk}2H2 � }f}2kH2k pf P HpDq, k P Nq,
and, by Jensen’s inequality,

(2.6) }f}H2n ¥ }f}H2m pf P HpDqq.
Now (2.3), in the case fp0q � 0, directly follows from (2.5) and (2.6). Indeed,
we have that

}fn}2H2 � }f}2nH2n ¥ }f}2nH2m � }fm}
p2nq{m
H2 pf P HpDqq,

and so

(2.7) }fn}
1{n
H2 ¥ }fm}

1{m
H2 pf P HpDqq,

which, in particular, gives (2.3) when fp0q � 0.

The general case is a consequence of (2.6), (2.7), and a simple argument.
First note that

(2.8) }fk � fkp0q}2H2 � }fk}2H2 � |fp0q|2k pf P HpDq, k P Nq.
Then, for any f P HpDq, we have that

}fn � fnp0q}2H2

p�q
� }fn}2H2 � |fp0q|2n

p�q

¥ }fm}
p2nq{m
H2 � |fp0q|2n

p�q
�
�
}fm � fmp0q}2H2 � |fp0q|2m

�n{m
� |fp0q|2n

p�q

¥ }fm � fmp0q}
p2nq{m
H2 ,

where p�q and p�q follow from (2.8) and (2.7), respectively, while p�q is a
consequence of the classical superadditivity inequality

px� yqα ¥ xα � yα px, y ¥ 0, α ¥ 1q.

(Recall that any convex function ϕ : r0,8q Ñ R whith ϕp0q � 0 is superad-
ditive, i.e. ϕpx� yq ¥ ϕpxq � ϕpyq, for any x, y ¥ 0.)
Hence

}fn � fnp0q}
1{n
H2 ¥ }fm � fmp0q}

1{m
H2 pf P HpDqq,
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and the proof is complete. �

The final part of this section recalls the descriptions of the symbols g P
HpDq such that the operators Tg, Sg and Mg are bounded, or compact, on
Apα.

Theorem 2.3. Let g P HpDq, 0   p   8 and α ¥ �1. Then:

a) Tg P BpApαq if and only if g P B, when α ¡ �1, and g P BMOA, when
α � �1. Moreover, }Tg}α,p � }g}B, if α ¡ �1, and }Tg}α,p � }g}BMOA,
if α � �1.

b) Tg P KpApαq if and only if g P B0, when α ¡ �1, and g P VMOA, when
α � �1.

Theorem 2.3 is originally proved, for α � �1, in [4, Thm. 1, Corollary 1]
(p ¥ 1) and in [2, Thm. 1(ii), Corollary 1(ii)] (0   p   1) and, for α ¡ �1,
in [5, Thm. 1] (p ¥ 1) and in [3, Thm. 4.1(i)] (0   p   1).

Proposition 2.4. Let g P HpDq, 0   p   8 and α ¥ �1. Then:

a) Sg P BpApαq (or Mg P BpApαq) if and only if g P H8. Moreover, }Sg}α,p �
}Mg}α,p � }g}H8.

b) Sg P KpApαq (or Mg P KpApαq) if and only if g � 0.

The characterization of the boundedness for Mg follows from a classical
result on pointwise multipliers (see [7, Lemma 11] or [14, Lemma 1.10]). The
remaining part of Proposition 2.4 is well known for the experts, but unfortu-
nately we have not found any explicit reference. For a sake of completeness
we include a sketch of the proof. If g P H8 then Mg, Tg, gp0qδ0 P BpApαq,
and so Sg P BpApαq, by (1.1). In order to prove the converse, recall that the

Bergman kernel for A2
α is Kαpz, λq � p1 � λzq�α�2, and, in particular, the

analytic function

hλpzq �
p1 � |λ|2q

α�2
p

p1 � λzq
2α�4
p

pλ P Dq

satisfies }hλ}α,p � 1. Thus if Sg P BpApαq then

|pSghλq
1pλq| ¤

cα,p

p1 � |λ|2q
α�2
p

�1
}Sghλ}α,p ¤

cα,p}Sg}α,p

p1 � |λ|2q
α�2
p

�1
,

from which follows that }g}H8 ¤ Cα,p }Sg}α,p. A similar argument shows
that if Mg P BpApαq then g P H8.

Using standard arguments on compact operators between spaces of an-
alytic functions (see Lemma 4.10) together with the above estimates it is
easy to prove part b) of Proposition 2.4.

3. The algebra Ag generated by the operators Tg, Sg, and Mg.

The main goal of this section is to show that any operator L P Ag has a
unique representation of the form (1.3) when g is non constant and gp0q �
0. A powerful purely algebraic machinery which helps dealing with such
questions are the Gröbner bases [1], [13]. However, we have preferred a direct
approach, partly for the sake of completeness, but also because our further
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arguments need some more specific information about this representation,
like for example Proposition 3.7 below.

3.1. Some useful identities. In this section we gather some formulas that
will be used later on.

Proposition 3.1. Let g P HpDq, and j, k P N. Then:

Mg � Sg � Tg � gp0q δ0(3.1)

Mk
g �Mgk(3.2)

Skg � Sgk(3.3)

SgjTgk �
k
j�k Tgj�k(3.4)

SgjMgk � Sgj�k �
k
j�k Tgj�k(3.5)

TgjMgk �
j

j�k Tgj�k(3.6)

TgSg � SgTg � T 2
g � gp0qpg � gp0qq δ0(3.7)

Proof. Let f P HpDq.
(3.1) Since pgfq1 � g1f � gf 1, we have

gpzqfpzq � gp0qfp0q �

» z
0
g1pζqfpζq dζ �

» z
0
gpζqf 1pζq dζ,

that is, Mgf � Tgf � Sgf � gp0q δ0f .

(3.2) Mk
g f � gkf �Mgkf .

(3.3) We proceed by induction on k. For k � 1 there is nothing to prove.
Now assume that Skg � Sgk . Then

Sk�1
g fpzq � SgpSgkfqpzq �

» z
0
gpζqk�1f 1pζq dζ � Sgk�1fpzq,

that is, Sk�1
g � Sgk�1 .

(3.4) It follows by integration from the identity gjpTgkfq
1 � k

j�k pg
j�kq1f .

(3.5) It follows from (3.1), (3.3) and (3.4):

SgjMgk � SgjSgk � SgjTgk � Sgj�k �
k
j�k Tgj�k

(3.6) It follows by integration from the identity pgjq1Mgkf �
j

j�k pg
j�kq1f .

(3.7) It follows from (3.1), (3.6) and (3.4) :

TgSg � TgMg � T 2
g � gp0qpg � gp0qq δ0

� SgTg � T 2
g � gp0qpg � gp0qq δ0 �

Proposition 3.2. Let g P HpDq, then

Tgpg � gp0qqn � 1
n�1pg � gp0qqn�1 pn P NY t0uq(3.8)

Sgpg � gp0qqn � gp0qpg � gp0qqn � n
n�1pg � gp0qqn�1 pn P Nq(3.9)
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Proof. Identity (3.8) is a direct computation, while (3.9) is easily checked:

Sgpg � gp0qqnpzq � n

» z
0
gpζqg1pζqpgpζq � gp0qqn�1dζ

� n

» z
0
g1pζqpgpζq � gp0qqndζ

� ngp0q

» z
0
g1pζqpgpζq � gp0qqn�1dζ

�
n

n� 1
pgpzq � gp0qqn�1 � gp0qpgpzq � gp0qqn. �

Corollary 3.3. Let g P HpDq and let P be a polynomial of degree n. Then:

a) TgP pg � gp0qq � Qpg � gp0qq, where Qpzq �
³z
0 P pζq dζ is a polynomial

of degree n� 1.

b) SgP pg�gp0qq � Qpg�gp0qq, with Qpzq � gp0qpP pzq�P p0qq�
³z
0 ζ P

1pζq dζ,
which is a polynomial of degree of n� 1.

Proof. Part a) directly follows from (3.8). Part b) is a direct consequence
of (3.9) and the fact that Sg1 � 0. �

Corollary 3.4. Let g P HpDq and let m,n P N. Then

Sm�jg T jg pg�gp0qq
n � n!

pm�nqpn�j�1q! pg�gp0qq
m�n�P pg�gp0qq p0 ¤ j ¤ mq,

where P is a polynomial of degree less than m � n and whose coefficients
only depend on gp0q, m, n and j.

Proof. By (3.8) it is clear that

T jg pg � gp0qqn � 1
pn�1q���pn�jqpg � gp0qqn�j � n!

pn�jq!pg � gp0qqn�j .

But (3.9) gives that

Sm�jg pg � gp0qqn�j � n�j
m�n pg � gp0qqm�n �Qpg � gp0qq,

where Q is a polynomial of degree less than m � n whose coefficients only
depend on gp0q, m, n and j. Hence the proof is complete. �

3.2. Vector space structure of Ag.

Definition 3.5. Let L P A
pnq
g , where n P N. We say that L admits an ST -

decomposition if there exists a polynomial P of degree less than n satisfying

L �
ņ

k�1

ķ

j�0

cj,kS
j
gT

k�j
g � gp0qP pg � gp0qq δ0,

where cj,k P C, for any j, k.

Proposition 3.6. Let g P HpDq and n P N. Then every L P A
pnq
g admits

an ST -decomposition.

Proof. We proceed by induction on n. For n � 1 there is nothing to prove
because (3.1) holds. Let n ¡ 1. Since, by the induction hypothesis, any
m-letter g-word, with m ¤ n � 1, admits an ST -decomposition, we will
complete the proof by induction once we have checked that Lpnq � LnL

pn�1q

has an ST -decomposition, when Ln is either Sg, Tg, or Mg and Lpn�1q is



10 A. ALEMAN, C. CASCANTE, J. FÀBREGA, D. PASCUAS, AND J. A. PELÁEZ

either gp0qP pg� gp0qq δ0, where P is a polynomial of degree less than n� 1,

or SjgT
k�j
g , where 0 ¤ j ¤ k and 1 ¤ k ¤ n� 1.

Assume first that Lpn�1q � gp0qP pg � gp0qq δ0. By the identity (3.1)
we only need to consider the case when Ln is either Tg or Sg. Then, by

Corollary 3.3, Lpnq � gp0qQpg � gp0qq δ0, where Q is a polynomial of degree
less than n.

Now assume that Lpn�1q � SjgT
k�j
g . As above, we only need to consider

the cases Ln � Sg and Ln � Tg. If Ln � Sg then Lpnq � Sj�1
g T k�jg ,

and, in particular, Lpnq has an ST -decomposition. Now consider the case
Ln � Tg. If j � 0 then Lpnq � T k�1

g and we are done. If j � k � 1, then

Lpnq � TgSg � SgTg � T 2
g � gp0qpg � gp0qq δ0, by (3.7), so we also are done.

Finally, if j ¡ 1 and k ¡ 1 then, again by (3.7), we have that

Lpnq � SgTgS
j�1
g T k�jg � T 2

g S
j�1
g T k�jg ,

because δ0Sg � 0. Since TgS
j�1
g T k�jg and T 2

g S
j�1
g T k�j�1

g are g-words with
less than n letters, they admit ST -decompositions, by the induction hypoth-
esis. It directly follows that Lpnq also has an ST -decomposition. �

From now on, in order to simplify the notation, we will write g0 � g�gp0q.
By the above proposition, any non-trivial g-operator L can be written as

(3.10) L �
ņ

k�0

SkgTgPkpTgq � SgPn�1pSgq � gp0qPn�2pg0q δ0,

where n P NYt0u and P0, . . . , Pn�2 are polynomials such that degPn�2   n
and either Pn � 0 or Pn�1 � 0. In other words, the vector space Ag is

spanned by tSjgT kg : j, k P NYt0u, j� k ¥ 1uY tpg0q
j δ0 : j P NYt0uu when

gp0q � 0, and by tSjgT kg : j, k P NY t0u, j � k ¥ 1u, when gp0q � 0.
Our next goal is proving the uniqueness of the ST -decomposition when

the symbol g is non constant and gp0q � 0. We will need two preliminary
results.

Proposition 3.7. Let g P HpDq, and let L � L1� gp0qP pg� gp0qqδ0, where

L1 �
m̧

k�1

ķ

j�0

cj,kS
j
gT

k�j
g

is a g-operator of order m P N and P is a polynomial of degree less than
m. Then there exists an increasing sequence tniui in N such that Lrpg �
gp0qqnis � Pipg � gp0qq, where Pi is a polynomial of degree m� ni.

Proof. By Corollary 3.4, for n P N and 0 ¤ k ¤ m, we have

Lrpg0q
n�k�1s � L1rpg0q

n�k�1s �
pn� k � 1q!

m� n� k � 1
ak,n pg0q

m�n�k�1 � Pkpg0q,

where Pk is a polynomial of degree less than m� n� k � 1 and

ak,n �
m̧

j�0

cj,m
pn�m� j � kq!

.



COMPOSITION OF ANALYTIC PARAPRODUCTS 11

Since L1 has order m, pc0,m, c1,m, � � � , cm,mq � p0, 0, . . . , 0q, so we have that
pa0,n, a1,n, . . . , am,nq � p0, 0, . . . , 0q, provided that

(3.11) Dpmq
n :� det

�
1

pn�m� j � kq!


m
j,k�0

� 0,

and, in particular, there is some 0 ¤ k ¤ m such that Lgn�k�1
0 � P pg0q,

where P is a polynomial of degree m � n � k � 1. Thus we only have
to check (3.11). In order to do that we recall the so called Pochhammer
symbols:

pkq0 � 1 pkq` � kpk � 1q � � � pk � `� 1q pk, ` P Nq.
Since

1

pn�m� j � kq!
�

1

pn�m� kq!
pn�m� j � k � 1qj ,

we have that D
pmq
n � bn,m ∆

pmq
n , where bn,m ¡ 0 and

∆pmq
n :�

∣∣∣∣∣∣∣∣∣
pn�m� 1q0 pn�m� 2q0 � � � pn� 2m� 1q0
pn�mq1 pn�m� 1q1 � � � pn� 2mq1

...
...

. . .
...

pn� 1qm pn� 2qm � � � pn�m� 1qm

∣∣∣∣∣∣∣∣∣ .
But p`q0 � 1 and p`� 1qj�1 � p`qj�1 � pj � 1qp`� 1qj , we have

∆pmq
n �

∣∣∣∣∣∣∣∣∣
1pn�m� 1q0 � � � 1pn� 2mq0

2pn�mq1 � � � 2pn� 2m� 1q1
...

. . .
...

mpn� 2qm�1 � � � mpn�mqm�1

∣∣∣∣∣∣∣∣∣ ,
and so ∆

pmq
n � m! ∆

pm�1q
n�1 . Since ∆

p1q
n�m � 1, we get (3.11). �

Lemma 3.8. Let g P HpDq. If g is not constant then tgn : n P N Y t0uu
and tpg � gp0qqn : n P N Y t0uu are bases for the vector space tP pgq :
P polynomial u.

Proof. It is clear that tgn : n P N Y t0uu and tpg0q
n : n P N Y t0uu span

the vector space tP pgq : P polynomial u. Now we want to prove that tgn :
n P N Y t0uu is linearly independent, which means that if P pgq � 0, for
some polynomial P , then P � 0. Thus assume that P pgq � 0, for some
polynomial P . Since g is not constant, g takes infinitely many values. It
follows that P has infinitely many zeros, that is, P � 0. A similar argument
shows that tpg0q

n : n P N Y t0uu is linearly independent, so the proof is
complete. �

Proposition 3.9. Let g P HpDq.
a) If g � 0 is constant and I is the identity mapping on HpDq, then tI, δ0u

is a basis for A
pnq
g , for every n P N, and so it is also a basis for Ag.

b) If g is not constant and gp0q � 0, then

(3.12) tSjgT
k�j
g : 1 ¤ k ¤ n, 0 ¤ j ¤ ku

is a basis for A
pnq
g , and so tSjgT kg : j, k P N Y t0u, j � k ¥ 1u is a basis

for Ag.
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c) If g is not constant and gp0q � 0, then

(3.13) tSjgT
k�j
g : 1 ¤ k ¤ n, 0 ¤ j ¤ ku Y tpg � gp0qqjδ0 : 0 ¤ j   nu

is a basis for A
pnq
g , and so

tSjgT
k
g : j, k P NY t0u, j � k ¥ 1u Y tpg � gp0qqjδ0 : j P NY t0uu

is a basis for Ag.

Proof. a) Assume g � c � 0. Then Tg � 0, Sg � cI � cδ0 and Mg � cI, so

both A
pnq
g and Ag are spanned (as vector spaces) by I and δ0. On the other

hand, I and δ0 are linearly independent. Indeed, if αI � βδ0 � 0, for some
α, β P C, then αf � pαI � βδ0qf � 0, for fpzq � z, so α � 0, and therefore
β � pαI � βδ0q1 � 0.

b) Assume g is not constant and gp0q � 0. Then Proposition 3.6 shows

that A
pnq
g is spanned by (3.12). On the other hand, the linear independence

of (3.12) follows from Proposition 3.7. Indeed, if

(3.14)
ņ

k�1

ķ

j�0

cj,kS
k�j
g T jg � 0,

where cj,k P C, then cj,k � 0, for any 1 ¤ k ¤ n and 0 ¤ j ¤ k, since
otherwise Proposition 3.7 shows that there is some ` P N such that�

ņ

k�1

ķ

j�0

cj,kS
k�j
g T jg

�
g` � P pgq,

where P is a non-constant polynomial, which is absurd, taking into ac-
count (3.14) and Lemma 3.8.

c) Assume g is not constant and gp0q � 0. First, note that (3.1) shows that

δ0 �
1
gp0qpMg � Sg � Tgq P A

p1q
g , and so (3.8) gives that

pg0q
j δ0 � j! pT jg 1q δ0 � j!T jg δ0 P A pnq

g p0 ¤ j   nq.

On the other hand, since Proposition 3.6 shows that A
pnq
g is spanned by (3.13),

we only have to prove the linear independence of (3.13). Assume that

(3.15)
ņ

k�1

ķ

j�0

cj,kS
k�j
g T jg � P pg0q δ0 � 0,

where cj,k P C and P is a polynomial. Then cj,k � 0, for any 1 ¤ k ¤ n and
0 ¤ j ¤ k, since otherwise Proposition 3.7 shows that there is some ` P N
such that �

ņ

k�1

ķ

j�0

cj,kS
k�j
g T jg � P pg0qδ0

�
pg0q

` � Qpg0q,

where Q is a non-constant polynomial, which is absurd, taking into ac-
count (3.15) and Lemma 3.8. Therefore

P pg0q � P pg0q δ01 � 0,

and a second application of Lemma 3.8 gives that P � 0. �
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We end this section by giving a second application of Propositions 3.6
and 3.7 (and Lemma 3.8) which clarifies the concept of trivial g-operator.
We recall that L P Ag is trivial if L � gp0qP pg0qδ0, for some polynomial P .

Proposition 3.10. Let g P HpDq.
a) If gp0q � 0 and L � P pgqδ0 P Ag, for some polynomial P , then L � 0.

b) A g-operator L is trivial if and only if Lpz`q � 0, for every ` P N.

Proof. Assume that gp0q � 0 and L � P pgqδ0 P Ag, for some polynomial
P . If g is constant then g � 0, so Mg � Sg � Tg � 0, and therefore
Ag � 0, which gives that L � 0. When g is not constant we proceed by

contradiction. Suppose that L � 0. Then L P A
pmq
g , for some m P N, so

Propositions 3.6 and 3.7 show that there is n P N such that Lgn � Qpgq,
where Q is a polynomial of degree m� n. But, since gp0q � 0, Lgn � 0, so
Qpgq � 0, and Lemma 3.8 implies that Q � 0, which is a contradiction and
finishes the proof of part a).

Finally, we prove part b). Now assume that L P Ag. If L is trivial, it is

clear that Lpz`q � 0, for every ` P N. On the other hand, if Lpz`q � 0, for
any ` P N, then LP � LpP p0qq � P p0qpL1q, for any polynomial P . Now
the continuity of L : HpDq Ñ HpDq implies that Lf � fp0qpL1q, for any
f P HpDq, that is, L � pL1q δ0. But L1 � P pg0q, where P is a polynomial,
and, by part a), we conclude that L is trivial. �

4. Main results

We start this section by studying the behaviour of the iterates of Tg.

Proposition 4.1. Let g P HpDq. If n P N, n ¡ 1, and Tng P BpApαq, then

Tg P BpApαq and there exists a constant cn ¡ 0, which only depends on n,
such that

(4.1) }Tgf}
n
α,p ¤ cn }T

n
g f}α,p}f}

n�1
α,p f P Apα,

and so

(4.2) }Tg}
n
α,p ¤ cn }T

n
g }α,p.

In particular, Tng P BpApαq, for some n P N, if and only Tng P BpApαq, for any
n P N.

In order to prove Proposition 4.1 we need the following useful result,
which is proved in [2, Thm. 1 (i)] for α � �1, while for α ¡ �1 it is a
direct consequence of Hölder’s inequality and the fact that the differentiation
operator f ÞÑ f 1 is a topological isomorphism from Apαp0q � tf P Apα : fp0q �
0u onto Apα�p [15, Thm. 4.28].

Lemma 4.2. Let r, q, s ¡ 0, 1
r �

1
s �

1
q , and g P Arα. Then Tg : Asα Ñ Aqα is

bounded and there exists a constant c ¡ 0, independent of g, satisfying that
}Tg}AsαÑAqα

¤ c }g}α,r.

Proof of Proposition 4.1. Note that Tng 1 is a polynomial of degree n in

g, so that gk P Apα, 1 ¤ k ¤ n. Inductively it follows easily that gk P Apα,
for all k ¥ 1. Then using integration by parts we see that T kg f P Apα
whenever k ¥ 1 and f is a polynomial. For k ¡ 1, we apply Lemma 4.2
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with r � s � p, q � p{2, to conclude that if f is a polynomial and h P Apα

then TTkg fh P A
p
2
α with

}TTkg fh}α,
p
2
. }T kg f}α,p}h}α,p.

Now, for k ¥ 2, let h � T k�2
g f and note that

TTkg fhpzq �

» z
0
g1pζqpT k�2

g fqpζqpT k�1
g fqpζq dζ � 1

2pT
k�1
g fq2pzq.

Since }pT k�1
g fq2}α, p

2
� }T k�1

g f}2α,p, this leads to the estimate

(4.3) }T k�1
g f}2α,p . }T kg f}α,p}T

k�2
g f}α,p pk ¥ 2q.

By induction on j ¥ 1, from (4.3) we obtain

(4.4) }T k�jg f}j�1
α,p . }T kg f}α,p}T

k�j�1
g f}jα,p pk ¥ j � 1q.

Indeed, assume that

(4.5) }T k�j�1
g f}jα,p . }T kg f}α,p}T

k�j
g f}j�1

α,p pk ¥ jq,

and we want to obtain (4.4).
By (4.3), for each k ¥ j � 1 we have

}T k�jg f}2jα,p . }T k�j�1
g f}jα,p}T

k�j�1
g f}jα,p.

Now, by (4.5), we obtain

}T k�jg f}2jα,p . }T kg f}α,p}T
k�j
g f}j�1

α,p }T
k�j�1
g f}jα,p,

which proves (4.4).
Finally, the estimates (4.3) and (4.4) for k � 2 and k�j � 2, respectively,

give that

}Tgf}
2
α,p . }T 2

g f}α,p}f}α,p

}T 2
g f}

k�1
α,p . }T kg f}α,p}Tgf}

k�2
α,p pk ¥ 3q.

Therefore

}Tgf}
2pk�1q
α,p . }T 2

g f}
k�1
α,p }f}

k�1
α,p . }T kg f}α,p}Tgf}

k�2
α,p }f}

k�1
α,p pk ¥ 3q,

and so

}Tgf}
k
α,p . }T kg f}α,p}f}

k�1
α,p , for any polynomial f pk ¥ 2q.

In particular, if k � n, bearing in mind that the polynomials are dense in
Apα, the preceding estimate shows that (4.1) holds, and, as a consequence,
(4.2) also holds. Hence Tg P BpApαq. �

For h P HpDq and λ P D, let us consider the dilated functions

hλpzq :� hpλzq, z P D.
The map h ÞÑ hλ is a linear contractive operator on Apα. Moreover,

(4.6) pMgfqλ �Mgλfλ pSgfqλ � Sgλfλ pTgfqλ � Tgλfλ.

Now a repeated application of (4.6) shows that

(4.7) Lgλfλ � pLgfqλ pLg P Agq.

The following result is a key tool in our study of the boundedness of
operators in Ag.
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Proposition 4.3. Let g P HpDq and let Lg P Ag. If Lg P BpApαq then Lgλ P

BpApαq and }Lgλ}α,p ¤ }Lg}α,p, for any λ P D. Moreover, if lim
rÕ1

}Lgr}α,p   8,

then Lg P BpApαq and }Lg}α,p � lim
rÕ1

}Lgr}α,p.

Proof. First note that, for any λ P T, (4.7) gives that Lgλf � pLgfλqλ and,
since f ÞÑ fλ is an invertible isometry on Apα, it follows that Lgλ P BpApαq
and }Lgλ}α,p � }Lg}α,p. If λ P D, then gλ P HpDq, so Mgλ , Sgλ , Tgλ P BpApαq,
and, as a consequence, Lgλ P BpApαq.

In order to estimate the operator norm of Lgλ , let f be a polynomial and
observe that, for fixed z P D, the function λ ÞÑ Lgλfpzq is analytic on D.
Indeed, this is an inmediate consequence of the fact that if pλ, zq ÞÑ hpλ, zq
is an analytic function on the bidisc D2 then

Mgλhpλ, �qpzq, Sgλhpλ, �qpzq and Tgλhpλ, �qpzq

are also analytic functions of pλ, zq on D2.
Next we are going to show that F pλq � Lgλf defines a continuous mapping

from D to Apα.
Assume first that ζ P D. For each z P D the function λ ÞÑ Lgλfpzq is

analytic on D, which implies that Lgλfpzq Ñ Lgζfpzq, as λ Ñ ζ. Since

Lgλf is uniformly bounded on D, for |λ � ζ|   1
2p1 � |ζ|q, the Dominated

Convergence Theorem shows that }F pλq � F pζq}α,p Ñ 0, as λÑ ζ.
If ζ P T, we write, by abuse of notation, f1{λpzq � fpz{λq, which is well

defined for a polynomial f and λ P Czt0u. Then, by (4.7), for any λ P Dzt0u
we have that

F pλq � F pζq � Lgλf � Lgζf � pLgf1{λ � Lgfζqλ � pLgfζqλ � pLgfζqζ ,

and so

}F pλq � F pζq}α,p ¤ c
�
}pLgf1{λ � Lgfζqλ}α,p � }pLgfζqλ � pLgfζqζ}α,p

�
¤ c

�
}Lgf1{λ � Lgfζ}α,p � }pLgfζqλ � pLgfζqζ}α,p

�
¤ c

�
}Lg}}f1{λ � fζ}α,p � }pLgfζqλ � pLgfζqζ}α,p

�
,

where c � 1 if p ¥ 1, and c � 21{p if 0   p   1. Recall that f is a
polynomial and use the elementary fact that, for h P Apα, }hλ � hζ}α,p Ñ 0,
as λÑ ζ, to conclude that the right hand side converges to 0 and therefore
}F pλq � F pζq}α,p Ñ 0, as λÑ ζ.

Hence we have just proved that F : D Ñ Apα is continuous, and, as a
consequence, the function uf : D Ñ C, defined by

uf pλq � }F pλq}pα,p � }Lgλf}
p
α,p,

is also continuous. Moreover, since, for fixed z P D, Lgλfpzq is an analytic
function on λ, it is clear that uf is subharmonic in D. It follows that uf
attains its maximum at some point ζ P T, which gives that

}Lgλf}α,p � uf pλq ¤ }Lgζf}α,p ¤ }Lgζ}}f}α,p � }Lg}}f}α,p,

for any λ P D and for any polynomial f . Since the polynomials are dense in
Apα, we conclude that }Lgλ}α,p ¤ }Lg}α,p.
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Finally, for any f P Apα, Fatou’s lemma shows that

}Lgf}α,p ¤ lim
rÕ1

}pLgfqr}α,p � lim
rÕ1

}Lgrfr}α,p

¤ lim
rÕ1

}Lgr}α,p}fr}α,p ¤ lim
rÕ1

}Lgr}α,p}f}α,p. �

4.1. Proof of Theorem 1.1. From now on we shall use repeatedly the
following elementary fact:

Remark 4.4. If a function ϕ : r0,8q Ñ R satisfies limxÑ8 ϕpxq � 8, then
the preimage by ϕ of any bounded set of real numbers is bounded.

We will also need a couple of preliminary results.

Lemma 4.5. Let g P HpDq and let P be a polynomial of degree n ¥ 1. If
P pgq P H8, then g P H8.

Proof. Assume that P pgq P H8, where P pzq �
°n
k�0 akz

k is a polynomial
of degree n ¥ 1. Then

|an||gpzq|
n �

n�1̧

k�0

|ak||gpzq|
k ¤ }P pgq}8 pz P Dq,

and so Remark 4.4 completes the proof. �

Lemma 4.6. Let g P HpDq and let P be a polynomial of degree n ¥ 1. If
P pTgq P BpApαq, then Tg P BpApαq.

Proof. Assume that P pTgq P BpApαq, where P pzq �
°n
k�0 akz

k is a polyno-
mial of degree n ¥ 1. Then, by Proposition 4.3,

|an|}T
n
gr}α,p � cn,p

n�1̧

k�0

|ak|}Tgr}
k
α,p ¤ }P pTgrq}α,p ¤ }P pTgq}α,p p0   r   1q.

Now Proposition 4.1 shows that }Tngr}α,p ¥ cn}Tgr}
n
α,p, for some constant

cn ¡ 0 only dependent on n. Thus ϕp}Tgr}α,pq ¤ }P pTgq}α,p, for every

0   r   1, where ϕpxq � cn|an|x
n � cn,p

°n�1
k�0 |ak|x

k. Hence Remark 4.4
and Proposition 4.3 end the proof. �

Proof of Theorem 1.1 b). Let be P pzq � amz
m � Qpzq, where Q is a

polynomial of degree less than m. Then, by (4.7)

gp0q2 P ppg0qrq � pLggqr � Lgrgr p0   r   1q

so, since }Lgrgr}α,p ¤ }L}α,p}gr}α,p (see Proposition 4.3), we obtain the
estimate

|gp0q|2|am|}pg0q
m
r }α,p � }Lgrgr � gp0q2Qppg0qrq}α,p

.
m�1̧

j�0

}pg0q
j
r}α,p .

m�1̧

j�0

}pg0q
m
r }

j{m
α,p .

Therefore Remark 4.4 implies that sup0 r 1 }pg0q
m
r }α,p   8, and hence

Fatou’s lemma shows that gm0 P Apα, which means that gm P Apα. �
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Prior to proving Theorem 1.1 a) some definitions and results about the
theory of iterated commutators are needed. Let A,B : HpDq Ñ HpDq be
two linear operators. The commutator of A and B is the linear operator
rA,Bs :� AB � BA. If C,D : HpDq Ñ HpDq are linear operators which
commute with B then

(4.8) rCAD,Bs � CrA,BsD.

The iterated commutators rA,Bsk, k P N, are defined inductively as follows:

rA,Bs1 :� rA,Bs and rA,Bsk�1 :� rrA,Bsk, Bs, for k P N.

We will use the following formula

(4.9) rA,Bsk �
ķ

j�0

p�1qj
�
k

j



BjABk�j pk P Nq.

Proposition 4.7. Let g P HpDq and k P N, then

(4.10) rSkg , Tgs � TgTgk � gp0qkpg � gp0qq δ0

Proof. By (3.4) and (3.6) we have that SkgTg � SgkTg � TgMgk , so (3.1)
gives that

SkgTg � TgTgk � TgSgk � gp0qkTgδ0 � TgTgk � TgS
k
g � gp0qkg0 δ0,

which is just (4.10). �

Proposition 4.8. Let g P HpDq and k P N, then

(4.11) r pg�gp0qq
k

k! δ0, Tgsj � p�1qj pg�gp0qq
k�j

pk�jq! δ0 pj, k P Nq.

Proof. Observe that (4.11) follows by induction on j from (3.8). Indeed,
(3.8) directly shows (4.11) for j � 1:

r pg0q
k

k! δ0, Tgs � �Tg
� pg0qk

k!

�
δ0 � � pg0qk�1

pk�1q! δ0.

Moreover, if r pg0q
k

k! δ0, Tgsj � p�1qj pg0q
k�j

pk�jq! δ0 holds, then (3.8) gives that

r pg0q
k

k! δ0, Tgsj�1 � p�1qj�1Tg
� pg0qk�j
pk�jq!

�
δ0 � p�1qj�1 pg0qk�j�1

pk�j�1q! δ0. �

Corollary 4.9. Let g P HpDq and k P N, then

(4.12) rSkg , Tgsj �
k!

pk�jq! T
j
gS

k�j
g T jg �

p�1qj

j! gp0qkpg�gp0qqj δ0 p1 ¤ j ¤ kq.

Moreover,

(4.13) rSkg , Tgsj � � p�1qj

j! gp0qkpg � gp0qqj δ0 pj ¡ kq.

Proof. We prove (4.12) by induction on j. For j � 1, (4.12) is just (4.10).
Now fix 1 ¤ j   k and assume that

rSkg , Tgsj �
k!

pk�jq! T
j
gS

k�j
g T jg �

p�1qj

j! gp0qkpg0q
j δ0.

Then (4.8) and (3.8) show that

rSkg , Tgsj�1 �
k!

pk�jq! T
j
g rS

k�j
g , TgsT

j
g �

p�1qj�1

pj�1q! gp0q
kpg0q

j�1 δ0.
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Therefore (4.10) implies that

rSkg , Tgsj�1 �
k!

pk�j�1q! T
j�1
g Sk�j�1

g T j�1
g � p�1qj�1

pj�1q! gp0q
kpg0q

j�1 δ0.

Thus (4.12) is proved. In particular,

rSkg , Tgsk � k!T 2k
g � p�1qk

k! gp0qkpg0q
k δ0,

and so, for j ¡ k, (4.11) implies that

rSkg , Tgsj � �p�1qkgp0qkr pg0q
k

k! δ0, Tgsj�k � � p�1qj

j! gp0qkpg0q
j δ0. �

Proof of Theorem 1.1 a). First of all, we observe that if L is not trivial
and L P BpApαq, then gk P Apα, for any k P N. Indeed, Propositions 3.6
and 3.7 show that there is an strictly increasing sequence tkju in N such

that Lpg
kj
0 q � Pjpg0q, where Pj is a polynomial of degree dj ¡ kj . Then

arguing as in the proof of part b) we obtain that gdj P Apα, and consequently,
gk P Apα, for every k P N.

Now we prove part a). Taking into account Proposition 3.6, Lemma 4.6,
and the above observation, we may assume that

Lg � P0pTgq �
ņ

k�1

SkgPkpTgq,

where P0, . . . , Pn are polynomials, and Pn has degree m ¥ 1.
On the other hand, since PkpTgrq commute with Tgr , (4.8), (4.12) and (4.13)

give that

rLgr , Tgr sn � n!T 2n
gr PnpTgrq � gp0qQ0pgr � gp0qq δ0

� QnpTgrq � gp0qQ0pgr � gp0qq δ0,

where Qn and Q0 are polynomials and Qn has degree N � 2n � m ¡ n.
Now (4.9) and Proposition 4.3 imply that

}rLgr , Tgr sn}α,p ¤ cn,p}Lgr}α,p}Tgr}
n
α,p ¤ cn,p}Lg}α,p}Tgr}

n
α,p.

Moreover, }Q0pgr � gp0qq δ0}α,p ¤ }Q0pg0q δ0}α,p � C   8, by Theorem 1.1

b) and Proposition 4.3. On the other hand, if Qnpzq �
°N
k�0 akz

k, then,
taking into account Proposition 4.1, we have

cN |aN |}Tgr}
N
α,p � c1N,p

N�1̧

k�0

|ak|}Tgr}
k
α,p ¤ }QnpTgrq}α,p.

Therefore, putting all that together, we get that ϕp}Tgr}α,pq ¤ C, where

ϕpxq � cN |aN |x
N � c1N,p

N�1̧

k�0

|ak|x
k � cn,p}Lg}α,p x

n.

Hence Remark 4.4 and Proposition 4.3 conclude the proof. �
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4.2. Proof of Theorem 1.2. In order to give the proof, we need the fol-
lowing well known characterization of compact operators.

Lemma 4.10 ([12, Lemma 3.7]). Let X and Y be two Banach (or quasi-
Banach) spaces of analytic functions on D, and let T : X Ñ Y be a linear
operator. Suppose that the following conditions are satisfied:

(a) The point evaluation functionals on Y are bounded.

(b) The closed unit ball of X is a compact subset of HpDq, where HpDq
is endowed with the topology of uniform convergence on compacta.

(c) T : X Ñ Y is continuous, where both X and Y are endowed with the
topology of uniform convergence on compacta.

Then T : X Ñ Y is a compact operator if and only if for any bounded
sequence tfju in X such that fj Ñ 0 uniformly on compacta, the sequence
tTfju converges to zero in the norm of Y .

It is worth mentioning that conditions (a) and (b) of the previous lemma
hold when X � Y � Apα, and in such a case any g-operator satisfies (c).

Proof of Theorem 1.2 a). If g P H8, then Sg, Tg P BpApαq, by Theo-
rem 2.3 a)) and Proposition 2.4 a), and so Lg P BpApαq. Conversely, assume
that Lg P BpApαq and apply Proposition 4.3 to conclude that for r P p0, 1q,
we have Lgr P BpApαq with }Lgr}α,p ¤ }Lg}α,p. From

Lgr �
ņ

k�0

SkgrTgrPkpTgrq � SgrPn�1pSgrq � grp0qPn�2pgr � grp0qq δ0,

we see that for fixed r P p0, 1q, all operators on the right are compact, except

SgrPn�1pSgrq � SgrPn�1pgrq �MgrPn�1pgrq � TgrPn�1pgrq � grPn�1pgrqp0qδ0.

By Theorem 2.3 b) we conclude that

Lgr �MgrPn�1pgrq �K,

where K P KpApαq is compact.
Now, for any λ P D, we consider the functions

hλpzq �
p1 � |λ|2q

α�2
p

p1 � λzq
2α�4
p

pz P Dq.

Since p1� λzq�α�2, λ, z P D, is the Bergman kernel for A2
α, }hλ}α,p � 1, for

any λ P D. (Note that for α � �1 the corresponding Bergman kernel is the
classical Cauchy kernel.) Moreover, it is clear that, for any ζ P T, hλ Ñ 0,
as λ Ñ ζ, uniformly on compacta. So, by Lemma 4.10, }Khλ}α,p Ñ 0. On
the other hand, note that if Gr � grPn�1pgrq then

}MGrhλ}
p
α,p � pα�1q

»
D
Bαpz, λq |Grpzq|

pp1�|z|2qα dApzq pλ P D, α ¡ �1q,

and

}MGrhλ}
p
�1,p �

»
T
P pζ, λq |Grpζq|

p |dζ|

2π
pλ P Dq,
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where Bαpz, λq �
p1 � |λ|2qα�2

|1 � λz|2α�4
and P pζ, λq �

1 � |λ|2

|1 � λζ|2
are the Poisson-

Bergman (or Berezin) kernel and the classical Poisson kernel, respectively.
Thus, since |Gr| � |grPn�1pgrq| P CpDq, we have that (see, for instance, [9,
Prop. 8.2.7])

lim
λÑζ

}MgrPn�1pgrqhλ}
p
α,p � |grPn�1pgrqpζq|

p pζ P Tq.

Hence

|grPn�1pgrqpζq|
p � lim

λÑζ
}Lgrhλ}

p
α,p ¤ }Lg}

p
α,p lim

λÑζ
}hλ}

p
α,p � }Lg}

p
α,p,

for all ζ P T and 0   r   1, which implies that gPn�1pgq P H
8, and so

g P H8, by Lemma 4.5. Thus the proof is finished. �

Proof of Theorem 1.2 b). First of all observe that if L P BpApαq then
Theorem 1.1 a) gives that gk P Apα for any k P N, so gp0qPn�1pg0q δ0 P BpApαq
and therefore

ņ

k�0

SkgTgPkpTgq � L� gp0qPn�1pg0q δ0 P BpApαq.

Moreover, if either gn�1 P B, if α ¡ �1, or gn�1 P BMOA, if α � �1, then
Proposition 2.1 shows that g P Apα, and we deduce that gp0qPn�1pg0q δ0 P
BpApαq.

Thus, without loss generality, from now on we assume that

L �
ņ

k�0

SkgTgPkpTgq.

If gn P B when α ¡ �1, or gn P BMOA when α � �1, then, by Proposi-
tion 2.1, the same holds for gk, 1 ¤ k ¤ n, and all the operators involved in
the definition of L are bounded, hence so is L.

Conversely, if L � Lg is bounded, then by Theorem 1.1 a) we have that
Tg is bounded. Now, by applying Proposition 4.3, Proposition 2.1 and The-
orem 2.3, for every 0   r   1, we obtain

}Tgn�1
r

} ¤ c

�
}Lgr} �

n�1̧

k�1

}PkpTgrq}}Tgk�1
r

}

�

¤ c1pg, n, pq

�
}Lg} �

n�1̧

k�1

}Tgn�1
r

}
k�1
n�1

�
,

where 0   c1 � c1pg, n, pq   8 because Tg is bounded. Then Remark 4.4
and Proposition 4.3 complete the proof. �

We will use Proposition 2.1 and the following result in the proof of The-
orem 1.2 c).

Lemma 4.11. Let g P B, and, for any λ P Dzt0u and γ ¡ 0, let

fγ,λpzq �
z

p1 � λzqγ
pz P Dq.

Then:



COMPOSITION OF ANALYTIC PARAPRODUCTS 21

a) For any k P N and t P r0, 1s, we have that

|T kg fγ,λptλq| ¤
}g}kB

|λ|kγkp1 � t|λ|2qγ
.

b) If a0, . . . , an P C and γ|λ| ¡ }g}B, then�����
ņ

k�0

akT
k
g fγ,λpλq

����� ¤ |a0|
|λ|

p1 � |λ|2qγ
�

�
ņ

k�1

|ak|

�
}g}B

|λ|γp1 � |λ|2qγ
.

Proof. First we prove a) by induction on k. If k � 1 and s P r0, 1s, we use
the estimates

|fγ,λpsλq| �
s|λ|

p1 � s|λ|2qγ
¤

1

p1 � s|λ|2qγ

|g1psλq| ¤
}g}B

1 � s2|λ|2
¤

}g}B
1 � s|λ|2

to conclude that

|Tgfγ,λptλq| ¤ t|λ|

» 1

0
|fγ,λpstλq||g

1pstλq|ds

¤ }g}B

» 1

0

t|λ| ds

p1 � st|λ|2qγ�1
¤

}g}B
|λ|γp1 � t|λ|2qγ

.

If the statement holds for some k ¥ 1 and all t P r0, 1s, then, as above,

|T k�1
g fγ,λptλq| ¤ t|λ|

» 1

0
|T kg fγ,λpstλq||g

1pstλq|ds

¤
}g}k�1

B

|λ|kγk

» 1

0

t|λ| ds

p1 � st|λ|2qγ�1
¤

}g}k�1
B

|λ|k�1γk�1p1 � t|λ|2qγ
,

and the result follows. Finally, b) is a straightforward application of a). �

Proof of Theorem 1.2 c). If gn�1 P B, then gk P B, for 1 ¤ k ¤ n � 1,
by Proposition 2.1, and the boundedness of Lg follows from the identity

SkgTg �
1

k�1Tgk�1 and Theorem 2.3 a).
Conversely, assume without loss of generality that Pnp0q � n � 1. If

Lg P BpApαq then g P B, by Theorem 1.1 a). Moreover, Proposition 4.3 shows
that Lgr P BpApαq and }Lgr}α,p ¤ }Lg}α,p, for any r P p0, 1q. Now we write

Pnpzq � pn� 1qp1� zQnpzqq, and using again the identity SkgTg �
1

k�1Tgk�1

we obtain that

Lgr � Tgn�1
r

�Tgn�1
r

TgrQnpTgrq�
n�1̧

k�0

1
k�1Tgk�1

r
PkpTgrq�grp0qQpgr�grp0qq δ0.

For γ ¡ α�2
p and λ P Dzt0u, we apply Lgr to the function fγ,λ from

Lemma 4.11. Since δ0pfγ,λq � 0, we obtain that

Lgrfγ,λ � Tgn�1
r

fγ,λ � Tgn�1
r

TgrQnpTgrqfγ,λ �
n�1̧

k�0

1
k�1Tgk�1

r
PkpTgrqfγ,λ.

Now we use the standard estimates

|h1pλq| ¤
cα}h}α,p

p1 � |λ|2q
α�2
p

�1
, }fγ,λ}α,p ¤

cα,γ

p1 � |λ|2q
γ�α�2

p

,
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where cα ¡ 0 and cα,γ ¡ 0 are constants which depend only on α, and α
and γ, respectively, and Proposition 4.3 to infer that

|pLgrfγ,λq
1pλq| ¤

cαcα,γ}Lg}α,p
p1 � |λ|2qγ�1

.

Since

pLgrfγ,λq
1pλq � pgn�1

r q1pλq fγ,αpλq � pgn�1
r q1pλq rTgrQnpTgrqfγ,αspλq

�
n�1̧

k�0

pgk�1
r q1pλq

k � 1
rPkpTgrqfγ,λspλq,

by the triangle inequality we have

|λ||pgn�1
r q1pλq|

p1 � |λ|2qγ
¤ |pgn�1

r q1pλq||rTgrQnpTgrqfγ,λspλq| �
cαcα,γ}Lg}α,p
p1 � |λ|2qγ�1

(4.14)

�
n�1̧

k�0

|pgk�1
r q1pλq|

k � 1
|rPkpTgrqfγ,λspλq|.

We want to estimate the terms on the right with the help of Lemma 4.11 b).
To this end, note that n, Qn, and Pk, for 0 ¤ k ¤ n� 1, depend only on Lg,
so there exists a constant c � cpLgq ¡ 0 depending only on Lg such that,
for γ|λ| ¡ }g}B, we have that

|rTgrQnpTgrqfγ,λspλq| ¤ c
}g}B

|λ|γp1 � |λ|2qγ
,

and

|rPkpTgrqfγ,λspλq| ¤ c

�
|λ|

p1 � |λ|2qγ
�

}g}B
|λ|γp1 � |λ|2qγ



p0 ¤ k ¤ n� 1q.

Using these inequalities in (4.14) we obtain

|pgn�1
r q1pλq| ¤ |pgn�1

r q1pλq|
c}g}B
|λ|2γ

�
cαcα,γ}Lg}α,p
|λ|p1 � |λ|2q

(4.15)

� c
n�1̧

k�0

|pgk�1
r q1pλq|

k � 1

�
1 �

}g}B
|λ|2γ



,

when γ|λ| ¡ }g}B. Now if γ satisfies γ ¡ 8pc � 1q}g}B, (4.15) gives for
|λ| ¡ 1

2

1

2
|pgn�1

r q1pλq| ¤
2cαcα,γ}Lg}α,p
p1 � |λ|2q

�
3c

2

n�1̧

k�0

|pgk�1
r q1pλq|

k � 1
.

Thus, we either have }gn�1
r }B � sup|λ|¤ 1

2
p1�|λ|2q|pgn�1

r q1pλq|, or, by Propo-

sition 2.1 and the last inequality,

}gn�1
r }B ¤ 4cαcα,γ}Lg}α,p � c1

n�1̧

k�0

1

k � 1
}gn�1
r }

k�1
n�1

B .

This shows that }gn�1
r }B stays bounded when r Ñ 1�, i.e. gn�1 P B. �
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4.3. Compositions of two analytic paraproducts. Corollary 1.4 to-
gether with the identities

M2
g � S2

g � 2SgTg � g2p0q δ0

MgTg � SgTg � T 2
g

SgMg � SgTg � S2
g

TgMg � SgTg

TgSg � SgTg � T 2
g � gp0qpg � gp0qq δ0

MgSg � SgTg � T 2
g � S2

g � gp0qpg � gp0qqδ0

yield a complete characterization of compositions of two analytic paraprod-
ucts. A summary for α ¡ �1 is provided in the following table. The
analogue for the Hp-case can be obtained replacing B by BMOA.

Boundedness of composition of analytic paraproducts on Apα, α ¡ �1

Tg Sg Mg

Tg T 2
g P BpApαq ô Tg P BpApαq SgTg P BpApαq ô Tg2 P BpApαq MgTg P BpApαq ô Tg2 P BpApαq

ô g P B ô g2 P B ô g2 P B

Sg TgSg P BpApαq ô Tg2 P BpApαq S2
g P BpApαq ô Sg P BpApαq MgSg P BpApαq ô Sg P BpApαq

ô g2 P B ô g P H8 ô g P H8

Mg TgMg P BpApαq ô Tg2 P BpApαq SgMg P BpApαq ô Sg P BpApαq M2
g P BpApαq ôMg P BpApαq

ô g2 P B ô g P H8 ô g P H8

5. Proof of Theorem 1.5

The following proposition is strongly used in the proof of Theorem 1.5.

Proposition 5.1. Let g P HpDq. Assume that g is bounded away from zero,
that is, infzPD |gpzq| ¡ 0. Let h be a branch of the logarithm of g, and, for
any β P R, define the β-power of g as gβ :� eβh. Then:

a) If g P BMOA (g P VMOA), then gβ P BMOA (gβ P VMOA, resp.),
for any β   1.

b) If g P BMOA (g P VMOA), then SgβT
2
gβ

P BpApαq (SgβT
2
gβ

P KpApαq,
resp.), for any α ¥ �1, β P p0, 2

3q, and p ¡ 0.

A key tool in the proof of Proposition 5.1 is the following simple compu-
tational lemma.

Lemma 5.2. Let g P HpDq be a zero free function, and, for any β P R, let
gβ be as in the statement of the preceding proposition. Then

(5.1) SgβT
2
gβ �

p2β�1qβ
1�ε TgTg1�εMg2β�2�εTgβ �

β2

1�ε TgTg1�εMg3β�2�ε ,

for every β P R and ε P Rzt1u.

Proof. The fact that pgβq2 � g2β gives that L :� SgβT
2
gβ
� 1

2Tg2βTgβ . Thus,

for any f P HpDq, we have that

pLfq1 � 1
2 pg

2βq1 Tgβf � β g1 F, where F � g2β�1 Tgβf .
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Since Lfp0q � 0, it follows that Lf � β TgF . Now F p0q � 0 and

F 1 � p2β � 1q g2β�2 g1 Tgβf � β g3β�2 g1 f

� pg1�εq1
�

2β�1
1�ε g

2β�2�ε Tgβf �
β

1�ε g
3β�2�ε f

�
,

for any ε P Rzt1u. Therefore

F � 2β�1
1�ε Tg1�εMg2β�2�ε Tgβf �

β
1�ε Tg1�εMg3β�2�εf,

and hence (5.1) holds. �

Proof of Proposition 5.1.

a) Just observe that, since g is bounded away from zero, gβ�1 is bounded
for β   1, and so we have the estimate p1� |z|2q|pgβq1|2 . p1� |z|2q|g1pzq|2.

b) Let g P BMOA (g P VMOA), α ¥ �1, β P p0, 2
3q, and p ¡ 0. Since

β   2
3 , there is ε P R such that 0   ε   minp2� 3β, 1q. Taking into account

that β ¡ 0, it follows that ε P p0, 1q and 2β � 2 � ε   3β � 2 � ε   0. As a
consequence, we have that:
 Tg, Tg1�ε , Tgβ P BpApαq (Tg, Tg1�ε , Tgβ P KpApαq, resp.), by a).

 Mg2β�2�ε ,Mg3β�2�ε P BpApαq, since g2β�2�ε, g3β�2�ε P H8, because g is
bounded away from zero.

Moreover, since ε   1, (5.1) holds, and we conclude that SgβT
2
gβ

P BpAαq
(SgβT

2
gβ
P KpApαq, resp.). Hence the proof is complete. �

We also need the following auxiliary result.

Lemma 5.3. Let f P CpDzt1uq such that

(5.2) lim
zÑ1
zPD

p1 � zq fpzq � 0.

Then dµpzq � p1 � |z|2q|fpzq|2 dApzq is a vanishing Carleson measure for
Hp, 0   p   8.

Proof. Let Ωδ � DXDp1, δq, for every 0   δ   1. Let a P D and 0   δ   1.
Then»

D

1 � |a|2

|1 � az|2
dµpzq �

"»
DzΩδ

�

»
Ωδ

*
p1 � |φapzq|

2q|fpzq|2 dApzq � Iδ � Jδ.

Now, by [11, Proposition 1.4.10], we have that

Iδ ¤

�
sup

zPDzΩδ
|fpzq|2


»
D
p1 � |φapzq|

2q dApzq(5.3)

¤ C1 p1 � |a|2q sup
zPDzΩδ

|fpzq|2,

where C1 ¡ 0 is an absolute constant. Next recall that, since logp1 � zq
is a function in BMOA (where log denotes the principal branch of the

logarithm), dµ1pzq �
1 � |z|2

|1 � z|2
dApzq is a Carleson measure for the Hardy
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spaces, and so

Jδ ¤

�
sup
zPΩδ

|1 � z||fpzq|


2 »
D

1 � |a|2

|1 � az|2
dµ1pzq(5.4)

¤ C2

�
sup
zPΩδ

|1 � z||fpzq|


2

,

where C2 ¡ 0 is an absolute constant. Since f P CpDzt1uq, it is clear that
(5.2), (5.3), and (5.4) imply that µ is a vanishing Carleson measure for the
Hardy spaces, i.e.

lim
|a|Ñ1�

»
D

1 � |a|2

|1 � az|2
dµpzq � 0. �

Proof of Theorem 1.5.

a) Assume the contrary, i.e. SgT
2
g P BpApαq, for some α ¥ �1, p ¡ 0. Then

a standard estimate yields for every f P Apα,

(5.5) |pSgT
2
g fq

1prq| . p1 � rq
�1�α�2

p }SgT
2
g }α,p}f}α,p pr P r0, 1qq.

The usual test functions fr,kpzq � p1 � rzq�k, for z P D, with r P p0, 1q,

kp ¡ α� 2, satisfy }fr,k}α,p � p1 � rq
�k�α�2

p , and

|pSgT
2
g fr,kq

1prq| �
1

1 � r
log

e

1 � r

» r
0

ds

p1 � sqp1 � rsqk

¥
1

1 � r
log

e

1 � r

» r
0

rds

p1 � rsqk�1

�
1

kp1 � rq
log

e

1 � r

�
1

p1 � r2qk
� 1



,

which contadicts (5.5) when r Ñ 1�.

b) If f P B, then

|fpzq| . log

�
e

1 � |z|



pz P Dq,

but

lim
rÑ1�

|g2βprq|

log
�

e
1�r

� � lim
rÑ1�

�
log

�
e

1 � r


�2β�1

� 8 pβ ¡ 1
2q,

and so g2β R B, for any β ¡ 1
2 .

Now let us prove that SgβT
2
gβ
P KpApαq, for any α ¥ �1 and p ¡ 0. We know

that g P BMOA. Moreover, since z ÞÑ e
1�z maps the half-disc

D� � tz P C : |z � 1|   1 � e
2 , Re z   1u

onto the domain tz P C : |z| ¡ 2e
2�e , Re z ¡ 0u, it follows that g is bounded

away from zero and gβ extends analytically to D�. In particular, pgβq1 P
CpDzt1uq and satisfies

lim
zÑ1
zPD

p1 � zqpgβq1pzq � β lim
zÑ1
zPD

gβ�1pzq � 0 pβ   1q.
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Then Lemma 5.3 gives that gβ P VMOA, for every β   1, and Propo-
sition 5.1 shows that SgβT

2
gβ

P KpApαq, for any α ¥ �1, β P p0, 2
3q, and

p ¡ 0. �
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and applications (Linz, 1998), London Math. Soc. Lecture Note Ser., 251, Cambridge
Univ. Press, Cambridge, 1998, 259–280.

[14] S. A. Vinogradov, Multiplication and division in the space of analytic functions with
area integrable derivative, and in some related spaces (in Russian), Zap. Nauchn. Sem.
S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 222 (1995), Issled. po Linein. Oper.
i Teor. Funktsii 23, 45–77, 308; translation in J. Math. Sci. (New York) 87, no. 5
(1997), 3806–3827.

[15] K. H. Zhu, Operator Theory in Function Spaces. Second Edition. Math. Surveys and
Monographs, 138, American Mathematical Society, Providence, Rhode Island, 2007.



COMPOSITION OF ANALYTIC PARAPRODUCTS 27

A. Aleman: Department of Mathematics, University of Lund, P.O. Box 118,
SE-221 00, Lund, Sweden

Email address: alexandru.aleman@math.lu.se
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