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We investigate the inhomogeneities generated during the inflationary epoch from the point of view
of the stochastic formalism, which attempts to transform a problem of quantum fluctuations into
a statistical one. The formalism, that we derive in the text, is based on the use of the Arnowitt-
Deser-Misner (ADM) equations, which are convenient to describe inhomogeneities in the context of
inflation, as well as gradient expansion, which works at zeroth order in spatial gradients but at all
orders in the amplitudes of the fluctuations, and is therefore intended to capture non-perturbative
effects. Finally, the perturbations are split into long- and short-wavelength modes, where the latter
act as a stochastic noise for the former when crossing a certain scale.

We demonstrate that the use of certain approximations in the derivation of this formalism, which
are intended to make the system of stochastic differential equations (SDEs) Markovian and de-
scribed with white noises, causes the method to become restricted to the reproduction of Linear
Perturbation Theory (LPT). This framework, nonetheless, is still useful since it can be used as a
test for the validity of the linear approximation, signalling the coming into play of non-perturbative
effects. Specifically, we solve the system of SDEs numerically for the Constant Roll (CR) inflationary
scenario, and show that this regime is in accordance with LPT.
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I. INTRODUCTION

Inflation, a quasi-de Sitter expansion of the very early Universe driven by a scalar field, has been very successful in
the context of cosmology due to its ability to successfully resolve the causality (or horizon) problem of the standard
ΛCDM model, in addition to explaining the flatness of the Universe and predicting the distribution of its small
inhomogeneities or perturbations. The latter are thought to originate as quantum fluctuations which are extended
during the inflationary period to super-horizon scales, and only later on, once inflation has ended, do they reenter the
horizon and re-collapse, forming galaxies and other structures that populate the current Universe.

One of the principal tests of these inhomogeneities is the spectrum of the Cosmic Microwave Background (CMB),
formed by perturbations that reenter the horizon at the time of recombination, which has been successfully predicted
in the context of the Slow Roll (SR) regime of inflation [1, 2]. Nonetheless, there are other regimes, such as Ultra Slow
Roll (USR) and Constant Roll (CR), which might be relevant in other stages of inflation and are able to produce large
inhomogeneities at scales smaller than the CMB anisotropies. These density perturbations, if large enough, could
then collapse into a Primordial Black Hole (PBH) when reentering the horizon.

The motivation behind the study of PBHs comes from the fact that they are a Dark Matter candidate, as well as
possibly being the seeds of the supermassive Black Holes that we encounter in galactic nuclei [3–5]. In addition, they
could have generated the gravitational wave events detected by LIGO [6]. The abundance of these PBHs depends on
the power spectrum of primordial fluctuations [7], and therefore their study in the context of the USR and CR regimes
has a renewed interest. The case of CR is significant because it describes an interacting scalar field, as opposed to
USR, in which the field is free. In addition, the USR regime has already been investigated in the context of the
stochastic formalism we will now introduce [8, 9], whereas CR has not.

The aim of this work, then, is to study the CR regime and determine whether or not the perturbations generated
in this scenario follow Linear Perturbation Theory (LPT). We will employ the stochastic formalism, which provides
an ideal framework for this objective. In it, as will be demonstrated in detail, the long-wavelength modes of the
perturbations are affected by random kicks, caused by the short-wavelength modes when crossing a certain scale;
thus converting a quantum computation into a statistical one. To treat this formalism analytically, however, one has
to approximate the long-wavelength modes at linear order, which implies that it is restricted to the reproduction of
LPT. On the other hand, the calculations are based on gradient expansion, which includes all orders of amplitude
perturbations. This apparent contradiction implies that, if the results of the stochastic formalism do not match LPT,
it is due to the rise of non-perturbative effects. One can therefore employ the stochastic formalism as a consistency
check for LPT, i.e. to determine if the linear theory is a plausible description of a given inflationary regime. There is
some confusion on this last point in the literature, as it has been claimed that stochastic inflation in regimes other than
SR can describe non-perturbative effects such as quantum diffusion [10, 11], and the formalism has even been used to
calculate the contribution of such effects to the amplitude of the perturbations [12, 13]. This is not correct since it
does not acknowledge the consequences of the mentioned approximation, as it has also been argued in the literature
[14, 15]. In fact, the SR and USR regimes have been analysed numerically, as we mentioned above, obtaining a result
which matches LPT [8, 9]. In this work, on the other hand, we will study the CR regime and we will demonstrate
that the linear theory is also valid in this case.

II. INFLATION

We begin by introducing the fundamental equations that describe the different inflationary regimes. In order for
the expansion to be homogeneous and isotropic, it has to be driven by a scalar field (or multiple). The simplest model,
then, is that of a single field with a standard kinetic term, described by an action of the form [16]:

S =
1

2

∫ √
−g
[
M2

PlR−∇µϕ∇µϕ− 2V (ϕ)
]
, (1)

where MPl = 1/
√
8πG corresponds to the Planck mass, and we will be using natural units ℏ = c = 1 throughout

the text. The shape of the potential V (ϕ), in turn, will determine the behaviour of the field and thus the type of
inflationary scenario. The homogeneous and isotropic solution is the well-known FLRW metric:

ds2 = −dt2 + a2(t)δijdx
idxj . (2)

Comparing the energy-momentum tensor associated to this action:

Tµν = ∇µϕ∇νϕ− 1

2
gµν [∇αϕ∇αϕ+ 2V (ϕ)] , (3)
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with that of a perfect fluid in metric (2) one finds for the energy density and pressure of the field:

ρ =
1

2
ϕ̇2 + V (ϕ), p =

1

2
ϕ̇2 − V (ϕ), (4)

and using the energy conservation equation ρ̇ = −3H(ρ+ p) we obtain the equation of motion for the field:

ϕ̈+ 3Hϕ̇+ V,ϕ(ϕ) = 0, (5)

where V,ϕ(ϕ) ≡ ∂V
∂ϕ and H ≡ ȧ/a is the Hubble rate. This equation is nothing but the general Klein-Gordon (KG)

equation:

1√
−g

∂µ
(√

−ggµν∂νϕ
)
− V,ϕ(ϕ) = 0, (6)

written in the FLRW metric. From Friedmann’s equation we find:

H2 =
1

3M2
Pl

ρ =
1

3M2
Pl

(
1

2
ϕ̇2 + V (ϕ)

)
, (7)

and differentiating this last equation with respect to time and using (5) we obtain:

Ḣ = − ϕ̇2

2M2
Pl

. (8)

We can then define the SR parameters as:

ϵ1 ≡ − Ḣ

H2
=

ϕ̇2

2H2M2
Pl

; ϵi+1 ≡ ϵ̇i
Hϵi

for i ≥ 1. (9)

Now, since during inflation we want the scale factor to undergo an approximately exponential increase, a ∼ eHt, the
Hubble rate has to be approximately constant and thus |Ḣ| ≪ H2, implying ϵ1 ≪ 1. On the other hand, ϵ1 ∼ 1 will
mark the end of the inflationary period.

A. Constant Roll

The model we are interested in is the so-called CR inflation [17, 18], in which it is assumed that the rate of roll,
that is, the ratio between the acceleration and friction terms, takes the form:

ϕ̈

Hϕ̇
= −(3 + κ), (10)

with κ being an arbitrary constant. The other scenarios commonly described in the literature, SR and USR, occur for
κ ≃ −3 and κ = 0, respectively. In order to solve the equations of motion we consider H = H(ϕ), so that Ḣ = dH

dϕ ϕ̇.

Substituting in (8) one finds:

ϕ̇ = −2M2
Pl

dH

dϕ
, (11)

differentiating this last expression and substituting it in (10) one finally obtains the differential equation:

d2H

dϕ2
=

3 + κ

2M2
Pl

H, (12)

which leads to the general solution:

H(ϕ) = C1 exp

(√
3 + κ

2

ϕ

MPl

)
+ C2 exp

(
−
√

3 + κ

2

ϕ

MPl

)
. (13)
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Some realisations of this solution, for cases with ϵ2 > 0 and −3 < ϵ2 < 0, have been studied in the literature in the
context of PBH formation [19–21]. We will focus our study, however, on the case ϵ2 < −6. This particular model is
obtained when C1 = C2 so that, with κ > −3:

H = M cosh

(√
3 + κ

2

ϕ

MPl

)
, (14)

with M being an integration constant. From this expression, we can solve for ϕ(t) using (11), and for V (ϕ) using (7).
This finally leads to:

V (ϕ) = 3M2M2
Pl

[
1 +

κ

6

{
1− cosh

(√
2(3 + κ)

ϕ

MPl

)}]
, (15)

ϕ(t) = MPl

√
2

3 + κ
ln

[
coth

(
3 + κ

2
Mt

)]
, (16)

H(t) = M coth [(3 + κ)Mt] , (17)

a = a0 sinh
1/(3+κ) [(3 + κ)Mt] . (18)

With the help of the result (17) we can also calculate the SR parameters for this model:

ϵ1 = (3 + κ) sech2 [(3 + κ)Mt] , (19)

ϵ2 = −2(3 + κ) tanh2 [(3 + κ)Mt] , (20)

and we can easily see that they will approach ϵ1 → 0 and ϵ2 → −2(3 + κ) very rapidly. Thus, the condition ϵ2 < −6
imposes that κ > 0. On the other hand, since ϵ1 ≪ 1 is always satisfied, we will need the addition of some mechanism
that takes care of ending inflation. However, we will not go into this issue.

III. ADM FORMALISM

The inflationary picture we have presented up to know is completely homogeneous, and therefore it cannot reproduce
our Universe, marked by the presence of small inhomogeneities or perturbations generated, in the context of inflation,
by the quantum fluctuations of the scalar field. In order to introduce them it is convenient to work in the so-called
Arnowitt-Deser-Misner (ADM) formalism [22], in which we break spacetime into spacelike hypersurfaces of constant
time, Σt. In this formulation the metric takes the form:

ds2 = −α2dt2 + γij(dx
i + βidt)(dxj + βjdt), (21)

where we have introduced [23]:

• The lapse function α, which measures the rate of flow of proper time with respect to t as one moves normally
to Σt.

• The shift vector βi, which measures the shift tangential to Σt when moving along the time direction.

• The metric induced on the hypersurface Σt, γij . It will be useful to decompose it as γij = a2(t)e2ζ γ̃ij , with
det γ̃ij = 1, and ζ being the curvature perturbation.

Note that the FLRW metric (2) is recovered when we set α = 1, βi = 0 and γij = a2(t)δij . It is also useful to
introduce the extrinsic curvature of Σt, which takes the form:

Kij ≡ −∇inj = − 1

2α
(γ̇ij −Diβj −Djβi), (22)

where ni =
(
−α, 0⃗

)
is the unit vector normal to Σt, and ∇i, Di denote the covariant derivative with respect to gµν

and γij respectively. The extrinsic curvature can also be decomposed in a convenient way:

Kij =
1

3
γijK + a2(t)e2ζÃij ; γ̃ijÃij = 0, (23)
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with the first and second terms being the trace and traceless part of the tensor, respectively; and K ≡ γijKij . Notice
also that, in the homogeneous limit, with γij = 1

a2(t)δ
ij , the extrinsic curvature becomes, using (22), Kij = −ȧaδij ,

and therefore K = −3Hb. This result allows us to define a general inhomogeneous Hubble rate as:

H ≡ −K

3
, (24)

which will be used later on.
In the ADM formalism, α and βi serve as Lagrange multipliers, imposing the Hamiltonian and momentum con-

straints [23–25]:

R(3) − ÃijÃ
ij +

2

3
K2 =

2

M2
Pl

E, (25)

DjÃij −
2

3
DiK =

1

M2
Pl

Ji, (26)

where R(3) corresponds to the Ricci scalar of the induced spatial metric, E ≡ Tµνn
µnν and Ji ≡ Tµjn

µγj
i , with Tµν

being the energy-momentum tensor defined in (3). The variables γij and Kij , on the other hand, are dynamical, and
governed by the following equations [9, 25]:

(∂t − βk∂k)ζ +H = −1

3
(αK − ∂kβ

k), (27)

(∂t − βk∂k)γ̃ij = −2αÃij + γ̃ik∂jβ
k + γ̃jk∂iβ

k − 2

3
γ̃ij∂kβ

k, (28)

(∂t − βk∂k)K = α

(
ÃijÃ

ij +
1

3
K2

)
−DkD

kα+
1

2M2
Pl

α(E + Sk
k ), (29)

plus one last equation which we will not use and can be found in [25]. We have also defined Sij = Tij , S
k
k = γklSlk.

IV. LINEAR PERTURBATION THEORY

Before deriving the stochastic formalism, we need to recover some results from LPT which will be useful in our
calculations and, as will be seen later, provide a test for the results of the stochastic method. LPT is based on the
assumption that all deviations from the ideal homogeneous description of spacetime can be expanded to a linear
order correction, so that we can decompose the metric into a background FLRW solution, given by (2), plus a small
perturbation:

gµν ≃ gbµν + δgµν ; δgµν ≪ gbµν . (30)

Note also that from now on the superscript ’b’ will refer to a background variable, i.e. its homogeneous solution. In
the same way, we could decompose α ≃ 1 + A, βi ≃ aBi, ϕ ≃ ϕb + δϕ, etc. knowing that the background values are
α = 1 and βi = 0 as we explained above. These perturbations can be decomposed, based on how they transform
under rotations in the background space, into three types: scalar, vector and tensor perturbations. At linear order,
nonetheless, they decouple from each other and therefore can be analysed independently [26]. Our object of interest
will thus be the scalar perturbations, since they couple to the inflaton field perturbation.

There is an issue that arises when attempting to calculate these perturbations, however. In principle, to find,
e.g., δϕ, we would need to determine the difference between its actual value, ϕ, and its value in the homogeneous
background, ϕb. These values have to be compared at the same point, but since they exist in two different geometries,
we first need to establish a correspondence that connects the specific point in the two distinct spacetimes. This
mapping is known as the gauge choice [26]. This implies, nevertheless, that the value that a given perturbation, say,
δϕ, takes will depend on the choice of gauge that we have adopted. To resolve this ambiguity, then, we need to define
some gauge-invariant quantities, and the one which we are particularly interested in is the Mukhanov-Sasaki (MS)
variable:

Q ≡ δϕ+
ϕ̇b

Hb

(
D +

1

3
∇2E

)
, (31)

where D and E arise from the decomposition of the induced metric:

γij ≃ a2(t)[(1 + 2D)δij − 2Eij ]; Eij =

(
∂i∂j −

1

3
δij∇2

)
E. (32)
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It can be shown that, linearising the ADM equations (25)-(29), as well as the KG equation (6), one obtains an equation
of motion for the MS variable in terms of SR parameters [25]:

Q̈+ 3HbQ̇+

[
−∇2

a2
+ (Hb)2

(
−3

2
ϵ2 +

1

2
ϵ1ϵ2 −

1

4
ϵ22 −

1

2
ϵ2ϵ3

)]
Q = 0. (33)

In order to solve this equation it is convenient to write it in terms of conformal time τ , defined as dt = adτ , which in
terms of SR parameters takes the form:

τ =

∫
dt

a
=

∫
da

a2H
= − 1

aH
+

∫
da

a2H
ϵ1, (34)

where we have integrated by parts in the last equality. Equation (33) then reads, in Fourier space [9]:

Q′′
k + 2HbQ′

k +

[
k2 + (Hb)2(2− ϵ1) +

z′′

z

]
Qk = 0, (35)

where prime denotes derivative with respect to τ , H = a′/a, and z = (ϕb)′/Hb, so that in terms of SR parameters:

z′′

z
= a2(Hb)2

(
2− ϵ1 +

3

2
ϵ2 −

1

2
ϵ1ϵ2 +

1

4
ϵ22 +

1

2
ϵ2ϵ3

)
. (36)

An analytical solution for (35) exists if:

ν2 ≡ 1

4
+ τ2

z′′

z
, (37)

is a constant. From (34) and (36) we immediately see it is indeed constant up to order O(ϵ1). The solution then reads
[9]:

Qk =
e

i
2π(ν+

1
2 )

a

√
π

2

√
−τH(1)

ν (−kτ), (38)

where H
(1)
ν denotes the Hankel function of first class, and the Bunch-Davies vacuum [27] has been imposed as initial

condition. Expanding H
(1)
ν for (−kτ) ≪ 1 and ν > 1 (we will later see this is always the case in our study), one

finally obtains:

Qk ≃ −i
e

i
2π(ν+

1
2 )2ν−1

a
√
π

√
−τ(−kτ)−νΓ[ν], (39)

as well as:

Q′
k

HbQk
≃ 1− 2ν − 2Hbτ

2Hbτ
. (40)

Finally, we need to be able to write ν in terms of the CR parameter we defined in Section II, κ. It can be shown that
the relationship takes the form [9]:

ν =
3

2

√
1 +

4

9
(3κ+ κ2) +O(ϵ1). (41)

V. GRADIENT EXPANSION

The stochastic formalism we want to derive is not based on LPT but rather on gradient expansion [28], an ex-
pansion of the ADM equations which is non-perturbative in terms of the amplitudes of the inhomogeneities. This
approximation is valid when the characteristic scale of the density perturbations, L, is taken to be much bigger than
the Hubble radius of a given local patch of the Universe, L ≫ H−1

l (from now on the subscript ’l’ refers to a local

variable or coordinate). The expansion parameter is thus defined as σ ≡ H−1
l /L ≪ 1, in such a way that, at leading

order in σ, every local patch with size σH−1
l (the so-called coarse-grained scale) can be approximately described as
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a FLRW Universe. Higher order terms in σ will, in turn, describe the local inhomogeneities of these patches. Any
function X which is approximately homogeneous in local coordinates can be written as X = X(t, σxi), therefore:

∂iX(t, σxi) = σ
∂

∂(σxi)
X(t, σxi) = σ

∂

∂(σxi)
X(t, σxi)

∣∣∣
σxi=0

+O(σ2), (42)

and we can assume ∂iX ∼ X × O(σ), since ∂
∂(σxi)X(t, σxi)

∣∣∣
σxi=0

can be of the same order as X(t, σxi). In other

words, we are assuming that a local patch can always be found such that any spatial gradient is of order O(σ).
As in the case of LPT, we need to define a global background metric, in the form of (2), as well as a local metric,

which can be written as:

ds2l = −(0)α
2dt2l + a2(tl)e

2(0)ζ
(0)γ̃ij(dx

i
l + (0)β

idtl)(dx
j
l + (0)β

jdtl), (43)

where the subscript ’(0)’ indicates leading order in gradient expansion. It is important to note that this leading order
can be different for each variable [25]:

• (0)α, (0)ζ and (0)ϕ are ∼ O(σ0).

• (0)β
i ∼ O(σ−1). This will not be problematic as it will always appear with a spatial derivative in the equations,

so that (0)∂iβ
i ∼ O(σ0).

• (0)γ̃ij = δij ∼ O(σ0) and (0)(γ̃ij − δij) ∼ O(σ).

In order for (43) to describe a homogeneous and isotropic Universe, the following conditions must be satisfied [9, 25]:

• (0)α = (0)α(tl).

• (0)β
i = b(tl)x

i
l.

• (0)ζ = (0)ζ(tl).

• γ̃ij ≃ δij − 2
(
∂i∂j − 1

3δij∇
2
)
C, with C being a scalar function.

Note that (0)α(tl), b(tl), (0)ζ(tl) and C will depend on the choice of gauge.

VI. STOCHASTIC FORMALISM

The stochastic approach to inflation aims to study the evolution of inhomogeneities in a non-perturbative way by
combining both LPT and O(σ0) gradient expansion. For a given variable of interest, and a certain coarse-grained
scale, the goal is to split said variable into an Infrared (IR) part, with characteristic wavelength λ > (σHl)

−1, and
an Ultraviolet (UV) one, with λ < (σHl)

−1. Since the UV part evolves well inside the Hubble horizon, we assume
that it is perturbatively small and therefore can be described by LPT. The IR part, on the other hand, is composed
of long wavelengths and hence can be studied using gradient expansion. As we will see later, the UV mode will act
as a random excitation for the IR part when it exits the (σHl)

−1 scale, and will thus act as a stochastic variable.
Throughout this section we will be using, for convenience, the uniform-N gauge [25, 29]. The number of e-folds N

is defined as follows:

N ≡ −1

3

∫
Kdtl, (44)

where K = −3Hl as was seen in (24). Using (22) the previous expression can be rewritten in terms of the ADM
coordinates and variables as:

N =

∫ (
Hb + ζ̇ − 1

3
Diβ

i

)
dt. (45)

The uniform-N gauge is then defined so that N =
∫
Hbdt, that is, the number of e-folds in any local patch coincides

with that of the background, and therefore ζδN = 0, βi
δN = 0. We are specifying that a given variable is calculated in

this gauge by using the subscript ’δN ’. Throughout the rest of this section, however, we will abstain from using this
notation for simplicity. The most natural choice of time coordinate in this gauge is, logically, N , and hence we will
employ it in the rest of our calculations. On top of that, the use of other time variables leads to different stochastic
processes, and it can be shown that the only coordinate choice that allows our formalism to reproduce Quantum Field
Theory (QFT) calculations is indeed N [30].
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A. Calculation example

To illustrate the functionality of this formalism we will study in detail the Hamiltonian constraint (25). The first
step is to expand the equation at O(σ0) in gradient expansion. Since (0)γ̃ij = δij , (0)R

(3) = 0. From (27) we see that

K = − 3Hb

(0)α
. From (28) we find:

Ãij = − Hb

2 (0)α

∂γ̃ij
∂N

, (46)

which can be neglected as
∂γ̃ij

∂N ∼ O(σ). On the other hand:

E = Tµνn
µnν =

1

(0)α2
T00 =

1

2

[
(Hb)2

(
∂ (0)ϕ

∂N

)2

g00 + ((0)∂iϕ)((0)∂
iϕ)

]
+ V ((0)ϕ)

≃1

2

(
Hb

(0)α

)2(
∂ (0)ϕ

∂N

)2

+ V ((0)ϕ),

(47)

where in the last step we have taken into account that (0)∂iϕ ∼ O(σ). Equation (25) now becomes:

6

(
Hb

(0)α

)2

− 2

M2
Pl

[
1

2

(
Hb

(0)α

)2(
∂ (0)ϕ

∂N

)2

+ V ((0)ϕ)

]
= 0. (48)

In the following calculations, we will abstain from using the subscript ’(0)’ so as to not overload the notation, but the
reader should keep in mind that we are always taking the variables at leading order in gradient expansion. The next
step is to split our variables into a UV and IR part:

α = αIR + αUV ,

ϕ = ϕIR + ϕUV .
(49)

The aim now is to expand equation (48) at leading order in the UV variables, which we are assuming to be pertur-
batively small, obtaining:

6

(
Hb

αIR

)2

− 2

M2
Pl

[
1

2

(
Hb

αIR

)2(
∂ϕIR

∂N

)2

+ V (ϕIR)

]

=12
(Hb)2

(αIR)3
αUV +

2

M2
Pl

[(
Hb

αIR

)2
∂ϕIR

∂N

∂ϕUV

∂N
− (Hb)2

(αIR)3

(
∂ϕIR

∂N

)2

αUV + V,ϕ(ϕ
IR)ϕUV

]
.

(50)

We can use Fourier analysis to give a more rigorous definition of the IR and UV modes. For a function X, we can
define:

XIR(t,x) =

∫
d3k

(2π)3/2
Θ(σal(N)Hl(N)− k)X IR

k (t,x),

XUV (t,x) =

∫
d3k

(2π)3/2
Θ(k − σal(N)Hl(N))XUV

k (t,x),

(51)

where we are particularly interested in XUV
k (t,x), as it is the perturbative term. It is defined as:

XUV
k (t,x) = e−ik·xXk(N)ak + eik·xX∗

k(N)a†k , (52)

with ak and a†k being the usual QFT creation and annihilation operators, satisfying the commutation relation:

[ak, a
†
k′ ] = δ(3)(k− k′), (53)

while the other commutators are zero. Xk(N), on the other hand, is the solution for the evolution of the perturbation
of X in the local background (43), and at sub-horizon scales [9, 25]. Note also that, in the uniform-N gauge,



9

Hl = Hb/αIR and al = ab ≡ a. With this in mind, substituting the definition (51) for αUV and ϕUV into (50) one
finds:

6

(
Hb

αIR

)2

− 2

M2
Pl

[
1

2

(
Hb

αIR

)2(
∂ϕIR

∂N

)2

+ V (ϕIR)

]

=− 2

M2
Pl

(
Hb

αIR

)2
∂ϕIR

∂N

∂

∂N

(
σa

Hb

αIR

)∫
d3k

(2π)3/2
δ

(
k − σa

Hb

αIR

)
φUV
k

+

∫
d3k

(2π)3/2
Θ

(
k − σa

Hb

αIR

){
12

(Hb)2

(αIR)3
αUV

k +
2

M2
Pl

[(
Hb

αIR

)2
∂ϕIR

∂N

∂φUV
k

∂N

− (Hb)2

(αIR)3

(
∂ϕIR

∂N

)2

αUV
k + V,ϕ(ϕ

IR)φUV
k

]}
,

(54)

with αUV
k and φUV

k defined as in (52). We can identify two terms in this last equation:

1. The term multiplying the Heaviside theta. This is nothing but the Hamiltonian constraint at sub-horizon scales.
We can assume this constraint will be satisfied once we impose the Bunch-Davies vacuum as initial condition.
In other words, we are choosing a vacuum in which the Hamiltonian constraint for the operators αUV

k and φUV
k

is satisfied. Therefore, we can set this term to zero [9].

2. The integral with a Dirac delta, which will act as a stochastic white noise, as will be proven later on.

We can define:

ξ1 ≡ − ∂

∂N

(
σa

Hb

αIR

)∫
d3k

(2π)3/2
δ

(
k − σa

Hb

αIR

)
φUV
k , (55)

so that (54) becomes:

6

(
Hb

αIR

)2

− 2

M2
Pl

[
1

2

(
Hb

αIR

)2(
∂ϕIR

∂N

)2

+ V (ϕIR)

]
=

2

M2
Pl

(
Hb

αIR

)2
∂ϕIR

∂N
ξ1, (56)

and solving for
(

Hb

αIR

)2
we find:

(
Hb

αIR

)2

=
V (ϕIR)

3M2
Pl −

1
2

(
∂ϕIR

∂N

)2
− ∂ϕIR

∂N ξ1

. (57)

B. System

The system of (stochastic, as we will see later) differential equations that describe the inflationary perturbations can
be found by following the same method we have demonstrated in Section VIA with the rest of the ADM equations.
For the equation of the trace of the extrinsic curvature (29) one obtains:

− 3
Hb

αIR

∂

∂N

(
Hb

αIR

)
− 3

(
Hb

αIR

)2

− 1

M2
Pl

[(
Hb

αIR

)2(
∂ϕIR

∂N

)2

− V (ϕIR)

]

= −3
(Hb)2

(αIR)3
ξ3 +

2

M2
Pl

(
Hb

αIR

)2
∂ϕIR

∂N
ξ1,

(58)

where we have defined:

ξ3 ≡ − ∂

∂N

(
σa

Hb

αIR

)∫
d3k

(2π)3/2
δ

(
k − σa

Hb

αIR

)
αUV

k . (59)
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On the other hand, the equation of motion for the field (6) leads:

∂2ϕIR

∂N2
+

[
3 +

αIR

Hb

∂

∂N

(
Hb

αIR

)]
∂ϕIR

∂N
+

(
αIR

Hb

)2

V,ϕ(ϕ
IR)

=− ∂ξ1
∂N

− ξ2 −
[
3 +

αIR

Hb

∂

∂N

(
Hb

αIR

)]
ξ1 +

∂ϕIR

∂N

ξ3
αIR

,

(60)

with:

ξ2 ≡ − ∂

∂N

(
σa

Hb

αIR

)∫
d3k

(2π)3/2
δ

(
k − σa

Hb

αIR

)
∂φUV

k

∂N
. (61)

Lastly, we have to study the momentum constraint (26). This equation is special as in the uniform-N gauge it can
be written as:

Dj

(
−Hb

2α

∂γ̃ij
∂N

)
− 2

3
DiK = − 1

αM2
Pl

∂ϕ

∂N
∂iϕ, (62)

and we immediately see that it only contains O(σ) in gradient expansion terms. Using the decomposition for γ̃ij
explained in Section V, and following the steps from Section VIA one finds:

(0)∂i

[
∂

∂N

(
1

3 (0)
∇2CIR

)]
− (0)∂iα

IR

(0)αIR
+

∂(0)ϕ
IR

∂N

(0)∂iϕ
IR

2M2
Pl

= −(0)∂iξ4, (63)

defining:

ξ4 ≡ − ∂

∂N

(
σa

Hb

αIR

)∫
d3k

(2π)3/2
δ

(
k − σa

Hb

αIR

)(
−k2

3
CUV
k

)
, (64)

with CUV
k defined as in (52), just like the other perturbative variables. Notice that in (63) the (0)∂i terms are O(σ) in

gradient expansion, while (0)α
IR, (0)ϕ

IR and (0)∇2C are O(σ0). The fact that (0)∇2C ∼ O(σ0) is not in contradiction

with the statement (0)

(
∂i∂j − 1

3δij∇
2
)
C ∼ O(σ) from Section V, as is proven in Appendix A.

If the full O(σ0) information is to be extracted, then, all (0)∂i terms have to be integrated from the momentum
constraint. Nonetheless, we do not know how to perform this integration in a non-linear way, and so we have to
approximate it at linear order [25].

With all this in mind, in addition to the definition of an auxiliary variable πIR, we obtain the following system of
equations by combining (57), (58), (60) and (63), as well as neglecting ξ2i terms:

πIR =
∂ϕIR

∂N
+ ξ1, (65)

∂ϕIR

∂N
+

[
3− (πIR)2

2M2
Pl

]
πIR +

[
3M2

Pl −
(πIR)2

2

]
V,ϕ(ϕ

IR)

V (ϕIR)
= −ξ2, (66)

∂

∂N

(
1

3
∇2CIR

)
−

Hb

√
3M2

Pl −
(πIR)2

2

V (ϕIR)
− 1

+
1

2M2
Pl

∂ϕIR

∂N
(ϕIR − ϕb) = −ξ4. (67)

C. White noises

In order to characterise the ξi variables as stochastic white noises, we need to compute their two-point correlation
function at equal space point. In the case of ξ1, for example:

⟨ξ1(N1)ξ1(N2)⟩ =
∂

∂N

(
σa

Hb

αIR

)∣∣∣
N1

∂

∂N

(
σa

Hb

αIR

)∣∣∣
N2

∫
d3k1d

3k2

(2π)3
δ

(
k1 − σa

Hb

αIR

∣∣∣
N1

)
δ

(
k2 − σa

Hb

αIR

∣∣∣
N2

)
⟨φUV

k1
(N1)φ

UV
k2

(N2)⟩.

(68)
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Using the definition (52) and the commutation relations one obtains:

⟨φUV
k1

(N1)φ
UV
k2

(N2)⟩ = δϕk1(N1)δϕ
∗
k2
(N2)δ

(3)(k1 − k2), (69)

where we have considered the fact that δϕk(N) is indeed the solution for the evolution of the perturbation of ϕ in the
local background, as we defined around (52); and thus, after integrating in k2, and taking advantage of the spherical
symmetry:

⟨ξ1(N1)ξ1(N2)⟩ =
∂

∂N

(
σa

Hb

αIR

)∣∣∣
N1

∂

∂N

(
σa

Hb

αIR

)∣∣∣
N2

∫
k21dk1
2π2

δ

(
k1 − σa

Hb

αIR

∣∣∣
N1

)
δ

(
σa

Hb

αIR

∣∣∣
N1

− σa
Hb

αIR

∣∣∣
N2

)
δϕk1(N1)δϕ

∗
k2
(N2)

=
∂

∂N

(
σa

Hb

αIR

)∣∣∣
N1

∂

∂N

(
σa

Hb

αIR

)∣∣∣
N2

∫
k21dk1
2π2

δ

(
k1 − σa

Hb

αIR

∣∣∣
N1

)
δ(N1 −N2)

∂
∂N

(
σa Hb

αIR

)∣∣∣
N1

|δϕk1(N1)|2,

(70)

where in the last step we have used the properties of the Dirac delta function. After integrating we finally obtain the
result:

⟨ξ1(N1)ξ1(N2)⟩ =
1

2π2

∂

∂N

(
σa

Hb

αIR

)(
σa

Hb

αIR

)2∣∣∣δϕ(N1)k=σa Hb

αIR

∣∣∣2δ(N1 −N2). (71)

Following the same procedure we also find:

⟨ξ1(N1)ξ2(N2)⟩ =
1

2π2

∂

∂N

(
σa

Hb

αIR

)(
σa

Hb

αIR

)2
(
δϕ(N1)k=σa Hb

αIR

∂δϕ∗(N1)

∂N k=σa Hb

αIR

)
δ(N1 −N2), (72)

⟨ξ2(N1)ξ2(N2)⟩ =
1

2π2

∂

∂N

(
σa

Hb

αIR

)(
σa

Hb

αIR

)2∣∣∣∂δϕ(N1)

∂N k=σa Hb

αIR

∣∣∣2δ(N1 −N2), (73)

as well as analogous expressions for ξ4. Let us now focus on (71). We are evaluating δϕk at the coarse-grained scale,
well outside the local Hubble radius. At this scale, any UV perturbation which started at profound sub-horizon scales
will have evolved into a squeezed state, or, in other words, it will behave as a classical random variable [31]. Therefore,

we can interpret the term
∣∣∣δϕ(N1)k=σa Hb

αIR

∣∣∣2 as the power spectrum of one such variable. In addition, the fact that

⟨ξ1(N1)ξ1(N2)⟩ ∝ δ(N1 − N2) allows us to characterise ξ1 as a white noise. This is a consequence of splitting the
modes in (51) with the use of a Heaviside theta function, and employing other functions would lead to coloured noises,
which are much more difficult to treat [30].

Nevertheless, the system described by the noises ξi is non-Markovian, as δϕk has to be computed every time step
over a local background which is dependent on all the previous time steps, i.e. it is modified by the noises themselves
[9]. Let us illustrate this point by switching over to the spatially-flat gauge, in which the MS variable is Qk = δϕk,f

(the subscript ’f ’ indicates the use of the spatially-flat gauge). Rewriting (33) in Fourier space:

H2
l

∂2δϕk,f

∂N2
+ 3H2

l

∂δϕk,f

∂N
+

[
k2

a2
+H2

l

(
−3

2
ϵ2 +

1

2
ϵ1ϵ2 −

1

4
ϵ22 −

1

2
ϵ2ϵ3

)]
δϕk,f = 0. (74)

Let us emphasise that we are computing δϕk,f in the local patch since, as we mentioned, it is a UV variable and
therefore evolves at sub-horizon scales, and we will later evaluate it at the coarse-grained scale, when it has become
a squeezed state. Rewriting (74) with our usual variables we obtain:

∂2δϕk,f

∂N2
+ 3

∂δϕk,f

∂N
+

[
(αIR)2

k2

(aHb)2
+

(
−3

2
ϵ2 +

1

2
ϵ1ϵ2 −

1

4
ϵ22 −

1

2
ϵ2ϵ3

)]
δϕk,f = 0. (75)

But αIR is given by (57), i.e. it depends on both ϕIR, which is a stochastic variable according to (66); and ξ1. In
other words, to find the power spectrum of δϕk,f , and therefore the variance of ξ1 given by (71), we must already
know the values of ξ1 and ξ2.
It is possible to solve this non-Markovian system numerically, as in [32]. Nonetheless, we will perform a further

approximation in order to make the system Markovian and hence easier to solve. We will assume that the IR quantities
are approximately equal to the background ones at first order in the UV variables, that is:

XIRY UV ≃ XbY UV +O
(
(Y UV )2

)
, (76)
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or, equivalently, XIR −Xb = O(Y UV ). This means that we are considering the IR variables to be of linear order in
UV variables, which implies that, under this approximation, stochastic inflation is only able to reproduce the LPT
results, as long as the linear theory holds [9]. This seems to be in contradiction with gradient expansion, which, as we
have stressed above, captures all orders in the amplitudes of the perturbations. Nonetheless, this apparent incoherence
means that, if non-perturbative effects are present, we will be able to detect them as our stochastic formalism will
not be in accordance with LPT as the previous approximation will not hold.

Under this assumption, then, the αIR term in (75) becomes:

k2

(aHb)2
(αIR)2δϕk,f ≃ k2

(aHb)2
δϕk,f +O

(
(δϕk,f )

2
)
, (77)

where we have used αb = 1. Now we have eliminated the dependence on ξ1 and ξ2, recovering equation (35), written
in the global (and analytical) background, and making the system Markovian with additive noises [25]. Since we will
evaluate the perturbation at the coarse-grained scale, where (−kτ) ≃ σ ≪ 1, we can make use of solution (38).

Finally, we want to recover the perturbation calculated in the uniform-N gauge, δϕk,δN . It can be shown that the
gauge transformation between δϕk,f and δϕk,δN is of order O(ϵ1) [29, 32]. Since ϵ1 is negligible in CR, as we have
shown in Section IIA, we can safely make the approximation δϕk,δN = δϕk,f = Qk.

D. Comparison against Linear Perturbation Theory

In order to be able to test our stochastic formalism against LPT results, we need to define a gauge-invariant
observable. The most obvious candidate is the MS variable, of which a linear counterpart can be defined as [9, 25]:

QIR = ϕIR − ϕb − ∂ϕIR

∂N

1

3
∇2CIR. (78)

Since, as explained previously, the approximation (76) causes our formalism to be limited to the reproduction of LPT,
and consequently we expect, as long as LPT holds, ⟨QlinQlin⟩ ≃ ⟨QIRQIR⟩ (where Qlin denotes the analytical MS
variable (31)). On the other hand, as we have stressed above, if our stochastic formalism diverges from the linear
result it will signal a breakdown of LPT and the coming into play of non-perturbative effects.

Since QIR is a stochastic variable, its two point correlator will simply be its statistical variance:

⟨QIR(N)QIR(N)⟩ = Var[QIR(N)], (79)

whereas for the linear MS variable [9]:

⟨Qlin(N)Qlin(N)⟩ =
∫ σa(N)Hb(N)

σa(N0)Hb(N0)

dk

k
PQ(k,N) , (80)

where the integration limits correspond to the modes inside the coarse-grained scale during our stochastic simulation,
and the power spectrum is defined as:

PQ(k,N) ≡ k3

2π2
|Qk(N)|2. (81)

VII. ALGORITHM

Before presenting our results we want to briefly explain the numerical algorithm employed to solve each formalism
in the CR regime. To calculate the two point correlator of the linear MS variable we simply use the solution (39) to
integrate (80) numerically. As we explained in the previous section, this has to be compared to the non-linear MS
variable (78), which implies solving the system (65)-(67) numerically. One further simplification can be made: since,
as explained in Section VIC, Qk = δϕk,δN at zeroth order in ϵ1, we can neglect the last term in (78) as it will only
provide O(ϵ1) information, and, as a consequence, equation (67) can be ignored. In addition, according to (65):

(πIR)2 ∼ (ϕ̇IR/Hb)2 ∼ ϵ1, (82)

where in the last step we have used (9). Thus we can neglect the (πIR)2 terms in (66).
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To solve the system of stochastic equations, then, we will use an order 1.5 strong Stochastic Runge-Kutta method
[33, 34]. We can write a generic stochastic differential equation (SDE) in the form:

dX(t) = a(t,X(t))dt+ b(t,X(t))dW (t), (83)

where W (t) is a Wiener process related to a white noise ξ(t) as dW (t) = ξ(t)dt, and imposing the additivity of the
noises implies b(t,X(t)) = b(t). The method is recursive, with the solution for every time step of size hn being:

Xn+1 = Xn +

3∑
i=1

αia
(
tn + c

(0)
i hn, H

(0)
i

)
hn +

3∑
i=1

(
β
(1)
i I(1) + β

(2)
i

I(1,0)

hn

)
b
(
tn + c

(1)
i hn

)
, (84)

with stages:

H
(0)
i = Xn +

3∑
j=1

A
(0)
ij a

(
tn + c

(0)
j hn, H

(0)
j

)
hn +

3∑
j=1

B
(0)
ij b

(
tn + c

(1)
j hn

) I(1,0)

hn
, (85)

where I(1) and I(1,0) will be specified later, and the rest of the constants can be written in a compact way using a
Butcher tableau, shown in Table I.

c(0) A(0) B(0) c(1)

αT β(1),T β(2),T

0 1
1 1 0 0

1/2 1/4 1/4 1 1/2 0
1/6 1/6 2/3 1 0 0 1 -1 0

TABLE I. Butcher tableau (left) and its specific entries (right).

I(1) and I(1,0) are some Ito stochastic integrals, which can be implemented numerically by defining two independent

random variables, U1 and U2, that follow a normal distribution with mean µ = 0 and variance σ2 = 1, so that:

I(1) = U1

√
hn ; I(1,0) =

1

2
h3/2
n

(
U1 +

U2√
3

)
. (86)

In our case, since we have a system of SDEs rather than a single one, we simply have to apply this algorithm to
every equation simultaneously for every time step, with the Ito integrals (86) being the same for every equation as
the noises are completely correlated.

To illustrate the precision that can be achieved with this method, as opposed, for example, to the much simpler
Euler method [35], we will use it to solve a paradigmatic SDE: one that describes the velocity v(t) of a particle of
mass m undergoing Brownian motion in one dimension inside a fluid with friction coefficient α:

m
dv(t)

dt
= −αv(t) + ξ(t), (87)

which has an analytical solution:

v(t) = v(0)e−
α
m t +

1

m
e−

α
m t

∫ t

0

e
α
m sdWs, (88)

with v(0) being the initial velocity of the particle. In Figure 1 the comparison between the Euler and Runge-Kutta
methods with respect to the analytical solution is shown. It can be readily seen that, using only 100 steps, the
Runge-Kutta algorithm is already reproducing the analytic solution with very high precision, as opposed to the Euler
method.

VIII. RESULTS

In Figures 2 and 3 we show the result obtained for the stochastic formalism in the CR regime, i.e. using the
equations from Section IIA as the potential, the background solution of the field, etc. We also compare this solution
to the LPT result. It should be noted that we have set MPl = 1 in equations (15)-(18) for simplicity, and we have
arbitrarily chosen κ = 0.5 and N0 = 1. The code that we have developed and used can be found in Appendix B.

From these results we can readily see that we have been able to reproduce LPT theory using the stochastic formalism,
and therefore it seems that non-perturbative effects are not relevant for the CR regime.
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FIG. 1. Analytical solution of the SDE (87), together with the numerical solution, employing the Euler and order 1.5 Runge-
Kutta methods, respectively. Both velocity and time are shown in arbitrary units. We have set m = α = 1 and v(0) = 4. We
are using 100 time steps.

FIG. 2. Two point correlator of the MS variable as a function of the number of e-folds N , solved both in the analytical LPT
regime (80), and in the stochastic formalism (79) using the order 1.5 strong Runge-Kutta algorithm with 1000 time steps,
where we have used n = 105 different trajectories to calculate Var[QIR(N)].

IX. CONCLUSIONS

We have studied the cosmological perturbations generated in the CR regime, in which the acceleration of the scalar
field is proportional to the friction term, from the point of view of stochastic inflation. We have attempted to derive
the method step by step, using the ADM formalism, O(σ0) gradient expansion and the splitting of our variables of
interest into IR (long-wavelength) and UV (short-wavelength) modes, with the latter being treated perturbatively as
they are well inside the Hubble horizon. After these calculations one obtains a system of SDEs, with the UV modes
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FIG. 3. Relative error, normalised to 1, between the two point correlator of the non-linear MS variable, which we have called Q
for simplicity, calculated using the order 1.5 strong Runge-Kutta algorithm with 1000 time steps; and the two point correlator
of the linear MS variable, which we have called Qlin. We are comparing the result when using n = 104 and n = 105 different
trajectories in the calculation of Var[QIR(N)].

behaving, once they cross the coarse-grained scale, as a white noise for the IR part. This system can then be solved
numerically.

As we have tried to stress in the text, however, in order to characterise the variables ξi as white noises, as well as
making the system of SDEs Markovian, one has to restrict the IR variables to the linear order. This last approximation,
as we have shown, implies that, if a contradiction between the stochastic results and those of LPT were to arise, it
could be an indication of the presence of non-perturbative effects and the collapse of LPT. The results we have
obtained by restricting ourselves to zeroth order in ϵ1, and using the very precise order 1.5 strong Runge-Kutta
algorithm, however, match their linear counterpart with a high level of precision, which leads us to conclude that the
linear approximation does not break down in the CR regime.
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Appendix A: Clarification on the gradient expansion

We have claimed that (0)∇2C ∼ O(σ0) is not in contradiction with the statement (0)

(
∂i∂j − 1

3δij∇
2
)
C ∼ O(σ).

To demonstrate it we can take for example C = x · xg(t, σx), with g(t, σx) being an arbitrary function. In this case:

∂i∂jC − 1

3
∇2C ∼ O(σ), (A1)

1

3
∇2C = 2g(t, 0) +O(σ), (A2)

and hence (0)∇2C ∼ O(σ0).



16

Appendix B: Code

Below we present the code, written in Python, that we have developed and used in our study. We have employed it
in the case of CR, but it is completely general and can be applied to solve the stochastic formalism for any potential,
as long as the parameter ν defined in (37) is constant. One would simply have to change the different functions for

ϕb(t), V (ϕ), Hb(t), etc. in lines 9-37, the initial condition for the velocity of the field ∂ϕ
∂N

∣∣∣
N0

in line 51, as well as ν

in line 54, to correspond to the model of interest.

1 import math

2 import numpy as np

3 import random

4 import matplotlib.pyplot as plt

5

6 #Functions for Constant Roll

7 kappa =0.5 #Parameter kappa in Starobinsky ’s paper

8 sigma =0.1

9 def phib(t): #Inflaton

10 phib=math.sqrt (2/(3+ kappa))*math.log(1/ math.tanh ((3+ kappa)/2*t))

11 return phib

12 def v(phi): #Potential

13 v=3*(1+( kappa /6)*(1-np.cosh(math.sqrt (2*(3+ kappa))*phi))) #using M=1

14 return v

15 def dv(phi): #Derivative of the potential

16 dv=-math.sqrt ((3+ kappa)/2)*kappa*np.sinh(math.sqrt (2*(3+ kappa))*phi)

17 return dv

18 def Hb(t): #Hubble rate

19 Hb=1/ math.tanh ((3+ kappa)*t)

20 return Hb

21 def t(N): #Cosmic time as a function of the number of e-folds

22 t=np.arcsinh(math.exp((N-1) *(3+ kappa))*math.sinh (3+ kappa))/(3+ kappa)

23 return t

24 def eps1(t):

25 eps1 =(3+ kappa)/(math.cosh ((3+ kappa)*t)**2)

26 return eps1

27 def eps2(t):

28 eps2 = -2*(3+ kappa)*math.tanh ((3+ kappa)*t)**2

29 return eps2

30 def a(t): #Scale factor

31 a=math.sinh ((3+ kappa)*t)**(1/(3+ kappa))

32 return a

33 def tau(t): #Conformal time

34 tau=-1/(a(t)*Hb(t))

35 return tau

36

37 #Steps , initial conditions , etc.

38 steps =1000

39 N0=1

40 Nf=3

41 N=np.linspace(N0,Nf,steps)

42 fi=[]

43 for Ni in N:

44 ttt=t(Ni)

45 fi.append(phib(ttt))

46 for pi in fi:

47 potential.append(v(pi))

48 dpot.append(dv(pi))

49 dphib0 =-1/( math.sinh ((3+ kappa)*t(1)))*math.sqrt (6+2* kappa)*Hb(t(1))

50

51 o=10**( -9)

52 nu=3/2* math.sqrt (1 -4/9*( -3* kappa -kappa **2)) #Nu for the Henckel functions

53 def k(t): #k at coarse -grained scale

54 k=sigma*a(t)*Hb(t)

55 return k

56 def var1(t,k,nu): #Variance of white noise 1, also POWER SPECTRUM OF Q

57 conft=tau(t)

58 Q2=k**3/(2* math.pi**2)*abs (2**(2*nu -2)*(-conft)*(-k*conft)**(-2*nu)*math.gamma(nu)**2/(a(t)**2*

math.pi))*o

59 return Q2
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60 def var2(t,k,nu): #Variance of white noise 2

61 dQ2=var1(t,k,nu)*(nu -3/2) **2

62 return dQ2

63

64 #System

65 def a1(N,phi ,pi):

66 a1=pi

67 return a1

68 def b1(N):

69 time=t(N)

70 kk=k(time)

71 b1=-math.sqrt(var1(time ,kk,nu))

72 return b1

73 def a2(N,phi ,pi):

74 if abs(phi/math.sqrt (2*(3+ kappa))) <100:

75 a2=-3*(pi+dv(phi)/v(phi))

76 else:

77 if phi >0:

78 a2=-3*(pi+math.sqrt (2*(3+ kappa)))

79 else:

80 a2=-3*(pi-math.sqrt (2*(3+ kappa)))

81 return a2

82 def b2(N):

83 time=t(N)

84 kk=k(time)

85 b2=-math.sqrt(var2(time ,kk,nu))

86 return b2

87

88 #Initial conditions

89 phiIR0=fi[0]

90 piIR0=dphib0

91

92 # RK1.5

93 # As in 2107.12735

94

95 #Butcher tableau

96 c0=[0 ,1 ,0.5]

97 A0=[[0 ,0 ,0] ,[1 ,0 ,0] ,[0.25 ,0.25 ,0]]

98 B0=[[0 ,0 ,0] ,[0 ,0 ,0] ,[1 ,0.5 ,0]]

99 c1=[1,0,0]

100 alphaT =[1/6 ,1/6 ,2/3]

101 beta1T =[1,0,0]

102 beta2T =[1,-1,0]

103

104 def rk3(N,a1,b1,a2 ,b2,y10 ,y20):

105 hn=N[1]-N[0]

106 y1=[]

107 y2=[]

108 y1.append(y10)

109 y2.append(y20)

110 for pas in range(1,len(N)):

111 #Ito integrals , according to (65)

112 u1=np.random.normal ()

113 u2=np.random.normal ()

114 I1=u1*math.sqrt(hn)

115 I10 =((hn **(3/2))/2)*(u1+u2/math.sqrt (3))

116 #Calculate H^(0)_i according to eqn (62) in the paper

117 H01 =[]

118 H01.append(y1[pas -1])

119 H02 =[]

120 H02.append(y2[pas -1])

121 for i in range (1,3):

122 sumone1 =0

123 sumone2 =0

124 sumtwo1 =0

125 sumtwo2 =0

126 for j in range(i):

127 sumone1=sumone1+A0[i][j]*a1(N[pas -1]+c0[j]*hn ,H01[j],H02[j])*hn

128 sumone2=sumone2+B0[i][j]*b1(N[pas -1]+c1[j]*hn)*I10/hn

129 sumtwo1=sumtwo1+A0[i][j]*a2(N[pas -1]+c0[j]*hn ,H01[j],H02[j])*hn
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130 sumtwo2=sumtwo2+B0[i][j]*b2(N[pas -1]+c1[j]*hn)*I10/hn

131 HH1=y1[pas -1]+ sumone1+sumone2

132 H01.append(HH1)

133 HH2=y2[pas -1]+ sumtwo1+sumtwo2

134 H02.append(HH2)

135 #Calculate Y_(n+1) according to (61)

136 s1=0

137 s2=0

138 for i in range (3):

139 s1=s1+alphaT[i]*a1(N[pas -1]+c0[i]*hn,H01[i],H02[j])*hn

140 s2=s2+( beta1T[i]*I1+beta2T[i]*I10/hn)*b1(N[pas -1]+c1[i]*hn)

141 y11=y1[pas -1]+s1+s2

142 y1.append(y11)

143 s1=0

144 s2=0

145 for i in range (3):

146 s1=s1+alphaT[i]*a2(N[pas -1]+c0[i]*hn,H01[j],H02[i])*hn

147 s2=s2+( beta1T[i]*I1+beta2T[i]*I10/hn)*b2(N[pas -1]+c1[i]*hn)

148 y21=y2[pas -1]+s1+s2

149 y2.append(y21)

150 return y1,y2

151

152

153 # Computing <Q^IR Q^IR >

154 def QIR(N,phiIR): #Input: vector N and vector phi (solved via SDEs)

155 QIR =[]

156 for i in range(len(N)):

157 ti=t(N[i])

158 Q=phiIR[i]-phib(ti)

159 QIR.append(Q)

160 return QIR #Output: vector Q^IR/(N)

161 def varQ(Q): #Input: vector of many different solutions for Q

162 var =[]

163 for i in range(len(Q[0])):

164 QN=[]

165 for j in range(len(Q)):

166 QN.append(Q[j][i]) #We take all the solutions for a given N and compute the variance

167 var.append(np.var(QN))

168 return var #Output: vector with VarianceQ(N)

169

170 Qs=[]

171 stats =100000

172 for j in range(stats):

173 phiIR ,piIR=rk3(N,a1,b1,a2 ,b2,phiIR0 ,piIR0)

174 qir=QIR(N,phiIR)

175 Qs.append(qir)

176

177 variance=varQ(Qs)

178

179

180 #Computing < Qlin Qlin >

181 def I(f,N,ki,kf,points):

182 I=0

183 ks=np.linspace(ki,kf ,points)

184 for j in range(points -1):

185 I=I+f(ks[j],N)*(ks[j+1]-ks[j])

186 return I

187 def integrand(k,N):

188 ti=t(N)

189 f=var1(ti,k,nu)/k

190 return f

191 def varQlin(N):

192 var =[]

193 ti=t(N[0])

194 k0=k(ti)

195 for i in range(len(N)):

196 tf=t(N[i])

197 kf=k(tf)

198 var.append(I(integrand ,N[i],k0 ,kf ,1000))

199 return var
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200

201 variance2=varQlin(N)

202

203 vari=np.array(variance)*10**9

204 vari2=np.array(variance2)*10**9

205 h=plt.plot(N,vari2 ,label=’Analytic ’)

206 hh=plt.plot(N,vari ,label=’Stochastic ’)

207 plt.xlabel(’$N$’)
208 plt.ylabel(r’$<Q^2>$’)
209 plt.legend ()

210 plt.savefig(’VarQ_UV ’)

211 plt.show()

212

213 y=[]

214 for i in range(len(N)):

215 yi=abs(( variance[i]-variance2[i])/variance[i])

216 y.append(yi)

217 plt.plot(N,y)

218 plt.yscale(’log’)

219 plt.xlabel(’$N$’)
220 plt.ylabel(r’$\frac{<Q^2>-<Q_{lin}^2>}{<Q^2>}$’)
221 plt.savefig(’Error’)

222 plt.show()

Listing 1. Code employed in our study, written in Python.
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(Physica-Verlag HD, Heidelberg, 2010) pp. 127–153.

[35] P. E. Kloeden and E. Platen, Numerical Solution of Stochastic Differential Equations (Springer Berlin, 1992).

https://doi.org/10.1007/s10714-008-0661-1
https://doi.org/10.1007/s10714-008-0661-1
https://doi.org/10.7208/chicago/9780226870373.001.0001
https://doi.org/10.1088/1126-6708/2003/05/013
https://doi.org/10.1088/1126-6708/2003/05/013
https://doi.org/10.3390/universe8060334
https://arxiv.org/abs/hep-ph/0210162
https://doi.org/10.1098/rspa.1978.0060
https://doi.org/10.1098/rspa.1978.0060
https://doi.org/10.1103/PhysRevD.42.3936
https://doi.org/10.1103/PhysRevD.42.3936
https://doi.org/10.1088/1475-7516/2019/07/031
https://doi.org/10.1088/1475-7516/2019/07/031
https://theses.hal.science/tel-01094199
https://arxiv.org/abs/0810.0087
https://doi.org/10.1088/1475-7516/2022/05/027
https://doi.org/10.1137/09076636X
https://doi.org/10.1137/09076636X
https://arxiv.org/abs/https://doi.org/10.1137/09076636X
https://doi.org/10.1007/978-3-7908-2598-5_6

	Stochastic inflation in the Constant Roll regime
	Abstract
	Contents
	Introduction
	Inflation
	Constant Roll

	ADM formalism
	Linear Perturbation Theory
	Gradient expansion
	Stochastic formalism
	Calculation example
	System
	White noises
	Comparison against Linear Perturbation Theory

	Algorithm
	Results
	Conclusions
	Acknowledgments
	Clarification on the gradient expansion
	Code
	References


