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Abstract 

The growing trend among universities to promote systems of programme and course 

evaluation entails more responsibility for faculties and departments. These systems require 

resources to ensure that they are not only valid and reliable but also effective and sustainable. 

The design of rubric-based assessment systems may provide a solution, but there is a gap in 

the research on curriculum evaluation concerning their use and validation. We examine the 

content aspect of validity in a rubric-based assessment system for course syllabuses using a 
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mixed method that combines an analysis of the agreement among 23 experts with a 

phenomenographic study. With data gathered through a questionnaire linked to the Delphi 

technique, content validity indexes were calculated and the experts' different perspectives 

were identified. The content validity indexes (greater than .80) met the standards set out in 

literature, and the qualitative study of the experts' feedback showed three different 

perspectives on the system's use. Beyond providing evidence of the system's content validity, 

the study highlights the extent to which it is important to give appropriate consideration to 

experts' – and by extension final users' – experience in order to ensure the successful 

implementation of rubric-based assessment systems. 

 

Keywords: programme evaluation; evaluation methods; rubric; course syllabus. 

 

Introduction 

Recently, accreditation programmes have adopted an evolutionary and developmental 

approach that accords with the main purpose of educational quality assurance systems, which 

is to provide the means necessary for the continuous improvement of educational 

programmes (e.g., Boyle & Bowden, 1997). It is not enough to use the rates of academic 

success customarily cited by universities as evidence of the smooth running of their degree 

programmes. This is partly due to the disrepute arising from grade inflation (e.g., Bachan, 

2017; Chowdhury, 2018; Finefter-Rosenbluh & Levinson, 2015) and partly because such 

rates of academic success say nothing of the impact that university programmes have on their 

students' learning processes. 

 

This state of affairs has led universities to focus on programme and course evaluation, 

resulting in increased responsibility for faculties and departments. These must provide 
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evidence that their degree programmes foster high-level learning outcomes and that these 

outcomes meet the needs of society. This involves the implementation and upgrading of 

systems to support data capture and entry on student learning, the use of appropriate systems 

of analysis, and the provision of planning and rationales for policies to improve degree 

programmes in accordance with the interpretation of the findings (Goldstein, 2010). The 

focus of evaluation is no longer the design of an educational programme, but rather on its 

performance (Caffarella, 2002; Hixon, Barczyk, Buckenmeyer, & Feldman, 2011). This, in 

turn, has even led to studies on meta-assessment, that is, the evaluation of the suitability of 

programme assessment processes (Orem, 2012). 

 

In addition to the conceptual difficulties inherent in the evaluation of educational quality, 

programme and course evaluation must also solve problems of implementation. The design 

and application of evaluation systems require plentiful resources (e.g., Uribe, 2013); 

therefore, they must be not only valid and reliable, but also effective and sustainable (e.g., 

Barrie, Hughes, Crisp, & Bennison, 2014). Steps must be taken to compensate for the lack of 

a suitable assessment culture among faculty, due partly to inadequate pedagogical training 

(Grainger, Adie, & Weir, 2016) and partly to the persistence of a university tradition that 

impedes a paradigm shift in education (see Boyle & Bowden, 1997; Brownell & Tanner, 

2012). The latter factor is the more important one because it affects faculty commitment to 

the continuous assessment of programmes. For instance, Brancaccio-Taras et al. (2016) 

developed a programme assessment system in which one of the criteria was the presence of a 

suitable institutional atmosphere for the implementation of evidence-based teaching practices. 

 

The implementation of programme and course evaluation involves giving a prominent role to 

faculty members (Gerretson & Golson, 2005), which in turn has led to arguments in favour of 
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shifting the focus from programme-level to course-level assessment (Reed, Levin, & 

Malandra, 2011). Consequently, there is a pressing need to bolster the creation of faculty 

learning communities (e.g., O'Malley, 2010; Ward & Selvester, 2012) that are open to 

teachers from different universities who teach in the same field or discipline (Sefcik, 

Bedford, Czech, Smith, & Yorke, 2018). In fact, these communities can serve as professional 

environments seeking to enhance learning and professional development governed by the 

principles of trust, support and collegiality (Author, 2018). With adequate institutional 

support, these professional safe environments could also foster the creation of teaching 

innovation groups to act as levers of change within faculties and departments. For example, 

teaching innovation groups could promote the design and application of programme and 

course assessment systems or their transfer from other contexts. 

 

Analysing the teaching process as a unified construct is complex, and it is difficult for 

faculties and departments to gather direct measures in order to carry out an analysis that is 

valid, reliable and sustainable. This is why universities have promoted the collection of 

indirect evidence on quality assurance in addition to survey-based studies. Thus, recent 

research on programme and course evaluation has pushed forward in three directions. First, 

studies have examined whether a graduate will have attained the stated profile based on the 

distribution of competencies in the curriculum. This is exemplified by research on curriculum 

mapping (e.g., Perera, Babatunde, Zhou, Pearson, & Ekundayo, 2017; Veltri, Webb, 

Matveev, & Zapatero, 2011; Wijngaards-de Meij & Merx, 2018). Second, studies have 

checked whether students have attained the competencies set out in curricula; this focus has 

proved fertile ground for the use of rubrics. Prominent examples include analyses of core 

competencies, primarily the competencies of information literacy (e.g., Whitlock & 

Ebrahimi, 2016) and oral or written communication (e.g., García-Ros, 2011; Good, Osborne, 
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& Birchfield, 2012), but also including studies on specific competencies (e.g., Romkey, 

Chong, & El Gammal, 2015; Tractenberg, Umans, & McCarter, 2010). Third, studies have 

verified whether the learning environments set out in course syllabuses are consistent with 

the pedagogical principles of a competency-based higher education. 

 

The course syllabus is a document that lays out the learning outcomes, content and teaching 

environment that define a course. The quality of a course syllabus requires that all of its 

components should be aligned, but it also calls for a clear and specific explanation of the 

components so that a student can make an informed decision on whether or not to enrol in a 

course or degree programme. An analysis of the content of syllabuses does not produce direct 

evidence of the actual learning process that takes place in the classroom. However, it does 

provide information on: a) how well the teaching design is aligned with the student learning 

outcomes; b) the teaching culture and practices of the faculty; and c) the extent of their 

commitment to a competency-based educational model. Teacher-specific syllabuses are 

typically accessible only to enrolled students, but they co-exist in some university systems 

with generic syllabuses that are the product of a consensus among the teachers of a single 

course and they establish the general framework of the course. Course syllabuses are used as 

teaching resources, course plans, and evidences for teacher evaluation and programme 

accreditation (Grunert O'Brien, Millis, & Cohen, 2008; Slattery & Carlson, 2005; 

Willingham-McLain, 2011). In these roles, they function as communication tools and 

educational contracts (Fink, 2012; Parkes & Harris, 2002, Singham, 2007). The fact that 

generic syllabuses are sometimes available to the public makes them indicators of the 

attention that a university pays to its educational mission. Being useful to compare course 

programmes (e.g., Álvarez-Pérez, González Morales, López-Aguilar, Peláez Alba, & Peña 

Vázquez, 2018), generic syllabuses are analysed by the national quality agencies in the 
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processes of programme accreditation (e.g., National Agency for Quality Assessment and 

Accreditation, 2013). 

 

As shown in research spanning from the study by Bers, Davis, and Taylor (2000) to more 

recent work conducted by Goodwin, Chittle, Dixon, and Andrews (2018) and Mathers, 

Finney, and Hathcoat (2018), there remains a large scope for improvement in aligning course 

syllabuses with the teaching practices that are most highly valued in the literature. 

Consequently, this line of evaluation research needs to be incorporated into already existing 

quality assurance systems at universities. In addition, syllabus content analysis is the type of 

programme and course assessment that is least time-consuming (Stanny, Gonzalez, & 

McGowan, 2015; Willinghan-McLain, 2011), that best takes advantage of the faculty's expert 

knowledge and that can most directly and most immediately be useful in faculty development 

(Bers et al., 2000).  

 

An examination of the latest publications reveals a variety of approaches, methodologies and 

evaluation tools, illustrating the interest in the topic and the exploratory stage of current 

research. There have been survey-based studies, such as the one by Bergsmann, Klug, 

Burger, Först, and Spiel (2018), who analysed the presence of competency-based teaching 

and real student competencies and did so using a screening model with an online 

questionnaire to which students and teachers alike responded. Iudica (2011) made use of two 

checklists to examine the alignment between course syllabuses in educational technology 

leadership and the state and national technology standards. Goodwin et al. (2018) put forward 

a qualitative analysis of the information on learning outcomes, reading requirements, learning 

activities, assessment types, and policy listing and adherence as set out in the course 

syllabuses of an undergraduate programme. Lastly, the way in which assessment systems are 
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described in course syllabuses has received special attention from a number of viewpoints: a) 

whether students receive appropriate communication about assessment aims (Thomas et al., 

2018); b) whether the assessment system is aligned with learning outcomes (Sefcik et al., 

2018); and c) which assessment modes and instruments are most commonly used in 

educational contexts (Tucker, 2012). 

 

Rubrics are also valuable resources because they have given rise to the largest number of 

studies in the field in question. Brancaccio-Taras et al. (2016), Halim (2008) and Stanny et al. 

(2015) are examples of studies that analyse all aspects of the learning environments set out in 

course syllabuses and their alignment with the pedagogical principles and best teaching 

practices that are most widely recognised in the literature. Raybon (2012) and Legon (2015) 

have the distinctive characteristic that their rubrics feature specific criteria for online courses. 

However, it is more common to find rubrics used to assess whether the course syllabuses are 

consistent with the principles of learner-centred teaching (Blumberg, 2009; Blumberg & 

Pontiggia, 2011; Cullen & Harris, 2009), students' meaningful learning (Koh, 2013) or the 

assessment for learning (Alonzo, Mirriahi, & Davison, 2018; Wolf & Goodwin, 2007).  

 

At a time when the rubric-based assessment systems for student performance had not yet 

reached a stage of maturity in higher education, Jonsson and Svingby (2007) and Reddy and 

Andrade (2010) confirmed the need for a greater number of studies on validity that have 

rigorous research methods and analyses. More recently, Dawson (2017) found very few 

publications that were suitable for replication studies because they contained insufficient 

information on their research method. Unsurprisingly, this is also the case now with the 

rubric-based assessment systems for course syllabuses. Of the studies cited earlier, only those 
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of Halim (2008), Koh (2013) and especially Alonzo et al. (2018) address the matter of 

validity. 

 

The present study is a contribution to the as yet limited body of literature on the rubric-based 

assessment systems for course syllabuses and, more specifically, to the models used to assess 

all the components set out in course syllabuses. The proposed rubric has six dimensions that 

reflect the customary sections of course syllabuses – i.e., learning outcomes, course content, 

learning resources, learning activities, learning mode, and assessment – and it features four 

performance levels (see Appendix A). The aim of this paper is to analyse some of the aspects 

that underpin the validity of the inferences that are drawn from the application of the rubric. 

Accordingly, two research questions are posed: (1) What rating is given to the content aspect 

of validity for the rubric-based assessment system? and (2) What are the professional 

experiences and concerns shown by the experts who took part in its evaluation? 

 

Study context 

The European Higher Education Area (EHEA), which was launched in 2010, is a joint 

undertaking of 48 European countries that are cooperating in the construction of a framework 

of comparable and compatible higher education systems. As a result, national systems of 

higher education have begun to be regulated by common quality standards. Also, the 

European Association for Quality Assurance in Higher Education (ENQA) and national 

organisations for quality assurance have been set up to conduct the follow-up and evaluation 

of degrees and to issue recommendations on quality improvement to higher education 

institutions. 
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The need to comply with accreditation standards has led to greater awareness of universities' 

educational missions. In reality, however, the assessment of teaching–learning environments 

has not yet reaped all the benefits of quality agency programmes, and this is a worldwide 

spread phenomenon (Storey & Asadoorian III, 2014). The main purpose of an educational 

quality assurance system consists precisely in improving student learning opportunities (Ellis, 

Jarkey, Mahony, Peat, & Sheely, 2007). For this to be possible, educational quality 

assessment must take place at classroom, department and degree levels, in compliance with 

the general institutional framework and evaluation agency guidelines. Institutions, however, 

do not always dispose of appropriate assessment instruments to produce evidence of 

implemented educational improvements (Blumberg & Pontiggia, 2011). Moreover, these 

instruments are even less easily accessible to teachers and students. 

 

In this general context, the faculty of Spanish public universities must annually update the 

generic syllabuses of every course in order to make them available to the public as part of the 

published information provided on degree programmes. Undoubtedly, this task gives concrete 

shape to the universities' commitment to accountability and transparency policies. However, 

the process of updating course syllabuses has shortcomings that jeopardise the ongoing 

quality improvement of teaching environments and lead faculty members to perform the task 

of updating as a matter of routine. On one hand, teachers have only general guidelines on the 

information that must be put in the various sections of a somewhat inflexible software 

application. The result is that course syllabuses are very homogeneous – with the exception 

of the subject matter – and not very specific. 

 

On the other hand, teachers do not have: a) educational quality criteria specifically adapted to 

their discipline on which to base the review of their course syllabuses; b) best practices for 
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the preparation of course syllabuses in their own degree programmes to serve as examples; 

and c) quality assessment systems for course syllabuses to enable them to evaluate the current 

state of their courses and plan an ongoing quality improvement process. The lack of 

benchmarks and resources is disorienting and discouraging for faculty members. It promotes 

the belief that the activity is nothing more than a bureaucratic hurdle and it prevents any real 

ongoing improvement process for course syllabuses (see Carrión Martínez, 2006; Guerra 

García, 2013). 

 

In light of these key factors, we have taken the view that addressing the last issue may lay the 

groundwork for successfully tackling the other issues. A rubric-based assessment system for 

course syllabuses in the hands of faculty should generate the data necessary to identify any 

shortcomings, determine their relative importance and plan a short-term and medium-term 

improvement programme, provided that the assessment system can demonstrate its validity 

and reliability. With widespread use of the proposed system, faculty could agree on the 

quality criteria of course syllabuses in their respective academic fields and, accordingly, 

develop a catalogue of best practices over time. 

 

Method 

The approach is based on Messick's unified construct validity theory, which states that 

"validity is an integrated evaluative judgment of the degree to which empirical evidence and 

theoretical rationales support the adequacy and appropriateness of interpretations and actions 

based on test scores or other modes of assessment" (Messick, 1990, p. 5). Messick's concept 

of validity has three corollaries: a) validity is a unified construct grounded on the integration 

of the analysis of empirical evidence from multiple sources; b) validity is a judgement subject 
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to constant review; c) validity not only refers to the plausibility of the rationales but also to 

the consequences of such rationales for their immediate surroundings.  

 

Messick (1989, 1990, 1995) established six facets or aspects of the concept of construct 

validity: content, substantive, structural, generalizability, external and consequential. To 

analyse all six facets is all the more important because there are so few studies that cover 

every aspect of validity (Docktor, 2009). In this paper, the analysis focuses solely on the 

content aspect in the conviction that the remaining aspects must be tackled in subsequent 

studies. In accordance with Messick, the content aspect includes evidence on whether the 

rubric's criteria and quality indicators are relevant and representative according to expert 

assessors and the specialised literature.  

 

Participants 

To examine the content aspect of validity, the study brought together a panel of 23 experts, 

none of whom withdrew from the research. A purposive sampling was made on the basis of 

three criteria: a) that they came from different universities and disciplines; b) that they 

represented different categories of faculty, and c) that they were linked to universities of 

different sizes that provided education both in situ and online. 

 

One of the criteria for identifying the experts was that they must have had a recent line of 

research on rubrics accredited by some academic publication in the past five years. Also, the 

experts had to share the language of the rubric in its original version, given that grammar was 

one of the aspects for them to evaluate. The selection process was complex because the 

acceptance of each expert made it necessary for the authors to go back and revise the initially 

selected list of experts in order to achieve a balance among the three criteria set out in the 
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previous paragraph. Consequently, the process took two months and 53 invitations were sent 

out. The response rate was 43.39%. 

 

The experts carry out their academic activity in different disciplines in the Education 

Sciences and the Arts and Humanities and they are linked to eight universities in two 

countries. These are the two Spanish-speaking countries with the highest number of 

publications on rubrics. The researchers did not succeed in enlisting the participation of any 

experts from the hard sciences. The professional status of the participants was distributed as 

follows: three professors, one reader, four senior lecturers, eight lecturers (with between one 

and seven years of academic experience), four associate lecturers, one research associate and 

two predoctoral fellows. They received no remuneration or compensation of any kind for 

their participation. 

 

Ethical considerations 

Scrupulous attention was paid to the principles and codes of best practices widely recognised 

in the scientific community. First, the experts took part in the study voluntarily after 

accepting an invitation by email that included information on the purpose and the object of 

study, the methodology, the type of participation and the anticipated length of the research. 

The aim was to ensure that the experts gave their informed consent to take part. The 

invitation was also explicit about the following issues: a) the confidential treatment of the 

data; b) the right of participants to leave the study at any time without the need to provide a 

reason beyond their own express wish to do so; c) the right of participants to review their 

contributions prior to publication; and d) their right to receive information on the results of 

the research upon its conclusion. In the qualitative analysis, any element that might identify 
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the participants was removed and their comments were preserved verbatim with the exception 

of eliminating any typos that might hamper comprehension. 

 

Second, we have always sought to ensure the highest level of objectivity in analyses and 

discussions throughout the research. We have presented the findings in ways that permit 

scrutiny by other researchers and we have cited any studies by other researchers that have 

been used in the present study in accordance with international standards.  

 

Data collection techniques and instruments 

The Delphi method was used as an anonymous process of consensus building among the 23 

experts on the content relevance and representativeness of the rubric's criteria and quality 

indicators. In the first round, a questionnaire was sent to experts containing 23 closed items 

worded as statements that required a mandatory response (see Table 1 below and Appendix 

B). Also included was an open-ended text field for optional response so that the experts could 

add any qualitative feedback to their evaluation. The items were grouped into four 

components: grammar (two items), consistency (five items), structure (three items) and 

content (13 items). These are explained in greater detail below. A four-point Likert scale was 

used, with the anchors ranging from least to most agreement: totally disagree, disagree on the 

whole, agree on the whole, totally agree. 

 

After receiving the experts' ratings, the content validity index was calculated to analyse the 

degree of consensus among the experts. The grammar component and the consistency 

component were found to have a rating slightly below .80, which made it necessary to do a 

second round. For the two items related to grammar, the experts concurred that the wording 

overall was sufficiently clear (item 1), but they warned that too much technical language in 
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the quality indicators could hamper the ability of non-specialist readers to understand the 

rubric (item 18). As a result, the researchers reviewed the rubric and identified expressions 

from the field of Education Sciences that could be reworded without losing any of their 

accuracy or precision. In one instance, it was imperative to keep the term in question and the 

experts introduced a paraphrase to help in understanding the text. Take for example the 

Learning outcomes dimension: given the widespread use of the concept of competence in the 

university context, it was deemed appropriate to keep the term "competences" in parentheses 

and explain it as "the main learning outcomes" (see Appendix A). 

 

For the five items in the consistency component, no issues were found in relation to whether 

the rubric covered the main aspects of course syllabuses (item 2), whether the rubric enabled 

evaluation of their content (item 26), or whether the rubric contained widely recognised 

quality indicators for teaching environments (item 51). The experts were also in agreement 

that the rubric would need a training programme in order to be able to apply it (item 29). 

While this raised questions about the rubric's ease of use, it accorded with an issue that has 

been stressed repeatedly in the literature on rubrics (e.g., Bird & Yucel, 2013; Crotwell 

Timmerman, Strickland, Johnson, & Payne, 2011; Reddy & Andrade, 2010; Sue, 2020; 

Venning & Buisman-Pijlman, 2013). It was also consistent with the challenge of assessing 

course syllabuses in all their complexity. 

 

The responses to item 11 raised another reason to revise the rubric concerning its usability in 

the experts' academic settings. Indeed, some of them gave this item the lowest rating on the 

scale. In this regard, we made two kinds of modifications to the rubric, which affected the 

dimensions of Learning activities, Learning mode and Assessment. First, it was necessary to 

remove the more specific statements in the quality indicators and replace them with more 
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generic wording. For the Learning activities dimension, one example was to remove direct 

references to problem-based or project-based learning environments and to put in their place 

the desirability of connecting learning activities with real or simulated professional contexts. 

Second, the level required to meet some of the quality indicators was lowered. This was the 

case with students' working in groups, their opportunities to select some aspects of the 

learning environment, and their participation in the course. 

 

After modifying the statements in the rubric according to the experts' suggestions, we 

prepared a second questionnaire containing 52 closed items, also mandatory, plus the open-

ended text field for optional response. In the second questionnaire, the items were grouped 

into the same four components. The component on grammar contained five items that 

analysed the ambiguity, length, complexity, specialisation and bias of the statements in the 

rubric. The component focusing on the consistency of the rubric contained 12 items that 

assessed the rubric's fitness for purpose, for the educational context and for the discipline, 

how demanding it was in relation to the phenomenon evaluated and how difficult it was for 

the evaluator to use. The third component contained 11 items that analysed the structure of 

the rubric: the number and extent of the dimensions and performance levels and the 

organisation and internal consistency of the qualitative descriptions. Lastly, the fourth 

component on content contained 24 items on learning activities, the evaluation system and 

the role played by the student in the learning environments set out in course syllabuses. Table 

1 shows a summary of the distribution of the items by component and the relative weight of 

each component in the questionnaire as a whole. 

 

Table 1 

Distribution of items by component 
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Component Item % of total 

Grammar 1*, 12, 18*, 27, 52 9.61 

Consistency 2*, 10, 11*, 17, 19, 26*, 28, 29*, 35, 39, 50, 51* 23.07 

Structure 3*, 13*, 16, 25, 30*, 38, 41, 43, 45, 47, 49 21.15 

Content 4*, 5, 6*, 7, 8, 9*, 14, 15*, 20, 21*, 22*, 23, 24, 31*, 

32*, 33, 34, 36*, 37*, 40*, 42, 44*, 46, 48* 

46.15 

Note. *Items also included in the first round questionnaire. 

 

The second questionnaire had a larger number of items because the aim in the second round 

was threefold: a) determine if the problems identified by the experts in the first round have 

been fixed, b) clarify the agreement of the experts by adding more specific items, and c) 

analyse the consistency of the experts' responses. For this last reason, the items appeared 

randomly on the questionnaire in order to minimise the error of rating related items in the 

same way, and control items were added to identify any inconsistencies in the responses. 

 

In the second round, one of the authors, acting as a facilitator, sent the experts the 

corresponding report with the results from the first round, the new version of the rubric and 

the new questionnaire. The results from the second round reached the established threshold of 

agreement as the Results section shows.  

 

Data analysis 

To determine the extent of agreement among the experts, the content validity index was used. 

This index measures whether a set of items – in this case, the quality indicators included in 

the rubric – provides a relevant representation of the construct in question, that is, the quality 

of course syllabuses. The distinctive feature of the present study is that the analysis of the 

rubric does not solely entail an assessment of the extent to which each quality indicator is 

pertinent. It also requires assessments of the relationship between each quality indicator and 
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other indicators that are part of the same qualitative description, of whether there is a clear 

distinction between contiguous performance levels and of whether there is a comparable level 

of demand across homonymous performance levels. Consequently, these aspects are 

examined by the component on structure, whereas the components on consistency and 

content address whether the rubric has an appropriate sample of quality indicators. For the 

same reason, the content validity index for the items was calculated only to obtain the content 

validity indexes for each of the component scales because the latter indexes measure the 

extent of agreement among the experts on each of the rubric's determining aspects.  

 

The universal agreement calculation method was rejected for the scale-level content validity 

index. Instead, the averaging calculation method was used to offset any increase in 

disagreement resulting from the participation of a large number of experts (see Polit & Beck, 

2006). The content validity index for the overall scale was also calculated. In accordance with 

Davis (1992), the minimum for the scale-level content validity index was set at .80, taking 

into account: a) that the rubric involved a type of use not widespread yet; b) that Lynn (1986) 

set the acceptable item-level content validity index at .78 when there were between six and 

ten experts, and c) that Polit and Beck (2006) characterised a scale-level content validity 

index of .90 as excellent content validity. 

 

In addition, a qualitative analysis was carried out on the feedback that the experts input into 

the optional open-ended text field. Of the 23 experts, 18 made observations. 

Phenomenography was chosen as the methodology for the analysis of their feedback for two 

reasons. First, it emphasises the role of the interaction of the actors who come into contact 

with a phenomenon in order to understand it; second, phenomenography fits with the purpose 
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of the present analysis: to sort the perspectives of the rubric among experts from different 

universities, disciplines and professional categories. As Marton stated in his seminal article: 

 

"[...] phenomenography is a research method for mapping the qualitatively different ways in 

which people experience, conceptualize, perceive, and understand various aspects of, and 

phenomena in, the world around them. [...] Phenomenography is concerned with the relations 

that exist between human beings and the world around them." (Marton, 1986, p. 31) 

 

Marton's definition synthesises the aspects that distinguish this methodology from other 

phenomenological approaches. This is particularly relevant because phenomenography shares 

two features with the other approaches: first, the social, dynamic and empirical nature of the 

methodology; and, second, a focus on the influence that the experiences and sense-making 

processes of a human group have on the understanding of a given phenomenon. However, the 

approach is different, and that matters. 

 

Trigwell (2000) noted that phenomenography focuses on the variation of participants' 

perceptions and this focus differentiates the approach from phenomenological analyses; on 

the other hand, its interest in identifying the internal relationships among the variations 

distinguishes it from thematic analyses. The distinctive feature of phenomenography lies in 

the fact that it identifies and describes the perspectives with which a human group 

experiences a phenomenon, and interprets the internal relationships among those perspectives 

in order to explain the phenomenon. 

 

In the context of this study, it is one thing to identify the judgements on the rubric that are 

shared among the experts (the first-order perspective typical of phenomenological analysis), 
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and it is another thing to identify the different positions from which they make those 

judgments and then interpret how their positions relate to one another (the second-order 

perspective typical of phenomenography). The first case gives priority to the phenomenon of 

the “rubric”, while the second case gives priority to "the experts at work", that is, to their 

positions at the time they judge the rubric (see Larsson & Holmström, 2007; Jobin & Turale, 

2019). This perspective on how an expert interacts with the rubric is not a minor issue, given 

that the object of analysis is content validity and, to paraphrase Marton (1996), the expert 

does not act independently of the professional experience that he or she has had with rubrics.  

 

Given the descriptive nature of the study, inductive coding was carried out in two steps: 1) 

the two authors of the paper analysed and coded the information separately; 2) both authors 

argued together over the different categories and coded meaning units with the aim of 

keeping the diversity of experiences and sorting the feedback into the outcome space. One of 

the key aspects of phenomenography, the outcome space is the result of the sorting of the 

experts' different experiences of the rubric by the researchers (see Marton & Booth, 1997).  

 

Results 

The extent of agreement among the experts 

Table 2 shows the content validity indexes for items and the scale-level content validity 

indexes for each component and for the overall scale (research data available in [dataset] 

Author, 2020). 

 

Table 2 

Content validity indexes for items (I-CVI) and for scales (S-CVI) 
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Item I-CVI Item I-CVI Item I-CVI 
 

Item I-CVI 
Component 

(scale) 

S-CVI 

1 .85 14 .88 27 .87  40 .80 Grammar .83 

2 .99 15 .88 28 .95  41 .96 Consistency .83 

3 .97 16 .88 29 .68  42 .71 Structure .90 

4 .87 17 .71 30 .91  43 .87 Content .87 

5 .93 18 .76 31 .91  44 .88 Total Rubric .87 

6 .96 19 .86 32 .84  45 .83   

7 .99 20 .92 33 .74  46 .85   

8 .83 21 .88 34 .87  47 .96   

9 .80 22 .96 35 .96  48 .88   

10 .77 23 .88 36 .83  49 .97   

11 .87 24 .92 37 .90  50 .88   

12 .78 25 .68 38 .95  51 .93   

13 .97 26 .97 39 .79  52 .88   

 

As Table 2 above shows, only seven of the 52 items had item-level content validity indexes 

lower than .78, which is the threshold set by Lynn (1986) when there are between six and ten 

experts. Given that only 13.5% of the items were affected and that the present study featured 

more than double the number of experts indicated by Lynn, this outcome lends credibility to 

the analysis. Of the seven items, one was in the grammar component (20%), three in the 

consistency component (25%), one in the structure component (9.1%) and two in the content 

component (8.3%). According to Table 2, the experts identified a few mismatches between 

the rubric and the context in which it might be applied, and a few shortcomings in the 

wording of the quality indicators. 

 

However, in the review of the scale-level content validity indexes, all the components came 

out far higher than the threshold of .80 set by Davis (1992) and the structure component even 

reached the value of .90 set by Polit and Beck (2006) for excellent content validity. Similarly, 
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the content validity index for the overall scale stood at .87, which represents the rubric as a 

whole. 

 

Qualitative analysis on the experts' feedback 

The teaching perspective. 

As for the qualitative analysis, Table 3 below shows the categories obtained after coding 

(research data available in [dataset] Menéndez-Varela & Gregori-Giralt, 2020). 

 

Table 3 

Categories sorted by frequency 

Category Description N % 

Resources Resources to improve higher education. 13 13.27 

Teaching 

improvement 

The rubric promotes the improvement of 

teaching environments. 

12 12.24 

Reflection The rubric fosters reflection in education. 10 10.20 

Complexity of 

assessment 

Difficulties in the assessment of student 

performance, curricula and teaching. 

9 9.18 

Agreement The rubric encourages agreement between 

teachers and students. 

9 9.18 

Professional 

development 

The rubric has an impact on the professional 

development of teachers. 

8 8.16 

Quality assurance The rubric is useful for quality assurance in 

higher education institutions. 

7 7.14 

Institutional support Institutional policies to support rubric-based 

assessment. 

6 6.12 

Competencies The rubric aligns with competency-based higher 

education. 

6 6.12 

Teaching innovation  The rubric is related to teaching innovation. 4 4.08 

Research and teaching The rubric and the model of university research 

and teaching. 

4 4.08 
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Accountability The rubric fosters accountability. 3 3.06 

Social impact The social mission of the university. 2 2.04 

University Current university models and trends. 2 2.04 

Pilot experiences The rubric needs pilot experiences of teaching 

assessment. 

1 1.02 

Student evaluation of 

teaching 

The rubric complements the Student Evaluation 

of Teaching. 

1 1.02 

Partnership University partnerships with other bodies. 1 1.02 

 Total 98 100 

 

The above findings show that the feedback was predominantly to do with teaching issues. 

The rubric was perceived to be a useful resource (category: Resources) in tackling the task of 

evaluating curricula through the establishment of a shared view of educational quality 

(categories: Reflection and Agreement). For example: 

 

"The truth is that [...] it seems like a good instrument to me, it's very comprehensive and 

clear, and it can also be used for evaluation and for moulding teachers by providing better 

teaching guidelines."1 (Participant 5) 

 

The use of the rubric for the assessment of course syllabuses was repeatedly combined with 

its use in student performance assessment, very possibly because this is the use the experts 

were most familiar with; on several occasions they stressed that it was also beneficial for 

clarifying teaching environments and improving communication between teachers and 

students (category: Agreement). 

 

 
1 The experts' feedback has been translated into English. The original version in Spanish is 
available in [dataset] Author, 2020. 
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"I congratulate the team that designed the rubric. Any teacher knows how hard it is to give an 

appropriate assessment of students' achievements, and doing so is an important factor in 

ensuring that students feel safe. Rubrics motivate students when they see that nobody is 

hiding any cards up their sleeve. The commitment to transparency that goes together with the 

use of rubrics plays an informational role, but it also helps to build a positive emotional state 

that makes it possible for students and teachers to come together more honestly." (Participant 

12) 

 

In this general context of educational assessment, experts offered a good deal of feedback on 

the difficulty of conducting evaluations in a manner that was valid, reliable and educationally 

beneficial (category: Complexity of assessment). An expert said: 

 

"[I]t seems to me that teachers today, rather naively, have learned about the notion of styles 

as if they were watertight compartments, so that we are either kinaesthetic or visual or verbal 

and so on. I believe there is a whole debate on the issue, but you [researchers] made an 

appropriate choice because it is necessary to promote all of those styles of learning. Another 

construct, learning approaches (whether the approach to learning is superficial, strategic or 

deep), could give rise to the question of whether complex learning is being achieved, at a 

high level, close to what [students] will face in the professional world [...]" (Participant 5) 

 

The rubric was associated with improvement in teaching environments (category: Teaching 

improvement) and with the training, responsibility and recognition of faculty members 

(category: Professional development), given the interdependence that exists between these 

two aspects. For example: 
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"There should be greater recognition of the fact that faculty members work in teams to make 

the decisions needed to design rubrics or any other new assessment instruments. The same 

could be said about their impact on the professional growth of teachers." (Participant 13) 

 

On one occasion, an expert presented the rubric as a tool to empower faculty precisely in 

their teaching activity, which should, in the expert's view, constitute the core of their 

professional practice (category: Accountability). This reassertion of teaching was part of a 

rationale that included the need to improve higher education, to relieve the growing pressure 

on faculty, and to counteract the deterioration of their employment conditions. 

 

"Evaluation is one of the keys because of its resonance within the bodies that are responsible 

for ensuring (or surveilling, as Foucault would say) the quality of our degree programmes and 

our work both within and outside the university. Especially if you accept the proposition (as I 

do) that the job of university faculty is first and foremost education [...]. Rubrics are a good 

example of empowering the teaching professional in his or her own work environment [...]. 

Expert teachers that have their own ideas about educational improvement and innovation are 

in a position to demand that their voice be heard when other institutions propose regulatory 

measures that have an effect on their direct area of activity and even on their conditions of 

employment." (Participant 13) 

 

The experts associated the rubric with two other ideas that were also mentioned. The first was 

their acknowledgement that rubrics were used little in higher education (category: Teaching 

innovation), while the second was their conviction that the situation would not change 

without institutional policies to provide technical and economic support as well as 

recognition for the faculty involved (category: Institutional support). Furthermore, if this is 
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the situation in student performance assessment, their use in the evaluation of curricula or 

course syllabuses would face even more obstacles. For the Teaching innovation category: 

 

"[R]ubrics are not very common in university education. As a result, it is necessary to carry 

out a training session beforehand to serve at least as an initial point of contact and to provide 

guidance for a rubric's application [...]." (Participant 1) 

 

For the Institutional support category: 

 

"[Rubrics] are rare in the university and what's lacking is greater support from rector's offices 

and dean's offices." (Participant 11) 

 

The managerial perspective. 

From all of the above, it does not necessarily follow that the experts' feedback was 

homogeneous. Table 4 below shows the same categories sorted according to the different 

approaches identified by the researchers. While most of the experts gave feedback consistent 

with a single perspective, it was also possible to find a juxtaposition of different viewpoints.  

 

Table 4 

Categories sorted by dimension 

Category 

Dimension 

Teaching Management Critique 

n % n % n % 

Resources 9 9.18 2 2.04 2 2.04 

Teaching improvement 12 12.24     

Reflection 6 6.12 3 3.06 1 1.02 

Complexity of assessment 9 9.18     
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Agreement 7 7.14   2 2.04 

Professional development 8 8.16     

Quality assurance   6 6.12 1 1.02 

Institutional support 6 6.12     

Competencies   3 3.06 3 3.06 

Teaching innovation  4 4.08     

Research and teaching     4 4.08 

Accountability 2 2.04 1 1.02   

Social impact     2 2.04 

University     2 2.04 

Pilot experiences   1 1.02   

Student evaluation of teaching   1 1.02   

Partnership     1 1.02 

 

Ranked below the teaching perspective discussed above were two additional viewpoints that 

received almost the same number of mentions. On one hand, the experts put forward a 

managerial viewpoint in which the rubric appears primarily to be a resource that may prove 

useful in pursuing quality assurance policies (categories: Reflection and Quality assurance). 

They argued that many universities today find themselves at a midway point in their 

implementation of competency-based higher education (category: Competencies) and that 

national quality agencies are driving new evaluation programmes that extend accountability 

to different academic units. 

 

"The general impression is that competency-based teaching is not deeply entrenched, 

possibly because it has involved a 180-degree shift in teaching traditions and the university 

lacks the time to assimilate the changes. [...] [T]he university is under a great deal of pressure 

from ANECA and AQU2 to demonstrate how bachelor's programmes and master's 

 
2 Acronyms of the Spanish and Catalan quality agencies. 
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programmes are working. Another part of this reality is that the policies and programmes of 

these agencies will ultimately have an effect on smaller university units." (Participant 15) 

 

One expert remarked that the rubric-based assessment systems for curricula adds a further 

alternative to teaching evaluations based on student surveys, which enjoy little acceptance 

among faculty (category: Student Evaluation of Teaching). 

 

"A rubric like this one could be interesting for evaluation, but perhaps even more importantly 

for reflecting on the quality of curricula. That is why rubrics should be used as a complement 

to the yearly surveys that students fill out. This type of rubric solves many of the problems 

for which student surveys have been criticised [...]." (Participant 14) 

 

However, the expert also stressed the need to verify the benefits of this specific use of the 

rubric (category: Pilot experiences) before a university could decide to incorporate it within 

its educational quality system (category: Accountability). 

 

"In my opinion, the use of rubrics along these lines is very new. So there is a need for in-

depth studies on their proper function and viability, that is, whether they can be used by 

teachers en masse without colossal efforts. The academic authorities must be very mindful of 

the fact that teachers are fed up with all of their administrative tasks [...]." (Participant 14) 

 

Also reappearing under this dimension was the crucial matter of the resources needed to 

tackle new challenges. When the Resources category was mentioned on this dimension, there 

was an emphasis on: a) the need for new evaluation systems that would be adapted to the 

distinctive features of each faculty or department, b) the need to review the funding 
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programmes for faculties and departments in order to give greater importance to the 

robustness of their internal quality assurance systems, and c) the need for specific training for 

faculty. For example: 

 

"This model of rubric should occupy a place among the instruments that universities possess 

to ensure the quality of their curricula and to review the funding programmes for academic 

units, because it has the potential to be adapted for different contexts. Teachers believe that 

universities have accreditation processes that are insufficient for determining how 

competency-based higher education is working, and this rubric is fully focused on thinking 

through the fundamental characteristics of that approach." (Participant 17) 

 

"The key is to strengthen the prestige of education in society, bolster the improvement and 

innovation of teaching with quality projects so that the university community has models, and 

enhance the in-depth, ongoing training of faculty members from their moment of joining 

through their entire academic career." (Participant 15) 

 

The critical perspective. 

On the other hand, the dimension labelled Critique included feedback that offered a more 

critical view of the university model. The Competencies category grouped doubts over the 

suitability of competency-based higher education because of the risk of subordinating the 

university's educational purpose to purely economic interests, which were regarded as 

contrary to the very idea of a university. One expert said: 

 

"There are reasonable doubts about competency as a concept and therefore about an 

education grounded in competencies. [...] The advent of competencies, largely linked in 
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Europe to the Bologna Process, could have acted as a lever to spur thinking about a new 

educational approach. However, it was a missed opportunity because the competency model 

rapidly proved susceptible to an economicist conception, as shown for example by the 

OECD's intrusion into the educational sector." (Participant 18) 

 

This distrust of the concept of competency was perhaps prompted by the origin of the term in 

the field of human resources development in the private sector. This same expert confessed 

some unease at the direction of universities today, at the same time acknowledging that it was 

necessary to deepen the synergies between universities and the private sector, provided that 

their increasingly close partnership reflected a mutual recognition of the two parties on equal 

terms (category: Partnership). This expert, however, did not take a positive view of the 

effects resulting from the debate over the relationship between basic and applied research in 

the university (category: Research and teaching). 

 

"[T]he university was asked to square the circle. On one hand, through the concept of 

transfer, it was required to make a greater effort in the technological application of funded 

projects. On the other hand, the industrial sector exerted pressure on the university to take 

over the bulk of basic research so that it would be developed with public moneys and industry 

could thus avoid an amount of funding that was as large as it was essential. The necessary 

collaboration between the public sector […] and the private sector is not something to 

criticise, but the absence of a more equitable scenario of efforts and benefits is." (Participant 

18) 

 

Experts also mentioned the importance of enhancing the social impact of the university, not 

only because this is one of its missions, but also as a necessary counterpoint to the rise of 
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managerialism in university governance systems (category: Social impact). Elsewhere, an 

expert from the area of the Arts and Humanities expressed concern that the educational 

function was often forgotten to be one of the main elements of the social impact of 

universities. 

 

"There is still a long way to go before teaching and the social responsibility of the university 

enjoy the same recognition and resources that research activity receives. […] Just as the 

social impact of research is undeniable, so too is the educational function performed by the 

university. […] In addition, the social responsibility of the public university perhaps begins 

by offering quality educational programmes for free." (Participant 16) 

 

From this more critical viewpoint, there was consensus that the university needs to develop 

and deepen the new educational paradigm in order to help young people to become better-

prepared individuals and more active citizens (category: Research and teaching): 

 

"[H]owever much talk there is, teaching improvement is not really at the top of the agenda 

[...]." (Participant 11) As a consequence, "the cornerstone is for the competencies analysed by 

the rubric to be redefined conceptually so that education serves the public interest and social 

well-being." (Participant 18). 

 

The proposed rubric and rubrics in general are helpful in the dialogue among teachers to 

clarify the fundamental concepts and ideas of their professional milieu (categories: Reflection 

and Agreement). However, rubrics are only one aspect among a host of factors that must be 

considered holistically: 
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"Rubrics have gained ground in teaching innovation, but you cannot take them as a panacea. 

There is still a long way to go: there are many poorly designed rubrics, rubrics alone don't 

drive a greater understanding by students of what is really important, the effort that is 

required for their preparation, among other issues." (Participant 16) 

 

From the analysis of the distribution of the percentages for each category (Table 4), it is 

possible to identify the structural relationship that exists among the three descriptive 

dimensions that comprise the outcome space, and this is a crucial aspect of 

phenomenography. First, the Teaching dimension concentrated 64.26% of the total 

frequencies of the categories. This figure confirms that it was the dominant perspective 

among the experts, far ahead of the Critique dimension (18.36%) and the Management 

dimension (17.34%). Second, the Teaching and Critique dimensions shared the same number 

of associated categories (nine) and almost the same number of exclusive categories (five and 

four respectively). This suggests that the two dimensions represent constructs of quite similar 

conceptual richness. The third matter concerns the degree to which each dimension interacts 

with the outcome space. The Teaching and Management dimensions share two categories, 

Management and Critique share four, and Teaching and Critique share three. Therefore, 

Critique is the most interconnected dimension, followed by Teaching and Management. 

 

Discussion 

From the perspective of unified construct validity theory, both empirical evidence and 

theoretical rationales are required to attribute validity consistently. And the content aspect of 

validity is the sole facet that directly examines the degree to which an assessment system 

consists only of the most relevant and representative components of the construct at issue and 

is not undermined by other irrelevant elements. In addition to the previously cited studies by 
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Messick, Cronbach (1989) emphasises the importance of the theoretical dimension when 

defining the construct in a strong programme of validation. The consistency of the theoretical 

rationales and the scope of application of an assessment system can only be determined by 

means of an analysis of the specialised literature and the judgement of experts. The latter is 

even more important when the literature available is scarce, which is the case with the 

introduction of new assessment systems. 

 

The structural and external aspects of validity only cover the matter indirectly. An analysis of 

the consistency of the structure of the scores obtained and the construct itself requires that the 

experts have previously defined the construct, while the structure itself is highly dependent 

on the case at issue. A comparison of the results of the assessment with the results obtained 

using other valid and reliable assessment systems depends on the similarity of their respective 

objects of analysis. At the same time, it should also be asked what these alternative 

assessment systems for course syllabuses entail. 

 

In spite of the importance of any study focusing exclusively on the content aspect of validity 

in the assessment of the curriculum design of degree programmes, it is rare to find a detailed 

explanation of the method and results obtained. In their study of a rubric-based assessment 

system for the alignment of assessment practices to international criteria in higher education, 

Alonzo et al. (2018) set out a robust analysis of the structural aspect of validity, but offered 

very little information on the process of content validity in which eight researchers with 

expertise in assessment took part. Similarly, in his study of a rubric-based meta-assessment 

system at one university, Orem (2012) grounded the content aspect of validity in a review of 

the specialised literature and examined the structural aspect and reliability. Koh (2013) 

focused her analysis of a rubric for assessing meaningful learning with ICT on a study of 
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reliability and agreement, and merely noted the participation of two faculties in the expert 

review of content validity. Although Halim (2008) examined the structural aspect of validity 

and reliability in a rubric-based assessment of teaching performance, his study, like Koh's, 

made only a passing reference to the participation of a panel of experts and the refinement of 

the rubric in response to their suggestions. 

 

The sole exception is the study conducted by Stanford et al. (2016) on a rubric-based 

assessment system to examine the propagation of education innovations. Their paper presents 

a detailed description and rationale for the rubric and data collection procedures in the 

examination of content validity, but does not do so for the data analysis or the findings. The 

same tendency can be observed in research on the use of rubrics to assess student 

performance. With the exception of the study carried out by Alsina et al. (2017), the area is 

dominated by studies that address the structural and external aspects of validity in greater or 

lesser detail, but their treatment of the content aspect is very much secondary (e.g., Allen & 

Knight, 2009; Baily, Ryan, Astolfi, & Pollock, 2017; Docktor et al., 2016; Erlich & Russ-Eft, 

2012; Simper, 2018; Thaler, Kazemi, & Huscher, 2009).  

 

Consequently, one of the main contributions of the present paper is the presentation of a 

mixed method for the analysis of the content aspect of validity for rubric-based assessment 

systems. On the quantitative dimension, it is important to highlight the estimation of the 

extent of agreement among experts using the content validity index, which is a method that is 

not widely used in the field of Education Sciences. In relation to the qualitative dimension of 

the model, the authors are likewise unaware of any examples featuring the use of 

phenomenography to study the perceptions of the users of rubrics or the experts that have 

taken part in their validation.  
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The content aspect of validity 

The aspects of the rubric that raised problems were, first, its fitness for purpose and for the 

educational context and/or discipline (consistency component) and, second, the wording of 

the qualitative descriptions (grammar component), whereas the mismatch of the other two 

components (structure and content) did not exceed 9%. However, these problems were minor, 

as is shown by the fact that the content validity indexes for scales were greater than .80 

(Table 2). The study concurs with previous research on the validity of rubric-based 

assessment systems in maintaining that the wording is the most recurrent shortcoming (e.g., 

Alonzo et al., 2018; Alsina et al., 2017; Stanford et al., 2016; Young, James, & Noy, 2016). 

While there is always a risk of errors in spelling or syntax, the present study suggests that the 

problem is more complex.  

 

The only questionnaire item included in the grammar component that did not meet the 

acceptable item-level content validity index set by Lynn (1986) was item 18 (.76, Table 2), 

which asked experts about the presence of technical terms in the rubric. The second lowest 

rated item in the grammar component was item 12, which asked about the presence of 

ambiguous wording (.78, Table 2). The hypothesis is that these two aspects, which concern 

the clarity of wording, could be related to the perception of certain shortcomings in the rubric 

arising from the variable presence of rubrics – and especially of their use in the assessment of 

educational programmes – in the academic context of the experts. This hypothesis is 

supported by the fact that the consistency component received the lowest content validity 

index for scales together with the grammar component (.83, Table 2). 
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In other words, the clarity and precision of the wording of rubrics are also dependent on the 

traditions that define the context in which they are to be applied. This assertion is in line with 

the study conducted by Stanford et al. (2016), which saw a need to adapt the wording for 

individuals without a strong background in the theory underpinning the rubric. It is also 

related to the need to understand the details of the rubric in order to gain the most benefit 

from its use and not to confuse the complexity of the instrument with a lack of familiarity 

with it (see Young et al., 2016). In the case of the present study, there is no doubt that the 

different academic traditions of the experts who took part in the validation process had a 

negative effect on the two rubric components mentioned above – namely, consistency and 

grammar – and, for this reason, the extent of agreement in their evaluation takes on greater 

value.  

 

The experts' perceptions of rubric-based assessment 

In relation to the qualitative focus of the study, seven of the 18 experts that added feedback in 

the open-ended text field only offered technical comments on the rubric. There are three 

possible reasons for this result: the other experts might have understood that technical issues 

were covered by other questionnaire items, they might have had no pertinent objections 

and/or they might have used the text field for other types of reflections that were not covered 

by the questionnaire. The second possibility relates to the fact that the structure and content 

components, which bring together the items on technical aspects of the rubric, obtained the 

highest scale-level content validity indexes (.90 and .87, Table 2). The third possibility lies in 

the fact that the experts' feedback connected the rubric to university educational policy. Most 

of the feedback came from a teaching perspective, but even this specific feedback reflected 

this interest in educational policy. 
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Whereas the majority of the feedback concerned teaching (Teaching dimension, Table 4), 

there was no lack of feedback on the use of the rubric in academic management 

(Management dimension) or of reflections on various aspects of the transformation that 

universities are now undergoing and the trends that appear most likely (Critique dimension). 

Common to all of this feedback was the expression of a combination of commitment to 

educational improvement, doubts over the possibilities of achieving such improvement and 

concern about the improvement process that is now occurring. As a whole, the feedback 

reflects an awareness of the complex situation that the university in general faces today and 

of the transition in which its educational mission is now immersed — a transition that 

produces different effects and proceeds at different speeds across different national systems. 

The use of rubrics in student evaluation and curriculum evaluation is viewed as an academic 

practice that is recent, but that will become well-established in the near future.  

 

The distribution of the various types of feedback into three dimensions shows that there are 

no rigid professional profiles in the academic area, but rather a plurality of emphases that 

individuals adopt depending on the perspective from which they analyse a phenomenon 

according to the circumstances. As a result of the difficulties in assessing a rubric from within 

an uncertain professional context but also, very likely, as a result of the conditions imposed 

by the data collection procedure and instrument, the experts shifted from one focus to another 

as they shared their feedback. By way of illustration, six of the 17 categories (or 48.96% of 

frequencies, see Table 4) appeared either across three dimensions (Resources and Reflection) 

or across two of them (Agreement, Quality assurance, Competencies, and Accountability). 

 

Indeed, the category of Accountability exemplifies the experts' diverse and complex views of 

the rubric. Specifically, one expert, whose feedback was grouped under the Teaching 
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dimension, defended the rubric's potential to empower faculty in the exercise of their 

teaching activity, while another expert, who held a view coded under the Management 

dimension, maintained that the rubric could be useful in curriculum evaluation provided that 

pilot experiences demonstrated its effectiveness. These two examples reflect bottom-up and 

top-down models of accountability respectively, but both arguments concur in their positive 

assessment of the rubric's potential for educational improvement. As the feedback attests, the 

consolidation of a rubric-based assessment system for course syllabuses depends on the 

commitment of scholars, because they will be responsible for research into its benefits and 

for its widespread use. However, it also requires leadership from academic authorities to 

promote implementation across the entirety of the university. 

 

The distribution of the various types of feedback shows by inference that the predominant 

academic activity for most of the experts is teaching and research or that the experts consider 

that these activities constitute the identity of academic staff. This appears to be proven by the 

difference in the frequencies between the Teaching dimension (64.26%) and the Management 

dimension (17.34%). Then there is the fact that the Critique dimension has presented a larger 

number of relationships with the other dimensions. From the diverse interaction among the 

three dimensions, it is apparent that the experts take a critical stance toward how the new 

educational paradigm is developing in universities and, even more so, toward the current 

university management policy. 

 

The experts' comments point not only to an unease about the current state of universities, but 

also to an awareness of the complexity of finding appropriate solutions. Their statements 

reflect significant paradoxes rooted in the university institution. For example, faculty face 

growing pressure to improve educational quality even when there remains a need for teacher 
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training programmes that are more in line with the new educational paradigm and when the 

activity of teaching has not yet received the same recognition that research receives. Another 

examples lies in the lack of specific systems to evaluate the quality of degree programmes in 

a context in which departments and faculties face increased responsibility for their quality. A 

further example lies in the mismatch between, on one hand, the criteria and standards set by 

quality agencies in collaboration with the highest decision-making authorities in the 

university and, on the other hand, the reality that students and teachers actually encounter in 

departments and faculties. 

 

While unease and concern can be observed among the experts, no clear signs of 

discouragement are evident. The Critique dimension itself shows an intellectual position 

taken in reaction to events. Of all the proposals that emerged in the experts' critical 

comments, the ones most directly related to this study assert the commitment of groups of 

teachers to teaching innovation. These communities of practice could serve as an ideal setting 

in which to make the voices of faculty members heard in the assessment of their own 

professional practice, and to do so concretely by proposing, discussing, agreeing on and 

implementing criteria, procedures and instruments of which this rubric is but one example. 

 

Limitations and further research 

The analysis of the content aspect of validity for this rubric-based assessment system brought 

together a number of experts that exceeded the range of seven to ten that has been common in 

similar studies. The only exceptions are the study conducted by Erlich and Russ-Eft (2012), 

which drew on 19 experts, and the study carried out by Stanford et al. (2016), which 

succeeded in involving over 70 participants in the validation process. Consequently, the first 

limitation does not lie in the size of the expert panel, but rather in the fact that the 23 
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participants represented only the Social Sciences and the Arts and Humanities. The 

collaboration of experts from other branches of knowledge would have strengthened the level 

of validity. 

 

Given that the rubric's dimensions reflect the customary sections in course syllabuses and that 

the quality indicators cover aspects widely recognised in the literature, it can be argued that 

this rubric-based assessment system could be applied in other contexts too. Because of this 

limitation, however, it is not possible to analyse any adaptations that would be necessary in 

such contexts. Consequently, the recommendation is to verify the rubric's content validity 

through future studies that include experts from branches of knowledge that are not 

represented in the present study. 

 

The second limitation is that the phenomenographic analysis could have been supplemented 

with another sort of analysis drawn from the perspective of Phenomenology in order to add 

an examination of the structure and meaning of the rubric to an analysis of the distinct ways 

of experiencing it. The third and main limitation is that the study focused on the content 

aspect of validity, which is only one of the facets of the unified construct validity concept. 

Consequently, it is necessary to supplement the study with research on the other five aspects 

of construct validity: substantive, structural, generalizability, external and consequential. 

 

Two new studies are now underway to remedy the second and third limitations. One of these 

studies combines Phenomenography and Phenomenology methods after applying the think-

aloud technique with a group of teachers and students in an evaluation of course syllabuses. 

The aim is to examine how these users understand and assess the rubric, and to analyse the 

substantive, external and consequential aspects of validity. In the second study, the structural, 
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generalizability and again consequential aspects of validity are the object of a quantitative 

study in which several teachers use the rubric to evaluate the course syllabuses of a sample of 

degree programmes in different branches of knowledge.  

 

Conclusion 

This paper presents a study focusing on a rubric-based assessment system for course 

syllabuses in order to mitigate two gaps existing in the literature on rubrics: their use in 

curriculum evaluation and the limited attention that has been given to an analysis of the 

content aspect of validity. As an added value, the research also tackles its object of study with 

methodologies that are not widely used in the Education Sciences: specifically by combining 

a quantitative analysis of the content validity index to find the extent of agreement among a 

broad panel of experts with a phenomenographic study of their different ways of judging the 

rubric's usefulness. 

 

The study shows that the proposed system did yield evidence of its content validity. This 

finding, together with the fact that the experts came from different countries, universities and 

disciplines, could facilitate the use of the system in different national systems once it has 

been adapted to different university traditions. The value of the study is further heightened 

because at present only a small number of publications address the use of rubrics in the 

examination of the alignment between teaching practices and competency-based higher 

education, and even fewer publications focus on the assessment of learning environments 

overall as they are set out in course syllabuses. As the experts themselves indicated in their 

feedback, the system might also be useful from the perspectives of teaching innovation and 

quality assurance. As such, it may be of interest to teachers, academic authorities at different 



41 
 

levels of decision-making, and specialists in charge of curriculum design or the evaluation of 

educational programmes. 
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