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c Institut de Ci�encies del Mar, CSIC, Passeig Maŕıtim de la Barceloneta 37-49, 08003 Barcelona, Spain
d Leibniz-Institute of Marine Sciences, IFM-GEOMAR, Duesternbrooker Weg 20, D-24105 Kiel, Germany
e Department of Earth Sciences, Durham University, Durham, DH1 3LE, UK

a r t i c l e i n f o

Article history:

Received 31 October 2008

Received in revised form

25 May 2009

Accepted 29 May 2009
Available online 10 July 2009

Keywords:

Seismic oceanography

Mediterranean Undercurrent

Thermohaline fine structure

Mixing

Entrainment

Temperature

Salinity

Amplitude

a b s t r a c t

Seismic reflection profiling is applied to the study of large scale physical oceanographic processes in the

Gulf of C�adiz and western Iberian coast, coinciding with the path of the Mediterranean Undercurrent.

The multi-channel seismic reflection method provides clear images of thermohaline fine structure with

a horizontal resolution approximately two orders of magnitude higher than CTD casting. The seismic

data are compared with co-located historical oceanographic data. Three seismic reflectivity zones are

identified: North Atlantic Central Water, Mediterranean Water and North Atlantic Deep Water. Seismic

evidence for the path of the Mediterranean Undercurrent is found in the near-slope reflectivity patterns,

with rising reflectors between about 500 and 1500m. However, the core of the undercurrent is largely

transparent. Seismic images show that central and, particularly, intermediate Mediterranean Waters

have fine structure coherent over horizontal distances of several tens of kilometers. However, the

intensity of the reflectors, and their horizontal coherence, decreases downstream. This change in

seismic reflectivity is probably the result of diminished vertical thermohaline contrasts between

adjacent water masses, so that double-diffusion processes become unable to sustain temperature and

salinity staircases. Comparison of root-mean-square seismic amplitudes with temperature and salinity

differences between the Mediterranean Undercurrent and the overlying central waters suggests a causal

relationship between observed thermohaline fine structure and true seismic amplitudes. We estimate

that, within this intermediate water stratum, impedance contrasts are mainly controlled by sound speed

contrasts (a factor between 3.5 and 10 times larger than density contrasts), which are mainly controlled

by temperature contrasts (a factor between 1.5 and 5 times larger than salinity contrasts).

& 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Seismic reflection profiling is unique in its application to
oceanography because of its method of implementation. Its low
acoustic frequency, yet high level of lateral sampling allows
oceanographers to create a quasi ‘snapshot’ of the ocean to
visualize rapid changes in density and/or sound speed, which
results in the identification of constant-property surfaces and
their coherence over large horizontal distances. The multi-channel
seismic reflection method (MCS) has been shown to be well suited
to analyze the nature of thermohaline fine structure for many
processes, from internal waves to frontal regions, with a lateral
resolution of approximately two orders of magnitude greater than
conventional oceanographic data (Ruddick, 2003; Thorpe, 2005).

Although acoustic probing of the ocean in various ways has
been commonplace for decades, the first applications of seismic
reflection profiling to the ocean were done by Gonella and Michon
(1988) and Phillips and Dean (1991). These works, followed by the
influential work of Holbrook et al. (2003) and subsequent studies
(Biescas et al., 2008; Holbrook and Fer, 2005; Nakamura et al.,
2006; Nandi et al., 2004; P�aramo and Holbrook, 2005; Tsuji et al.,
2005; Wood et al., 2008), have refined the seismic reflection
‘common mid-point’ (CMP) method to remotely image the ocean
on a large scale—to full ocean depths and horizontally on the
order of hundreds of kilometers.

Mediterranean Water (MW) enters the Atlantic Ocean through
the Strait of Gibraltar as a result of the overflow of dense, saline
water from the Mediterranean Sea, in the so-called Mediterranean
Undercurrent (MU) (Bower et al., 2002). Guided by buoyancy and
seafloor bathymetry the MU cascades down into the Gulf of C�adiz
and mixes with North Atlantic Central Water (NACW) (Johnson
et al., 1994) until it equilibrates at depths between 500 and
1500m (Richardson et al., 2000), confined between the NACWand
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the North Atlantic Deep Water (NADW). Due to the Coriolis effect,
the MU flows attached to the western continental slope of Iberia
(Ambar et al., 1999) all the way into the Bay of Biscay and along
the Porcupine Banks. Ochoa and Bray (1991) applied inverse
methods to several sections in the Gulf of C�adiz to determine the
existence of intense two-way mixing and one-way entrainment.
Mixing, however, does not stop there because MW is progressively
diluted along its path (Iorga and Lozier, 1999).

Near the Strait of Gibraltar the MU has a high thermohaline
contrast and mixing may result from shear mixing (Price et al., 1993),
while further downstream mixing may be the result of double-
diffusive processes (Ruddick, 1992; Schmitt, 1994). The background
upper-thermocline NACW becomes layered as a result of double-
diffusion salt-fingering (St. Laurent and Schmitt, 1999). The MU
intrusion causes salt fingering to be enhanced at the base of the MW,
especially in the form of lateral intrusions (Ruddick, 1992; Ruddick
and Kerr, 2003). MU intrusions also bring about the possibility of a
diffusive regime on top of the MW intrusion (Ruddick and Gargett,
2003; Schmitt, 1994). We expect that these processes act all together
and with different intensities resulting in a variety of thermohaline
structures that change along the MU path.

Here we analyze seismic data for several normal-to-shore
sections situated along the path of the MU, in order to investigate
how inner-ocean reflectors evolve with distance from the source
of MW, in the Strait of Gibraltar. These sections are examined in
combination with historical, co-located CTD data, to appreciate
how changes in these reflectors may respond to progressive
mixing of MW in the North Atlantic Ocean.

2. Methodology

Since Obukhov (1941) there have been numerous treatises on
acoustic methods to measure ocean fluid dynamic properties
(Batchelor, 1957; Brandt, 1975; Chernov, 1957; Goodman, 1990;
Munk and Garrett, 1973; Ottersten, 1969; Tatarski, 1971). Brandt
(1975) studied high-frequency sound scattering from density
variations of a turbulent saline jet in the laboratory. He concluded
that the observed scattering was a result of acoustic impedance
fluctuations produced by the jet and hence, that acoustic imaging
techniques could be used to study oceanic diffusion processes and
thermohaline structures. Orr and Hess (1978) acquired a joint
physical oceanography/multifrequency (high-frequency) acoustic
backscatter dataset. They observed that the intensity of back
scatter was higher where the temperature gradient was max-
imum. They therefore suggested that oceanic microstructure
played a role. Following this work, Haury et al. (1983) provided
further constraints on the relationship between oceanic micro-
structure and acoustic backscatter. By combining the methods of
Orr and Hess with plankton measurement constraints, they were
able to produce an acoustic snapshot of an ostensibly breaking
internal wave, thereby identifying thermohaline fine structure as
the source of the backscatter. Munk and Wunsch (1979) first used
travel-time ocean acoustic tomography by adapting a technique
used in seismology to image the interior of the earth to represent
very large scale ocean structures.

2.1. Seismic acquisition

The seismic acquisition survey was carried out in August and
September 1993 to study the Iberian–Atlantic Margin (IAM)
tectonic plate boundary (Gonz�alez et al., 1996). It proceeded by
towing an impulsive source and a streamer (a cable filled with
hydrophones), which recorded both signal and noise. The survey
design and acquisition parameters were customized to the study
of deep crustal structures. Nonetheless, the high energy source

and narrow receiver spacing provides a rich seismic oceanography
dataset (Fig. 1). In this work we have analyzed four seismic
profiles, chosen to intersect perpendicularly with the known path
of the MU (Bower et al., 2002; Richardson et al., 2000; Serra and
Ambar, 2002) at different distances from its origin, in the Gibraltar
Strait. The first profile is located nearly 400 km west of the Strait
of Gibraltar while the distance between adjacent transects is
about 200 km.

Source generated seismic waves travel through the water
column. Acoustic impedance boundaries defined by varying
density and sound speed modify the transmission to reflection
ratio. As a result, the changes in density and sound speed partially
backscatter propagating acoustic energy. The imaging procedure
(Sheriff and Geldart, 1982; Yilmaz, 1987), takes advantage of the
redundancy of sources and receivers to produce a continuous
image of the subsurface and to attenuate random noise. In this
method, instead of a single source and receiver, there are many
sequentially fired sources and an array of receivers at regular
intervals with varying source–receiver offsets.

In terms of imaging the solid earth, a seismic reflection profile
is effectively a ‘snap-shot’ in time (due to the enormous time
involved in geological processes). However, in application to
physical oceanography, the seismic section is skewed in time due
to the dynamic nature of ocean current velocities, which circulate
in a time comparable to seismic data acquisition resulting in a
picture of a progressively changing ocean. Recent seismic studies
have shown that subtle thermohaline fine structure changes can
occur in as little as 3h (G�eli and Cosquer, in preparation). Detailed
acquisition parameters are summarized in Table 1.

Vertical resolution is much lower than the resolution available
in oceanographic in situ probing (e.g. CTD) and is determined by
the frequency content of the source, how sound is filtered by the
water column and, ultimately, by what frequency bandwidth is
recorded. Widess (1973) defined a one-quarter wavelength
relationship for seismic data, whereby the smallest resolvable
interface is expressed as one-quarter of the dominant seismic
wavelength. Therefore, given a dominant frequency of 50Hz,
structures no smaller than about 7.5m are resolvable. In practice
however, one-quarter wavelength resolution is not obtainable due
to the thickness and sharpness of the reflecting interface. Thus, we
can confidently image interfaces of only about one-half the
dominant frequency, or 15m for a 50Hz dominant frequency. As
a result, although scattering and reflection of acoustic waves is
known to occur from biological sources, plankton for instance
(Haury et al., 1983; Stanton et al., 1996), seismic acoustic sources
produce lower frequency waves that are not sensitive to these
organisms.

2.2. Seismic data processing

The Iberian–Atlantic Margin lines were processed and ana-
lyzed similarly (with the exception of particular dataset depen-
dent parameters) to ensure consistent interpretation from line to
line. The linear direct wave (the wave which travels directly from
source to receiver without reflecting) is shown emanating from
the source at the surface and becoming deepest at the farthest
offset. The acoustic reflections are hyperbolic and have lower
amplitudes than the direct wave. Since this is a shot from a marine
survey, we see water column reflections, seafloor reflections and
those beneath the seafloor (Fig. 2).

The ultimate goal of seismic data processing is to produce an
accurate, interpretable zero-offset section. All recorded seismic
data contain signal and noise. To increase the interpretability of
seismic data, it is necessary to increase the signal-to-noise ratio.
Noise can be present in the form of random or coherent noise.

G.G. Buffett et al. / Continental Shelf Research 29 (2009) 1848–1860 1849
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While random noise is greatly reduced in the process of stacking
(in the CMP method), due to the inherent redundancy of data
traces, coherent noise has to be identified and attenuated to better

enhance the reflection signal. In the case of seismic oceanography,
the direct wave is the most prominent coherent noise and strongly
masks shallow reflections.

We used an eigenvector filter to suppress the majority of direct
wave energy and as a result enhance reflections. This filter, based
on the Kahrunen–Loeve transform (Jones and Levy, 1987),
decomposes the seismic traces into eigen-images. To suppress
the direct wave, the shot record was first flattened using a linear
moveout (LMO) correction with a constant sound speed of
1505ms�1. The eigenvector filter was applied and the LMO
correction removed (Fig. 2) (Claerbout, 1978; Yilmaz, 1987).
An Ormsby band-pass filter was then applied, truncating the
frequency range to between 15 and 90Hz, to increase the signal-
to-noise ratio, with tapered ends ð8=15290=100HzÞ to prevent
discontinuities such as oscillatory edge effects.

Next, a correction for divergence energy loss (geometric
spreading) was applied that operates on the basis of an inverse
distance, 1=r, relationship. This cylindrical spreading correction
assumes that the majority of energy comes from directly below
the source, as opposed to off-line, as if energy propagates on a 2D
vertical surface. This contrasts with spherical divergence correc-
tions for 3D surveys, that would use a 1=r2 relationship. A single
trace scalar was applied to balance trace amplitudes for display
purposes. This trace scalar balanced all samples in a trace by the
same scalar value, as opposed to scalars which are calculated in a

Fig. 1. Study location map showing seismic lines and oceanographic stations. Both databases supply quality-controlled data acquired throughout the 20th century. IAM

sections are indicated. Stations within 20km from these sections (red color) are used to build characteristic temperature and salinity fields. Left panel: WOD05 database

(http://www.nodc.noaa.gov/OC5/SELECT/dbsearch/dbsearch.html). Right panel: Coriolis database (http://www.coriolis.eu.org/cdc/data_selection.htm).

Table 1
IAM Acquisition Parameters—the streamer used was the HSSQ/GX600 analog

model.

Energy source—SWAG air gun array (bolt)

Total volume: 0:123m3

Nominal source depth: 10m

Nominal shotpoint interval: 75m

Peak energy: 20–50Hz

Instrumentation—type: DFS-V

Format: SEG-D

Sample rate: 4ms

Record length: 25 s

Low-cut filter OUT

High-cut filter 90Hz

Cable Configuration—no. groups ¼ 192

Streamer length: 5 km

Group interval: 25m

Nominal cable depth: 15m

Near offset (in-line): 254m

CMP spacing: 12.5m

The air gun array consisted of 36 BOLT guns organized into six identical sub strings.

G.G. Buffett et al. / Continental Shelf Research 29 (2009) 1848–18601850
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Fig. 2. Typical shot record from one IAM profile (IAM-3, SHOT 101) showing seismic events. (A) Direct wave. (B) Water column reflections. (C) Seafloor reflection. (D)

Random noise. The shot record on the top shows the high amplitude direct wave (that masks lower amplitude water column reflections) and significant random noise. After

application of the eigenvector filter, the direct wave is largely suppressed, with the exception of some residual energy at near offsets. The eigenvector filter is also very

effective in reducing random noise.

G.G. Buffett et al. / Continental Shelf Research 29 (2009) 1848–1860 1851
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sliding time window. In this way, lateral variations in amplitude
are better preserved for data visualization. For true amplitude
analysis (Section 3.2), no trace scalar was applied.

For a given CMP gather, in order to correct for the effect of
normal moveout (NMO), that is, the effect of increasing reflection
travel time to longer offset receivers, one needs to apply an
appropriate shift in sound speed (known as ‘stacking velocity’) to
flatten the hyperbolic reflectors (Hatton et al., 1986). In the water
column, sound speed does not vary greatly, and indeed an
assumed constant sound speed of 1500ms�1 will produce a stack
(zero-offset section), yet velocity (sound speed) analysis is
necessary and does improve the final stacked section, especially
in the shallow ocean, where interfaces are more sensitive to
processing sound speed adjustments (Fig. 3). Traces were then
stacked, the process of summing together traces. This process
increases coherent signal and attenuates random noise. Post-stack
processing included an f–x deconvolution to improve signal-to-
noise ratio (Cowen and Grant, 1985; Treitel, 1974).

Following post-stack noise reduction, a phase-shift time
migration was applied to move reflectors to their true spatial
locations and to collapse diffraction artifacts (Gazdag, 1978).
Migration makes an adjustment of dipping interfaces but requires
a priori knowledge of the acoustic structure of the media in
question. In practice (in the absence of co-located and simulta-
neously recorded in situ oceanographic sound speed measure-
ments) this is not known and must be arrived at iteratively
through ‘velocity analysis’. These fine depth variations are better
sampled with oceanographic instruments and then used as the
basis for seismic velocity analysis (that is, which sound speed
function gives the best seismic stacking response). The result is a
profile in two-way-time (vertical travel time to a reflection event
and back) and horizontal distance. The two-way time profiles
were converted to depth using the interval sound speed function
calculated from picked stacking velocities using the Dix equation
(Yilmaz, 1987). Fig. 3 illustrates the improved structural clarity
obtained after velocity analysis. This is an important result, given
the relatively small variations in water column sound speed as
compared with those found in the solid earth.

2.3. Oceanographic data

Oceanographic data from 353N to 42:53N and 63W to 13:53W
have been extracted from two historical databases: World Ocean
Database 05 (WOD05) and Coriolis (Fig. 1a and b). Since most
stations are present in both databases, some effort has been made

to identify and delete duplicate stations. Stations acquired at the
same time within 0:013 in latitude and longitude are considered to
be duplicates (such a radius is larger than the usual precision in
navigation systems, but short enough to distinguish between two
different, yet proximally located stations). The number of stations
available for each IAM section is 16 (IAM-3), 55 (IAM-5), 115 (IAM-
9) and 58 (IAM-11). It is important to note that these stations,
separated by an average distance that varies between 10 and
20km, are not simultaneous in time (to one another, nor to their
respective seismic profiles). Rather, the stations come from many
different years and seasons, so the ensembled oceanographic
sections in Fig. 1 cannot be used to examine any sort of horizontal
coherence. Nevertheless, they are useful to illustrate the distribu-
tion of water masses along the path of the MU. Moreover, the
outflow of MW from the Strait of Gibraltar does not experience
substantial seasonal or interannual changes (Ambar et al., 2002;
Candela, 2001), so we may expect that the large-scale character-
istics of the MU, including its path and the characteristics of its
exchange with the surrounding North Atlantic waters, are largely
invariant.

NACW salinity decreases monotonically with depth from a sea-
surface maximum value, until reaching the influence of MW. In
the absence of North Atlantic intermediate waters (such as MW or
Antarctic Intermediate Water, AAIW) salinity decreases rapidly
with depth in the upper-thermocline until it becomes roughly
constant at intermediate water levels (e.g. Machı́n et al., 2006, Fig.
3). Off the Iberian Peninsula, however, the presence of MW is
easily detected through a change of sign in the slope of the
salinity–depth relationship, which typically begins at neutral
density values of 27:3kgm�3 or at depths of about 500–600m,
and corresponds to the salinity increasing back above 35.7.
At deeper levels, in the 1700–1800m depth and
27:90227:93kgm�3 density range, the presence of MW disap-
pears. These characteristics are easily appreciated in the temper-
ature–salinity (T–S) diagrams (Fig. 4).

3. Results

Figs. 5–8 present co-located seismic and oceanographic data.
Characteristic features in the seismic sections are labeled by their
section name (3, 5, 9 or 11) and a corresponding letter. We now
present a brief description of these sections and the way they are
partitioned using both seismic and oceanographic criteria.

3.1. Partition of seismic lines

Each seismic line is divided using both oceanographic and
seismic criteria. The oceanographic partition into three principal
zones is based on the presence of MW, which is brought by the
MU either via advection or lateral and vertical diffusion. Zones 1
and 3 comprise pure NACW and NADW water masses, respec-
tively, while Zone 2 includes all MW as well as the transitions
between it and the overlying and underlying NACW and NADW.
To establish this zonation we use a very simple criterion that
intermediate waters with salinity above 35.7 have a significant
contribution fromMWand hence define Zone 2. Waters above and
below correspond to Zones 1 and 3, respectively. In general, Zone
1 comprises waters between 0 and 600m, Zone 2 between 600
and 1600m and Zone 3 from 1600m to the seafloor. The width of
Zone 2 decreases with distance from the Strait of Gibraltar.

In order to have a comparable seismic partition in three zones
we define the MW (Zone 2) based on the root mean square (rms)
amplitude of seismic traces. Where this amplitude increases by a
factor of five or more, we interpret this to represent the relatively
high acoustic impedance of the MW. Amplitudes above and below

Fig. 3. Comparative results of semblance velocity (sound speed) analysis for a

section of line IAM-3 (red, inset). Upper panel stacked with a constant sound speed

of 1505ms�1. Lower panel stacked using a carefully picked temporally and

spatially varying sound speed function. Note the better imaged reflections and

improved structural clarity, especially in the shallow ocean.

G.G. Buffett et al. / Continental Shelf Research 29 (2009) 1848–18601852
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the MW that fall outside this amplitude criterion are defined as
either NACW (Zone 1) or NADW (Zone 3). Using this zonation, we
overlay our interpretation by using three different colors:
green—NACW; red—MW; yellow—NADW. By using these simple
criteria a good correlation between the seismic images and the
conventional oceanographic data is emphasized.

The seismic section in Fig. 5 is line IAM-3, a 186 km SW-NE
line. There is a prominent lens shaped structure (Feature 3A)
located at depths between 500 and 1500m, extending from 17 to
66km. The structure has high amplitude reflectivity at its top
boundary and low amplitude reflectivity at its lower boundary.

The low amplitude reflectivity contrasts starkly with the high
amplitude horizontal reflectors present on either side and
protrudes approximately 300–400m below them. Feature 3A also
shows moderate-to-high internal concentric reflectivity banding.
Between about 78 and 98km there is a sharp drop in the
reflectivity of the lower boundary of Zone 2 (1400–1600m), below
which there are some lower amplitude sub-horizontal reflections
extending to about 2000m depth, notably deeper than the high
amplitude adjacent horizontal reflectors. The north-east side of
IAM-3 displays distinct lateral reflection continuity in Zone 2 and
exhibits moderately dipping reflection events near the continental
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Fig. 4. T–S profiles for the co-located oceanographic sections. Depths (m) are indicated by colors. Isopycnals increase upward, with 0:25kgm�3 intervals. The 27.3 and 27.93

isopycnals, which grossly delimit MW, are drawn as thick black lines. The gray line corresponds to an MW core station.

Fig. 5. Co-located seismic (line IAM-3) and historical oceanographic data. Zone 1 (NACW): green. Zone 2 (MW): red. Zone 3 (NADW): yellow. Seafloor: gray. MU is labeled

on the top right of sections in white. See text for interpretation. Thick black lines in oceanographic data correspond to neutral density isopycnals ðkgm�3Þ. Vertical black
lines indicate locations of CTD casts with respect to seismic line. Bottom right inset shows location of seismic line relative to CTD casts (points). White zones indicate

oceanographic data gaps.
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shelf (Feature 3B). Lateral seismic coherence (reflector lengths)
range from 7 to 8km in some sparse localities to over 60 km long
in areas such as the western part of the profile, between 1200 and
1400m. Zone 3 is largely featureless.

Seismic profile IAM-5 is a 330km E–W line (Fig. 6). It is
characterized by relatively horizontal layers in the upper 400m
(Zone 1). Zone 2 (from 400 to 1600m) shows long seismic
stratification in its easternmost portion (east of 200 km), but this
coherency decreases towards the west, so that west of 160km
individual reflectors extend no more than 2–3km. Two interesting
features are noted: Feature 5A, located between 170 and 200km is
a distorted lens-like structure with two apparent cores. Feature
5B, in the eastern part, also appears spherical with low internal
reflectivity. Below depths of approximately 1800m reflectivity
diminishes quickly (Zone 3).

Seismic line IAM-9 is a 300km E–W profile (Fig. 7). Zone
1 contains horizontal reflectors, with maximum continuous
lengths of 10 km. Zone 2 clearly exhibits higher amplitude
reflections than Zone 1. From 0 to 10km reflectors are intense
and display long lateral continuity. From 10 to 55km reflectors are

no longer than 2–3km. Between 55 and 70km there is an increase
in reflection continuity. These lengths increase across the MU, so
that between 104 and 230km we observe high lateral coherence,
especially at depths between 1400 and 1700m, where a single
reflector can be traced for 85 km. East of 230km, approaching the
continental shelf, lateral seismic coherence degrades dramatically,
with reflectors no longer than 5km. Seismic features include the
pronounced decrease in reflectivity between 600 and 1200m
centered around 84km (Feature 9A). There are other transparent
zones, with little internal structure, such as between 204km and
235km (Feature 9B), and between 140 and 170km. Zone 3 is
nearly featureless.

The northernmost line studied is IAM-11, a 220km long E–W
profile (Fig. 8). It shows high amplitude reflectivity with patches
of low lateral coherence. At depths corresponding to Zone
1 continuous reflectors can extend up to 30km, but are nominally
between 10 and 20km long. In Zone 2, in the western part of the
profile (from 0 to 50km) there is high amplitude reflectivity with
maximum horizontal reflector lengths of 8 km. From 50 to 80km
and depths between 500 and 1600m, where the continental shelf

Fig. 6. Caption as in Fig. 5, but now for co-located seismic (line IAM-5) and historical oceanographic data.

Fig. 7. Caption as in Fig. 5, but now for co-located seismic (line IAM-9) and historical oceanographic data. Asterisk indicates seismic processing artifact.
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noticeably rises, there is a large transparent area (Feature 11A). It
is characterized by a high amplitude, relatively horizontally
coherent upper boundary that is mimicked directly above (in
length and signal strength) by a Zone 1 coherent reflector. Its
bottom boundary shows high amplitude signal but is less laterally
coherent. Within Zone 2, between 80 and 140km, there is high
amplitude seismic reflectivity but coherent lengths are no more
than about 8 km, similar in signal character to the western part of
the profile. From 140km to the continental shelf (approximately
80km) there are two main features, 11B and 11C. Feature 11B is
defined by a high amplitude laterally coherent reflector that
moderately rises toward the continental shelf exhibiting reflector
lengths up to 20km. Below this reflector there is a region of low,
discontinuous reflectivity (Feature 11C) with sub-horizontal
reflectors not longer than 2–3km. Zone 3, corresponding to
depths below 1800m is highly seismically transparent across the
line.

3.2. Seismic amplitude analysis

For display purposes, trace scaling was applied to Figs. 5–8. A
trace balance processing algorithm, which applies a single value
scalar across all data traces, was selected to preserve lateral
amplitude variations and thus improve interpretive potential.
However, amplitude contrasts between the seafloor and those
internal to the water column are prominent, due to the fact that
vertical trace balancing may distort relative amplitudes. There-
fore, to further understand the quantitative relationships between
the oceanic physical characteristics that influence reflectivity it is
necessary to analyze true seismic amplitudes.

Using non-scaled data we calculated the rms seismic ampli-
tude, within a chosen analysis window, for depths corresponding
to the Mediterranean Water (500–1500m; Armi et al., 1989;
Richardson et al., 2000). The window locations and dimensions
were chosen to coincide with the dominant flow of the MU, within
about 80km of the coast of Iberia (Ambar et al., 1999), while
ignoring extremely noisy or clear areas (e.g. near the sea floor and
the interior of Feature 5B, Fig. 6). The rms amplitudes are
4:26� 105 (IAM-3), 3:29� 105 (IAM-5), 2:71� 105 (IAM-9) and
1:64� 105 (IAM-11), a consistent trend of decreasing seismic

amplitude with respect to distance from the source of the MW at
the Strait of Gibraltar.

4. Discussion

The MU flows along the south and west coasts of Iberia, from
its source in the Strait of Gibraltar (Madelain, 1970). As the MW
enters Portim~ao Canyon at the south coast of Portugal it makes
the transition from a density driven bottom current to an
intermediate-depth jet, while entraining neighboring water with
less momentum (Bower et al., 2002). From Portim~ao Canyon to
Cape St. Vincent a deep and dense continuous MW stream forms
(Bower et al., 2002), which is then coerced north along the
continental slope by the Earth’s rotation. Climatological salinity
maps illustrate a high-salinity intermediate-water wedge stretch-
ing west of Cape St. Vincent. This is the result of enhanced lateral
mixing operating far from the MU through large MW eddies
(meddies) (Serra and Ambar, 2002). The MU continues further
north along the western coast of Europe, possibly as far as
Porcupine Bank ð503NÞ, becoming progressively more diluted
(Daniault et al., 1994; Iorga and Lozier, 1999).

4.1. Temperature and salinity fine structure

MW is distinct from the surrounding Atlantic Waters because
of its relatively high salinity and temperature values (Ambar et al.,
1999). In the Strait of Gibraltar the MU core has a temperature of
13:2 3C and a salinity of 38.45, which gives it a density of nearly
1030kgm�3, more than the underlying NADW (Richardson et al.,
1989; Xu et al., 2007). As the MU enters the Gulf of C�adiz it rapidly
entrains the neighboring waters and its density decreases until it
eventually levels in the 27:7227:8kgm�3 isopycnic range, at the
1000–1500m depth level. This has a positive anomaly of about 1.0
in salinity and 1:5 3C in temperature, as compared with NACW of
the same density, which may be redistributed in the form
of intermittent steps (fine structure) that become the source of
reflectors. These steps consist of nearly constant temperature and
salinity values with thicknesses on the order of 10m (treads in the
staircase) that change abruptly over distances of typically 1m
(risers in the staircase).

Fig. 8. Caption as in Fig. 5, but now for co-located seismic (line IAM-11) and historical oceanographic data.
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As the MU moves away from its origin, the temperature, and
especially the salinity anomalies become progressively eroded, as
is apparent from the T–S diagrams in Figs. 4 and 9. Such a decrease
goes together with a reduction in the intensity and number of
temperature and salinity steps, and hence in the seismic reflectors
seen in the northernmost seismic section (Fig. 8). The erosion of
these reflectors along the path of the MU is most probably the
result of the interplay between along-stream advection and
vertical/horizontal diffusion with the surrounding waters. The
evolution of a layer between the MU and the background waters
depends on three time scales: (1) an advective time scale Ta,
which is the time the MU takes to travel from its Gibraltar source,
(2) a vertical diffusive time scale Tv, or the time that the vertical
diffusion takes to affect this layer and (3) a horizontal diffusive
time scale Th, the time that this layer takes to laterally incorporate
the surrounding properties.

Let us estimate the order of magnitude of these time scales.
The diffusive time scale for a layer of thickness h depends on the
vertical diffusion coefficient Kv as, Td ¼ sh2=Kv, where s is a factor
that considers the fraction of the property transferred to the
adjacent layer (Batchelor, 1977, p. 190). For the MW characteristics
to become recognizable we choose s ¼ 1, which corresponds to
50% dilution, so that with KvC10�5 m2 s�1 (as reported by Ledwell
et al. (1998), for the eastern subtropical Atlantic) we get Td � 115
days for h � 10m. The horizontal diffusive time scale for a layer
b � 30km long has a similar dependence on the horizontal
diffusion coefficient, Kh, i.e. Te ¼ sb2=Kh. A sensible choice is
KhC10m2 s�1, again from Ledwell et al. (1998), so that TeC 104
days ðs ¼ 1Þ. These two mechanisms tend to erode the layers and
compete with its downstream advection. The advective time scale
depends on the distance traveled from the region where the
temperature and salinity steps were formed. For example, an
average current speed of U � 0:1ms�1 would take a time Ta ¼
L=U � 115 days to travel a distance L � 1000km.

Within the MU these diffusive times are probably upper bound
estimates, as vertical mixing will be enhanced through bottom
friction and vertical shear, while lateral shear will cause enhanced
horizontal diffusivity. Furthermore, in some instances the vertical
and horizontal diffusive processes will interact such that, in some
locations, fine structure may disappear in substantially shorter
times. For example, a combined effective diffusive time scale on
the order of 10 days implies that layers would not last more than
some 100km as they are advected by the MU.

4.2. Seismic profiles

Fine structure features within the MU are transient. None-
theless, they have enough spatial and temporal coherence to be
imaged by seismic data via strategically located cross-cutting
sections of the MU. The coherence and intensity of these seismic
reflections not only provide a measure of the sharpness and lateral
coherence of the temperature and salinity steps but also draw the
bounds of mesoscale structures such as meddies, and the rising/
dipping of isopycnals associated with geostrophic currents. Let us
now briefly describe some of these features as observed from the
processed seismic lines (Figs. 5–8).

We identify the prominent lens shaped structure in IAM-3,
Feature 3A (Fig. 5), as a meddy because of its spatial extent (Bower
et al., 1997), its location at the depth range predicted by CTD and
float surveys (500–1500m, Armi et al., 1989; Richardson et al.,
2000), and the marked horizontal reflection continuity (Ch�erubin
et al., 2003). At the top of the meddy there is a higher than normal
amplitude contrast. This agrees with reports of high density
contrasts at the top of meddies as the result of lateral intrusions
between MW and NACW and double diffusion processes (Biescas

et al., 2008; Serra and Ambar, 2002). An abrupt drop in reflectivity,
at about 80 km from the coast, seems to correspond with the
western boundary of the MU (Ambar et al., 1999). The north-east
side of IAM-3 displays increased lateral reflection continuity but
also shows dipping events and areas of lower reflection amplitude
(Fig. 5). Notable here is a half lens-shaped structure, 3B, possibly a
meddy formed at Cape St. Vincent (Ambar et al., 1999; Serra and
Ambar, 2002).

Structures 5A and 5B in IAM-5 (Fig. 6) may represent meddies
generated at Cape St. Vincent (Bower et al., 2002; Richardson et
al., 2000; Serra and Ambar, 2002). At approximately 200km, there
is a sudden change in signal character, from short-broken
reflectors to long-smooth ones. This is likely an artifact due to
changes in sea state during seismic recording on either side. The
portion from 0 to 200km (section A offshore) was recorded on
28–29 August 1993. The eastern portion of the line, from 200 to
325km (section B nearshore), was recorded on 2–3 September
1993. Given that the acquisition parameters were invariant, the
difference is most probably due to varying surface conditions at
the times of acquisition. Wind speeds were noted on the Beaufort
Wind Scale (Ruiz, 1997), of F6 (strong breeze: 41–50 km/h) for
section A and F3 (gentle breeze: 13–19km/h) for section B. As a
result wave heights were significantly greater in section A as
compared with section B, explaining the discontinuity in signal
character and emphasizing the sensitivity of the method to the
measurement of environmental conditions. In section A reflectiv-
ity and lateral coherence increases toward the coast, pointing to
the presence of fine structure reflectors within the MU.

The broken reflectivity observed in the eastern and western
parts of IAM-9, such as in Features 9A and 9B, suggests that less
fine structure is present (Fig. 7). There are some instances of
stable reflections in the central part of the line, but reflectivity
appears broken in the nearshore region. This is surprising as the
co-located oceanographic data displays a MU core of high salinity,
and suggests lateral mixing or intrusions of surrounding water
masses. Yet another possibility is that the MU decreases
intermittently, for example during the formation of meddies off
Cape St. Vincent (Serra and Ambar, 2002).

Profile IAM-11 contains a large lens shaped structure (Feature
11A), a meddy on the basis of its spatial dimensions (Armi et al.,
1989; Richardson et al., 2000). Curiously, unlike the meddy from
line IAM-3 (Feature 3A), it contains little internal structure
(Fig. 8). This suggests an evolution of the meddy interior, which
becomes more well mixed as it evolves downstream, resulting in
smaller acoustic impedance contrasts and lower reflectivity.
Toward the eastern part of the profile, a large sub-horizontal
reflector separates NACW and MW (Feature 11B). Below this, a
large area of broken reflectivity (Feature 11C) is imaged, suggest-
ing that fine structure layers have less spatial coherence.

4.3. Along-stream changes in seismic reflectors and hydrographic

properties

There are abundant seismically imaged mesoscale structures in
the MW stratum. In particular, the MU core is easily identified
through the rising reflectors against the continental slope, and
several meddy-like structures are contoured by long horizontal
reflectors. This is in accordance with studies showing increased
MW-NACW mixing that occurs as a result of entrainment further
away from the source of the MW at the Strait of Gibraltar
(Daniault et al., 1994; Iorga and Lozier, 1999; Ochoa and Bray,
1991). However, the MU core displays intermittent reflectivity,
which progressively breaks down along its path so that, far from
Gibraltar, it becomes nearly transparent. This suggests that the
edges of the MU sustain mixing processes, such as double
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diffusive vertical mixing and lateral intrusions, prone to result in
salinity and temperature staircases, while the MU core is possibly
too turbulent to sustain vertical structures. It is possible that these
structures are temporally produced through shear-mixing (Pelegrı́
and Sangr�a, 1998) but do not appear to last long enough.
Therefore, in the core of the undercurrent, the effective vertical
and horizontal diffusivities may be substantially larger than at its
edge, at least of order KvC10�4 m2 s�1 and KhC100m2 s�1. This
would cause the relevant diffusive times (between vertically
adjacent layers or between the MU core and the surrounding
water) to be shorter than the advective times between adjacent
IAM sections, separated by some 200km.

With the exception of the MU core, the amplitude of seismic
reflectors remains maximumwithin the MW (Zone 2) for all seismic
lines. Nevertheless, the rms amplitudes in Zone 2 decrease with
distance from the Strait of Gibraltar. We hypothesize that these
reflectors are the result of double-diffusion processes, either through
diffusive or salt-finger vertical diffusion (on the upper and lower
parts of the MW stratum, respectively) or through lateral intrusions.
Hence, we may expect that downstream changes in rms seismic
amplitudes within the MW are related to changes in salinity and
temperature contrasts between the MU and surrounding waters. It
could be argued that the observed thermohaline fine structure is the
result, to a large degree, of epipycnal (near-horizontal) processes, so
that epipycnal contrasts are the most relevant quantities. However,
the long-term near-horizontal diffusion of MW is so important that
the salinity and temperature contrasts at the MW level are relatively
small (Fig. 4), particularly if we are to consider relatively short
horizontal distances within the eastern boundary subtropical gyre.
Hence, by only considering temperature and salinity values on
isopycnals we would likely underestimate the property differences
necessary to maintain a long-term and large-scale fine structure
field in the whole eastern boundary region. Therefore we believe it is
best to consider the properties of the vertically adjacent water
masses as they are ultimately responsible for the fine structure in
the region, that is the core MW and the deepest NACW.

To calculate the salinity and temperature contrasts we have to
define both the MU core and NACW background salinity and
temperature values. Here we will use the simplest possible
approach for both salinity and temperature. The NACW back-
ground salinity is estimated as the minimum salinity value in
layers with neutral density less than 27:3kgm�3 (roughly in the
top 600m). The MU core salinity is estimated from data between
27.2 and 27:90kgm�3 (about 500 and 1400m) in two different
ways: (i) directly as the maximum salinity value, and (ii) as the
salinity value associated with the maximum temperature value.
Similarly, the NACW background temperature is estimated as the
temperature corresponding to the minimum salinity value in the
top 1000m. The MU core temperature is estimated from data
between 600 and 1400m in two different ways: (i) directly as the
maximum temperature value, and (ii) as the temperature value
associated with the maximum salinity value. The NACW and MW
data points are shown in Fig. 9 on top of the T–S diagrams for
intermediate waters. The salinity, temperature, depth, density and
sound speed values are reported in Table 2. When applying the
temperature criterion to section IAM-3 we find two cores of MW
at different depths, consistent with historical reports of two levels
of MW in the western Gulf of C�adiz (Ambar et al., 2002). The two
data points are shown in Fig. 9 and the corresponding numbers
are reported in Table 2, but thereafter we set the corresponding
salinity, temperature and depth values as the average of these
pairs of values.

Temperature and salinity contrasts are directly calculated from
the NACW and MW temperature and salinity values in Table 2.
A plot of rms seismic amplitudes together with salinity and
temperature contrasts, as a function of distance (Fig. 10a) does

suggest a direct relation between these quantities. We may
appreciate that seismic intensity, as well as salinity and
temperature contrasts, decreases along the path of the MU. The
precise salinity and temperature contrasts depend on whether we
use the maximum salinity (subindex S: DSS, DTS) or the maximum
temperature (subindex T: DST , DTT ) criteria, yet both methods
show the same tendency. We may further examine if there is a
relationship between seismic intensity and the overall salinity and
temperature vertical gradients. These gradients are estimated as
the property contrast divided by the vertical distance between the
corresponding NACW and MW data points, e.g. the salinity
contrast attained using the salinity criterion is divided by the
vertical distance between the NACW point and the maximum
salinity MW point (Fig. 10b). The vertical gradients depend largely
on the selected criterion, the gradients being roughly twice as
large when using the temperature criterion compared with the
salinity criterion. Nevertheless, no matter which criterion, we find
that the gradients decrease with distance from the Strait of
Gibraltar, roughly paralleling the decrease in seismic amplitude.
A linear regression between seismic amplitude and overall vertical
temperature gradient gives a slope of 1:2� 108 with a correlation
coefficient of 0.95 when using the salinity criterion and 2:4� 107

with a correlation coefficient of 0.99 when using the temperature
criterion.

These results reinforce the hypothesis that the intensity of the
reflectors responds to temperature and salinity vertical differ-
ences that favor double-diffusion processes. Yet, we still have not
explored two important issues: if one of the two properties,
temperature or salinity, has a predominant influence on the
presence of these reflectors, and whether the reflectors are mainly
controlled by either density or sound speed differences. Let us first
explore the latter question. As mentioned in the Introduction, the
presence of acoustic reflectors depends on the vertical contrasts of
acoustic impedance I ¼ rc, defined as the product of in situ
density r and sound speed c. Changes in impedance are given by
DðrcÞ ¼ rDc þ cDr, such that the relative effect of the two is given
by the fraction ðcDrÞ=ðrDcÞ.

The results are reported in Table 3, with subindices S and T

referring to the differences obtained using the maximum salinity
and temperature criteria, respectively (data in Table 2). The mean
sound speed and density contrasts are calculated as the average of
the values obtained using both criteria, i.e. Dc ¼ ðDcS þDcT Þ=2 and
Dr ¼ ðDrS þ DrT Þ=2. Notice that to compute the last column we
use mean speed and density values calculated simply as the
average between core MW and deep NACW values. In order to
avoid having differences induced by the overwhelming pressure
effect we use one single reference pressure, taken to be that
corresponding to a depth of 1000m, a characteristic depth of the
MW. Contrasts in sound speed cause a change in impedance
which is typically one order of magnitude larger than those
changes caused by contrasts in density, although for section IAM-
11 the difference reduces to a factor of about 3.5. These results
could have been anticipated, as the difference in potential density
between NACW and MW is about 0:2kgm�3 while the sound
speed difference is of a few ms�1 (at the same pressure), so that
Dr=r is one order of magnitude less than Dc=c.

Finally, we may assess the relative effect that salinity and
temperature contrasts have on impedance. We may estimate the
speed and density changes due to the salinity contrast as DcðSÞ ¼
cðSm; Tb; z0Þ � cðSb; Tb; z0Þ and DrðSÞ ¼ rðSm; Tb; z0Þ � rðSb; Tb; z0Þ,
and the speed and density changes due to the tempe-
rature contrast as DcðTÞ ¼ cðSb; Tm; z0Þ � cðSb; Tb; z0Þ and DrðTÞ ¼
rðSb; Tm; z0Þ � rðSb; Tb; z0Þ, where Sm and Tm correspond to the
maximum MW salinity and temperature values, Sb and Tb
correspond to the deep NACW salinity and temperature values,
and z0 ¼ 1000m is a characteristic depth of the MW.
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The results are reported in Table 4, again with subindices T and
S indicating the criterion used to obtain the salinity
and temperature differences (Fig. 9). The last column of Table 4
displays the salinity/temperature ratio as obtained using the
mean speed contrasts DcðSÞ=DcðTÞ ¼ ðDcðSÞT þDcðSÞSÞ=ðDcðTÞTþ
DcðTÞSÞ; in parenthesis we show the range (DcSðSÞ=DcSðTÞ to
DcT ðSÞ=DcT ðTÞ. The results indicate that changes in seismic
amplitude are more likely related to temperature than to
salinity changes. The mean salinity/temperature ratio varies
between 0.20 near the MW source to as high as 0.66 in
downstream regions, where salinity contrasts are thus likely to
play an increasing (but, still lesser) role in determining
thermohaline fine structure. These values agree with recent
studies (Nandi et al., 2004; Ruddick et al., 2009) that point to
temperature as the major influence on reflection coefficient.
Ruddick et al. (2009) obtained a synthetic seismic trace through a
meddy located southwest of line (IAM-3) and found

temperature–salinity contributions of 0.83–0.17, giving a
salinity/temperature ratio of 0.20.

5. Conclusions

Analysis of four seismic lines acquired as part of the Iberian–
Atlantic Margin survey, transecting the Mediterranean Undercurrent,
shows distinct seismic reflectors in the upper 1800m of the ocean.
Layering is most prominent from approximately 500 to 1500m,
though this thickness varies from line to line. This corresponds to the
base of the North Atlantic Central Water (NACW) and the whole
Mediterranean Water (MW) stratum, in many instances with
reflectors coherent over distances of over 100km. Common to all
sections is a significant decrease in seismic amplitude between
1400m and approximately 1800m, which we interpret as the base of
the MW, beyond which North Atlantic Deep Water (NADW) is
seismically near-transparent.
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Fig. 9. T–S profiles for the co-located oceanographic data in the MW region, illustrating the criteria used to obtain the background and maximum salinity values. The black

lines represent 27.2, 27.3 and 27.9 neutral densities. The dots indicate the background salinity and temperature values, the diamonds show the maximum salinity and

temperature values as derived from the maximum salinity criterion, and the squares locate the maximum salinity and temperature values as derived from the maximum

temperature criterion. Notice there are two squares in section IAM-3 corresponding to the two MW levels as explained in the text.

Table 2
Salinity, temperature, depth, density and sound speed values.

MW core (T criteria) MW core (S criteria) Deep NACW

Tmax (3C) Smax z (m) Tmax (3C) Smax z (m) T ð3CÞ S z (m)

IAM-3 13.19 36.03 482.7 11.96 36.62 1176.7 10.77 35.53 555.2

IAM-5 12.83 36.39 733 12.14 36.54 1098.7 11.12 35.54 489.7

IAM-9 12.02 36.14 661.8 11.73 36.56 1383.6 10.96 35.50 428.9

IAM-11 11.60 36.08 790 10.87 36.23 1153 10.91 35.54 427.5

r ðkgm�3Þ c ðms�1Þ r (kgm�3) c ðms�1Þ r (kgm�3) c ðms�1Þ

IAM-3 1031.84 1517.74 1032.29 1515.16 1031.69 1509.72

IAM-5 1031.92 1517.81 1032.19 1515.68 1031.62 1510.96

IAM-9 1031.93 1514.99 1032.29 1514.30 1031.62 1510.36

IAM-11 1031.94 1513.27 1032.21 1510.92 1031.67 1510.22
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Three seismic reflectivity zones are identified, which we associate
with NACW, MW and NADW, respectively. The thermohaline spatial
structure of NACW and, particularly, MW strata may be studied using
seismic oceanography because of the existence of large temperature
and salinity contrasts between vertically adjacent water masses.
These contrasts translate into gradients of density and sound speed,
which bring about impedance gradients and correspondingly large
variations in the amplitude of seismic reflectivity. Typical temperature
and salinity contrasts between the MU core and the base of the
overlying NACW are 1 3C and 1, respectively, which lead to (potential)
density differences of about 0.3–0:5kgm�3 and sound speed
differences of about 5–7ms�1. Note that despite the fact that
acoustic impedance depends on in situ density, while we look at the
role of salinity and temperature contrasts on impedance gradients we
must set one single depth in order to remove the overwhelming
pressure effect, this is why here we speak of potential density.

Seismic characterization of the Mediterranean Undercurrent (MU)
is found in the reflectivity patterns seen within Zone 2 (MW). The
undercurrent is located within some 80km of the Iberian Peninsula
continental slope, as viewed through the rising of reflectors against it,
while the MU core remains largely transparent. We interpret these
layers of reflectors as representing staircase-type structures induced
by double-diffusion processes, which last longer than eroding
diffusive processes, while within the MU core the erosion mechan-
isms dominate.

The analysis of root mean square (rms) amplitudes reveals a
decreasing trend of MW seismic amplitude with respect to distance
from the Strait of Gibraltar, alongside decreasing temperature and
salinity contrasts between MW and the overlying NACW. We deduce
that the decrease in seismic amplitude is a result of reduced double-
diffusion processes that cannot compete with other diffusive
processes that tend to erode the layering. Considering the deepest
NACW and the core MW, the latter characterized by the mid-depth
temperature maximum, we find a linear relationship between the
overall vertical temperature gradient (in 3Cm�1) and the true seismic
amplitude with a linear regression slope of 2:4� 107. This relation
strongly suggests a causal relationship between the intensity of
double-diffusion processes, and therefore fine structure, and true
seismic amplitude.

Finally, we find that impedance changes are mainly controlled by
sound speed changes, as opposed to density contrasts (a factor
between 3.5 and 10), and that the speed variations are predominantly
caused by temperature rather than salinity contrasts (a factor
between 1.5 and 5).
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Fig. 10. (A) Decreasing rms seismic amplitudes for the MW and corresponding

temperature and salinity contrasts between the MU core and the background

NACW, DT (solid lines, circles) and DS (dotted lines, squares), respectively. We

display two different values for the temperature and salinity contrasts, calculated

as explained in the text. (B) Seismic amplitude variation alongside the overall

vertical temperature and salinity gradients, DT=Dz (solid lines, circles) and DS=Dz
(dotted lines, squares), respectively. In both panels we use the following key.

Temperature criterion: empty circles/squares; salinity criterion: filled circles/

squares (black: temperature, gray: salinity); rms seismic amplitude: crosses.

Table 3
Sound speed and density contrasts calculated using both the temperature and

salinity criteria.

T criteria

DrT (kgm�3) DcT (ms�1)

IAM-3 0.22 8.02

IAM-5 0.30 6.85

IAM-9 0.29 4.63

IAM-11 0.27 3.05

S criteria

DrS ðkgm�3Þ DcS (ms�1)

IAM-3 0.60 5.44

IAM-5 0.57 4.72

IAM-9 0.67 3.94

IAM-11 0.54 0.70

Mean

r (kgm�3) Dr (kgm�3) c ðms�1Þ Dc ðms�1Þ ðcDrÞ=ðrDcÞ

IAM-3 1031.89 0.41 1513.09 6.73 0.10

IAM-5 1031.84 0.44 1513.86 5.79 0.11

IAM-9 1031.87 0.48 1512.51 4.29 0.16

IAM-11 1031.90 0.36 1511.16 1.88 0.28

Table 4

Sound speed contrasts caused by changes in salinity, DcðSÞ, and temperature, DcðTÞ.

DcSðSÞ DcT ðSÞ DcSðTÞ DcT ðTÞ r ¼ DcðSÞ=DcðTÞ

IAM-3 1.33 0.94 4.13 7.11 0.20 (0.32–0.13)

IAM-5 1.21 1.02 3.50 5.81 0.24 (0.35–0.18)

IAM-9 1.28 0.78 2.69 3.68 0.32 (0.48–0.21)

IAM-11 0.84 0.64 �0.16 2.39 0.66 (�5.25 to 0.27)

See text for explanations.
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Abstract. We present the first application of Stochastic Het-
erogeneity Mapping based on the band-limited von Kármán
function to a seismic reflection stack of a Mediterranean wa-
ter eddy (meddy), a large salt lens of Mediterranean water.
This process extracts two stochastic parameters directly from
the reflectivity field of the seismic data: the Hurst number,
which ranges from 0 to 1, and the correlation length (scale
length). Lower Hurst numbers represent a richer range of
high wavenumbers and correspond to a broader range of het-
erogeneity in reflection events. The Hurst number estimate
for the top of the meddy (0.39) compares well with recent
theoretical work, which required values between 0.25 and
0.5 to model internal wave surfaces in open ocean conditions
based on simulating a Garrett-Munk spectrum (GM76) slope
of −2. The scale lengths obtained do not fit as well to seis-
mic reflection events as those used in other studies to model
internal waves. We suggest two explanations for this discrep-
ancy: (1) due to the fact that the stochastic parameters are
derived from the reflectivity field rather than the impedance
field the estimated scale lengths may be underestimated, as
has been reported; and (2) because the meddy seismic im-
age is a two-dimensional slice of a complex and dynamic
three-dimensional object, the derived scale lengths are biased
to the direction of flow. Nonetheless, varying stochastic pa-
rameters, which correspond to different spectral slopes in the
Garrett-Munk spectrum (horizontal wavenumber spectrum),

Correspondence to: G. G. Buffett
(gbuffett@ictja.csic.es)

can provide an estimate of different internal wave scales from
seismic data alone. We hence introduce Stochastic Hetero-
geneity Mapping as a novel tool in physical oceanography.

1 Introduction

Mediterranean Water eddies, or “meddies”, are large, warm,
isolated lenses of highly saline Mediterranean Water that
are found in the North Atlantic ocean. Mediterranean Wa-
ter flows through the Strait of Gibraltar as an undercurrent
(Bower et al., 2002), cascades down the continental shelf,
while entraining less dense North Atlantic Central Water
(Bower et al., 1997) and settles at depths between 500 and
1500m (Richardson et al., 2000). The undercurrent then
rounds the corner of the Iberian peninsula at Cape St. Vin-
cent, directed north by the Coriolis force. It is here that med-
dies form, spinning off the main undercurrent, translating
westward and rotating anti-cyclonically (Serra et al., 2002).
Meddies were first reported in the western North Atlantic
ocean by McDowell and Rossby (1978). Since that time they
have been found to be a common feature in the North Atlantic
ocean, (Richardson et al., 2000). Many different aspects of
meddies are currently being researched to understand their
properties as well as their influence on large-scale mixing
and climate (e.g. Bashmachnikov et al., 2009).
Meddies have traditionally been studied using established

oceanographic techniques, such as CTD (Conductivity-
Temperature-Depth) probes to measure salinity and tempera-
ture (Ruddick, 1992) and acoustically tracked SOFAR floats

Published by Copernicus Publications on behalf of the European Geosciences Union.
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(Armi et al., 1989). Recently, multi-channel seismic (MCS)
reflection profiling has been employed as a thermohaline
imaging tool starting with the work of Holbrook et al. (2003)
(e.g. Nandi et al., 2004; Nakamura et al., 2006; Buffett et
al., 2009). Holbrook and Fer (2005) used this technique to
study internal waves in the Norwegian Sea. They found that
horizontal wave number spectra derived from digitizing seis-
mic reflector horizons in the open ocean compared favorably
with the Garrett-Munk spectrum (Garrett and Munk, 1975),
which describes oceanic internal wave displacements. Bi-
escas et al. (2008) performed the first detailed MCS analysis
of a meddy. They found distinct seismic reflectivity differ-
ences in the upper and lower bounds of the meddy that are
consistent with differences seen in historical temperature and
salinity data. The upper boundary of the meddy was charac-
terized by a few high-amplitude, laterally continuous reflec-
tions, whereas the lower boundary exhibited more numerous,
shorter, lower amplitude reflectors.
To further understand meddy processes, we apply Stochas-

tic Heterogeneity Mapping to the study of a meddy in the
Gulf of Cadiz (Fig. 1). This method of statistically analyzing
the reflection field of seismic data has been used extensively
to study complex acoustic impedance variability in the solid
earth (e.g. Goff et al., 1994; Holliger et al., 1994; Hurich and
Kocurko, 2000; Carpentier and Roy-Chowdhury, 2007) even
in areas where there is a predominance of diffuse reflectivity
(as opposed to specular reflectivity) observed. This research
represents the first application of Stochastic Heterogeneity
Mapping to the ocean.
Stochastic Heterogeneity Mapping is based on the premise

that the seismic reflection wave field contains information
on the spatial properties of the reflecting bodies and could
thereby be used to extract quantitative information about
thermohaline finestructure. By extracting these parameters
from a stacked seismic image of a meddy we can estimate the
range of scales of its reflectivity patterns. In this way, we pro-
vide an estimate of the characteristic scales of internal waves
of physical oceanographic processes directly from seismic
data on zones of particular interest to oceanographers: the top
and bottom (Biescas et al., 2008) and the sides of a meddy
(Armi et al., 1989; Ruddick, 1992). Since Stochastic Het-
erogeneity Mapping operates on the reflectivity field of a
processed seismic reflection profile, we focus here on that
methodology and its interpretive implications, not on MCS
data acquisition or processing. For an introductory treatise of
MCS methodology as it relates to physical oceanography, we
refer the reader to Ruddick et al. (2009). See Yilmaz (1987)
for a more complete discourse on seismic data processing.

2 The stochastic model

The 1-D von Kármán model is described by three parame-
ters: the correlation length (a), which is the upper limit for
the scale invariance in heterogeneity (Carpentier, 2007), the

Fig. 1. Location of seismic profile and approximate trajectory of
Mediterranean Outflow Water.

Hurst number (ν), a measure of surface roughness or equiv-
alently, the richness of the range of scales in the power law
distribution (having values between 0 and 1), and statistical
variance. We apply unit variance to standardize the distribu-
tion. For scale sizes smaller than the correlation length, the
von Kármán model describes a power law (fractal) process,
where ν represents its exponent. The parameter, ν relates to
the fractal dimension (D) by

D=E+1−ν, (1)

where E is the Euclidean dimension. For scales longer than
the correlation length, the von Kármán model represents a
process that is uncorrelated, such as white noise (Hurich and
Kocurko, 2000). The structure of the impedance field, and
hence its autocorrelation, are in accordance with the defined
power spectrum. This spectrum could take on a variety of
forms. However, we choose a von Kármán stochastic dis-
tribution because it is capable of describing a band-limited
power law process and has been thoroughly tested for this al-
gorithm, albeit for deep crustal studies (Carpentier and Roy-
Chowdhury, 2007). However, the original work of Theodore
von Kármán was to characterize random fluctuations in the
velocity field of a turbulent medium (von Kármán, 1948), in-
dicating that the method is also suited to the characterization
of ocean fluid dynamics.
We express the analytic radial 2-D von Kármán power

spectrum as (Carpentier, 2007),

P(k)= 4πvaxaz

(1+k2)v+1
(2)

where ax and az are the correlation lengths in the lateral and
vertical directions, respectively, ν is the Hurst number, k is
the weighted radial wavenumber,

√
k2xa

2
x+k2z a

2
z . In the space
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domain, we express a 2-D autocorrelation function (Goff and
Jordan, 1988),

C(r)= Gν(r)

Gν(0)
, (3)

where Gν(r)= rνKν(r), Kν(r) being the second modified
Bessel function of fractional order, and r the weighted ra-
dial autocorrelation lag, defined as

√
x2/a2x+z2/a2z . Gν(0)

is defined according to Carpentier (2007),

Gν(0)= 2ν−1�(ν), (4)

where the gamma function, �(ν)=(ν−1)!.
From here we shall refer to correlation lengths as scale

lengths because, in band-limited fractal fields, these lengths
give the threshold below which scaling is determined by a
power law (Carpentier and Roy-Chowdhury, 2007) and due
to the fact that the decorrelation length is the dominant visual
scale of the fabric morphology. Furthermore, we restrict our
analysis to estimating horizontal scale lengths because deter-
mination of the vertical scale length is complicated by the
estimation of source wavelet characteristics. This is because
the source impulse is not a perfect spike, but is instead con-
taminated by side lobe energy, especially in the near offset
traces (Yilmaz, 1987, pp. 17–20).
We estimate ax and ν by performing a 2-D Fast Fourier

Transform, from which we derive a 2-D power spectrum.
We sum over the frequency direction and apply an inverse
Fourier transform to obtain an autocorrelation function of
NxM samples (Holliger et al., 1994; Carpentier and Roy-
Chowdhury, 2007). We choose window sizes to be repre-
sentative of the areas of interest. Constraints are placed on
window sizes to cover a minimum of 10 times the horizontal
scale length, and at least 2 cycles vertically. Next, the 1-D an-
alytic von Kármán autocorrelation function (Eq. 4) is fitted to
the calculated autocorrelation function using a model-space
grid search and an L2 norm misfit, providing the estimate of
ax and ν. Temporal and spatial band-limiting of the broad-
band von Kármán spectrum of the seismic data affects the
accuracy of estimating ν, which, based on impedance con-
trast fields and Primary Reflectivity Sections can be overes-
timated by a factor of 2. Likewise, ax can be underestimated
by a factor of 3–6 (Carpentier and Roy-Chowdhury, 2007).
More recently, for complex scattered visco-elastic reflection
data, Carpentier et al. (2009a) found underestimation factors
for ax of between 6 and 10 and overestimation factors of up
to 10 for ν. These errors are due to the fact that, although the
impedance field is highly correlated to the reflectivity field,
they are not equivalent. Nonetheless, they represent the cur-
rent state of the art of Stochastic Heterogeneity Mapping.
The Stochastic Heterogeneity Mapping algorithm ac-

counts for the fact that reflectors may have some apparent
dip by performing dip searching so that the values are derived
along the angle of maximum coherence. However, apparent
dips are small: 3◦ on average across the seismic section, with
a standard deviation of 0.3◦.

3 Results

Under the premise that the statistical properties of the scat-
tered wave field are highly correlated to the properties of the
acoustic impedance field (Carpentier and Roy-Chowdhury,
2007), we analyzed a meddy in the seismic line GO-LR-05
acquired in the Gulf of Cadiz during the GO (Geophysical
Oceanography) cruise of April and May, 2007 (Fig. 1) for
the distribution of the stochastic parameters Hurst number
(Fig. 2) and correlation length (Fig. 3) around its margins.
Four zones are described: The top of the meddy (A), the bot-
tom of the meddy (B) and its sides (C and D). The stochastic
parameters were extracted from the seismic section and over-
laid using two different color schemes. The mapping proce-
dure reveals the stochastic heterogeneity of the thermohaline-
related fabric observed in the reflectivity field. Median and
average Hurst numbers and scale lengths and their statistical
distribution are reported in Fig. 4.
Zone A exhibits middle to higher Hurst number values,

with median and average values of 0.35 and 0.39, respec-
tively. Zone B is dominated by lower Hurst numbers, hav-
ing a median value of 0.14 and an average of 0.17. Zone
C/D Hurst numbers both lie approximately between those
of Zone A and Zone B, showing median/average values of
0.24/0.27 (C) and 0.23/0.26 (D). However, the distributions
of Zones C/D Hurst numbers both resemble that of Zone A,
in that there is an absence of the lowest values (those between
0 and 0.1). The majority of Hurst numbers for Zone A lie in
the range between 0.15 and 0.5 (67%). In contrast, Zone B
shows the dominant Hurst number distribution between 0 and
0.25 (80%). The majority of the Hurst numbers for Zones C
and D fall between 0.1 and 0.5, 68% and 64%, respectively.
Scale lengths for Zone A are the highest of the four zones:

1120m (median) and 1310m (average). Zone B values
are lower than those of Zone A, having median and aver-
age values of 946m and 1220m, respectively. Zones C/D
show a predominance of lower scale lengths, with me-
dian/average values of 697m/961m and 598m/980m, re-
spectively. Further illustrating the difference between the
sides and top/bottom: approximately 40% of scale lengths in
Zones C and D are between 0 and 500m, whereas only 12%
and 22% of scale lengths for Zones A and B, respectively, lie
in this range.

4 Discussion

The top of the meddy (Zone A), shows more lateral reflec-
tor continuity and a smaller variety of length scales than the
bottom (Zone B). The Hurst numbers we obtained at Zone A
(0.39) are in agreement with theoretical results Vsemirnova
et al. (2009) modeled for open ocean conditions by emulating
internal wave surfaces of a −2 slope Garrett-Munk spectrum
(GM76). The Garrett-Munk spectrum describes the variation
in internal wave energy in frequency and both vertical and
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Fig. 2. Hurst number (ν) overlaid on seismic data along with
stochastic parameter analysis boxes.

horizontal wavenumber spaces (Garrett and Munk, 1975). To
simulate the GM76 slope they used Hurst numbers in a range
of 0.25–0.50 with horizontal scale lengths of 5–10 km.
Internal waves develop in the ocean when density stratifi-

cation is disturbed, thereby driving turbulent processes and
diapycnal mixing (Müller and Briscoe, 2000; Garrett, 2003).
The recorded seismic signal is reflected from ocean density
stratification whether it is strong specular reflectivity or weak
diffuse reflectivity. Acoustic impedance boundaries, which
are what give rise to the reflectivity as revealed by the multi-
channel seismic (MCS) method, are expressed as the product
of in-situ density and sound speed. Density and sound speed,
in turn are functions of the relative proportions of temper-
ature and salinity of the reflecting interface (Sallarès et al.,
2009). Ruddick (1992) reported that the upper boundaries
of meddies are dominated by diffusive convection processes,
whereas the lower boundaries are susceptible to salt finger-
ing. Salt finger scales are several orders of magnitude smaller
than that directly resolvable by MCS methods (typically, in
the tens of centimeter range, Linden, 1973). However, we
may expect to detect them indirectly through our estimation
of the Hurst number. The reason for this is that the Hurst
number is a measure of surface roughness, low Hurst num-
bers being representative of a richer range of high wavenum-
bers. As seen in Fig. 4, Hurst numbers calculated for the
bottom of the meddy are found to be dominated by lower
numbers, whereas for the top and sides of the meddy, a lack
of these lower Hurst numbers is found. This seems to indi-
cate that, although we can not hope to actually resolve the salt
fingers themselves with seismic frequencies, the richer range
of high wavenumbers may point to the presence of such finer
structures at the bottom as opposed to at the meddy’s top and
sides.
The scale lengths estimated from the seismic section are

significantly lower than those used to model internal waves
by Vsemirnova et al. (2009), even for Zone A (ca. 1 km com-
pared to their 5–10 km). This difference is possibly due to
the factor of 3–6 underestimation that was reported by Car-
pentier and Roy-Chowdhury (2007). Alternatively, the lower

Fig. 3. Horizontal scale length (ax) overlaid on seismic data along
with stochastic parameter analysis boxes.

estimated scale lengths of the meddy may be explained by the
fact that it is a dynamic, three-dimensional structure with cur-
rents that may be moving obliquely to the two-dimensional
acquisition path. This is supported by an observation by
Klaeschen et al. (2009), who estimated reflector motion by
using an in-situ sound speed model near the NE edge of
Zones A and B. They found longer horizontal wavelengths on
the NE side of Zone A, as opposed to the SW side, and con-
clude that this is an indication of a different movement be-
tween the respective sides. Direct LADCP (Lowered Acous-
tic Doppler Current Profiler) measurements during the seis-
mic acquisition confirmed that different parts of the meddy
have different distributions of velocities, some along the path
of the acquisition, some oblique to it (Klaeschen et al., 2009).
That is, the meddy was not simply in solid-body rotation,
but was stretching slightly in a SW direction at the time of
acquisition. This motion could disturb the reflector undula-
tions that we observe, as measured by the extracted horizon-
tal scale lengths. Since we are making a two-dimensional ob-
servation in a three-dimensional domain, the stochastic val-
ues we obtained are measurements of the component of the
meddy motion in the plane of the seismic profile, rather than
in the direction of meddy motion. Thus, we can expect our
measurements of scale length to be shorter than theoretical
predictions based on two-dimensional geometries.
Due to the band limiting of the seismic data, the scales ob-

served are most likely confined to the lower extreme of meso-
scale (2–200 km) size features. It follows that the stochastic
parameters seen here are a reflection of the effects of inter-
nal waves, as seen in the Garrett-Munk spectrum, rather than
smaller turbulent, ie. Batchelor scales (Batchelor, 1959). The
notably lower Hurst numbers seen at the bottom of the meddy
(Zone B) may be partially a result of the fact that the fre-
quency content of the source used in this survey (10–70Hz)
was too narrow-band to recover the smaller thermohaline
staircases known to occur at the base of meddies (Ruddick,
1992). Thermohaline staircases are well-known structures in
the ocean that range from tens to hundreds of meters thick
and are found in regions where both temperature and salinity
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Fig. 4. Histograms of analyzed meddy zones showing the statistical distribution of Hurst number (ν) and horizontal scale length (ax). Left
column: ν; right column: ax . Rows from top to bottom represent analyzed parts of the meddy, as outlined in analysis boxes (Figs. 2-3).
Values of ν were grouped into families incremented by 0.05 between 0 and 1. Values of ax were grouped into families incremented by 500m
between 0 and 6500m. Median and average ν and ax were then calculated.

increase upward in a manner that promotes salt fingering pro-
cesses (Schmitt, 1994). Given the low frequency, narrow-
band source, we are only able to theoretically recover struc-
tures on the order of 5–75m (Widess, 1973). Moreover, in
the ocean there is both heat and mass diffusion across in-
terfaces that produce a gradual change over a finite bound-
ary width that may extend for several tens of meters (Hobbs
et al., 2009). Hence, due to the thickness and gradient of
a reflecting interface, a safer upper estimate for maximum
resolvable thickness would be about double this estimate,
between 10 and 150m, the reflectivity being frequency de-
pendent. As a result, it is plausible that the scales of some
structures at the base of the studied meddy are smaller than
those resolvable by this seismic source. Horizontal resolu-
tion is determined by the Fresnel zone width (Yilmaz, 1987,

p. 470), itself a function of frequency, sound speed and depth.
For the upper and lower limits of the meddy, considering a
dominant frequency of 50Hz, the horizontal resolution thus
ranges between 12 and 30m.
The seismic data presented herein are unmigrated. Given

the near horizontal reflectivity of the seismic data (dips av-
erage at about 3◦ with a standard deviation of 0.3◦) migra-
tion does not appreciably change the position of reflectors.
With this in mind and due to the fact that the spatial band-
limit that is imposed by the migration operator smoothes the
data, thus removing the information in the first few lags of
the autocorrelation function, we chose to analyze the unmi-
grated stacks. Intriguingly, in recent studies by Carpentier et
al. (2009a, b) Hurst numbers were found to actually exceed 1
in both synthetic and real data in order to obtain von Kármán
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best fits. These exceptionally high Hurst numbers were said
to be a result of the lateral smoothness of the data, caused
by first-Fresnel-zone averaging during migration. Although
migration, in principal, should completely collapse the 2-D
seismogram’s first-Fresnel zone, it is complicated by factors
such as the lack of a sufficient recording aperture (zone of
seismic illumination), complex scattering effects, wavelet at-
tenuation and wavefront healing, and the uncertainty inher-
ent in choosing the correct migration velocity (sound speed).
Therefore there will always be some residual first-Fresnel-
zone averaging. Furthermore, 2-Dmigration in a 2-D seismic
profile will only collapse the first-Fresnel-zone and does not
address out-of-plane reflections. This result supports the fact
that the Hurst numbers we obtained from unmigrated data are
not in the upper end (nor do they exceed) the range of the-
oretical Hurst numbers, and therefore may be closer to the
true values than those extracted from migrated data, which
are biased by many of the factors aforementioned. While
we cannot definitively state that the low-end Hurst numbers
are not a simply result of some remaining uncorrelated noise
(thereby representing high-wavenumber artifacts, not actual
sub-wavelength thermohaline finestructure) we can neither
dismiss the possibility that the information contained in the
first few autocorrelation lags actually has a positive effect on
the von Kármán fitting process.
Uncertainty in both Hurst number and scale length could

be further improved by inverting in-situ sound speed func-
tions for acoustic impedance, thereby improving the certainty
of correlation to the reflectivity field, upon which the stochas-
tic parameters are extracted. Improving this certainty would
also be useful to Stochastic Heterogeneity Mapping studies
of the solid earth where sufficiently sampled sound speed
functions are in practice unachievable.

5 Conclusions

We partition our observation of Hurst number distributions
for the meddy into three distinct zones: top, bottom and
sides. Our calculations of Hurst number for the top of the
meddy agree with recent theoretical work, which used val-
ues between 0.25 and 0.5 to model internal wave surfaces
in open ocean conditions based on simulating a Garrett-
Munk (GM76) slope spectrum of −2. The corresponding
scale lengths (correlation lengths) mapped over the same re-
flectivity field, however, do not fit as well to specific seis-
mic reflection events. We suggest two possible explana-
tions for this discrepancy: (1) because the stochastic pa-
rameters are derived from the reflectivity field rather than
the impedance field the estimated scale lengths may be un-
derestimated, as has been reported; and (2) because the
meddy seismic image is a two-dimensional slice of a com-
plex and dynamic three-dimensional object, the estimated
scale lengths are likely skewed to the direction of flow, where
the theory is most applicable. Nevertheless, this work illus-

trates the potential of Stochastic Heterogeneity Mapping as a
tool within the growing discipline of Seismic Oceanography
because it allows an estimate of lateral scale ranges of re-
flection events, and therefore actual physical oceanographic
processes, such as internal waves. The multi-channel seis-
mic (MCS) method records seismic signal that is reflected
from ocean density stratification (i.e. boundaries of acous-
tic impedance). These boundaries give rise to the reflectivity
field. Acoustic impedance boundaries are functions of the
relative proportions of temperature and salinity of a given
reflecting interface, whether strictly specular reflectivity or
more diffuse reflectivity. So we may conclude that the es-
timations of the Hurst numbers and scale lengths are repre-
sentative of actual thermohaline finestructure. We therefore
introduce Stochastic Heterogeneity Mapping as a new tool
of physical oceanography. To improve upon errors in esti-
mation of Hurst number and scale length in-situ sound speed
functions should be inverted for acoustic impedance. In this
manner stricter constraints on the degree of correlation to the
reflectivity field, upon which the stochastic parameters are
extracted could be obtained. These constraints, in turn, could
be applied to solid earth studies, where such a sound speed
function is practically unattainable.
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Note: This Chapter presents an unpublished work that has been submitted to a peer 

reviewed journal. 

 

Abstract 

Visualization of thermohaline finestructure is an important way of understanding ocean 

fluid dynamics. We present the first near real-time animation of the motion of internal 

waves from the analysis of seismic reflection data.  Reflection 'seismic oceanography' 

images are created by the passage of a regularly repeating impulsive source and 

streamer (cable filled with hydrophones) on the surface of the ocean. Seismic images 

are created by summing together the signal reflected from temperature and salinity 

(acoustic impedance) contrasts within the ocean creating seismic ‘stacked’ sections. 

Due to the inherent redundancy of the method, random noise is attenuated, while signal 

is preserved. If the original signal-to-noise ratio is good, the whole streamer need not be 

stacked to create an interpretable image. A processing scheme has been devised such 

that a series of images, or "stacks", are obtained in order to build up a 7-frame "movie" 

of fluctuating internal waves over a period of just 20 minutes. Separate seismic stacked 

sections are created by partitioning the acquisition streamer into 7 groups thereby 

imaging the same seafloor-referenced location at progressively later times. As the 

streamer passes over this static geographical point, motions within the water column are 

observed. Each stack was created with a subset of the complete streamer. Therefore, 

each stack can be considered an image of the water column at a particular time step 

(movie frame). In this way each image shows a slightly different thermohaline fabric 

allowing us to create a striking visualization of the temporally evolving internal waves. 

 

3.1 - Introduction 

Visualization of otherwise unseen physical phenomena such as internal waves is an 

important step to a fuller understanding of these phenomena.  Broadly, as a tool of 

remote sensing, visualization can come in the form of a one-time spatial illumination of 
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the body in question (for example, in the case of the specular reflection of light, a 

photo). Likewise, in the case of the specular reflection of sound waves, we are able to 

create a stacked seismic section providing us with information about the Earth or ocean 

that was previously unrealized.  

Seismic reflection investigations have been common for delineating the gross structure 

of the Earth’s crust mantle and core for several decades - first as two-dimensional 

transects, later as three-dimensional volumes. More recently, the repeated acquisition of 

seismic data over the same location in time-steps of several months or years has added 

the fourth dimension of time to the interpretation of such things as petroleum reservoir 

monitoring [Lumley, 2001], monitoring of CO2 sequestration [Chadwick et al., 2005] 

and the active migration of faults [Cheng, 2009].   

Holbrook et al. [2003] made the first modern analyses of seismic data acquired of ocean 

structure and found that the acoustic impedance boundaries, which give rise to seismic 

reflectivity, were the result of temperature and salinity fluctuations, or thermohaline 

finestructure, already known for some time by conventional oceanographic methods 

[Stommel and Federov, 1967] but not able to be visualized at high horizontal resolution 

(MCS method provides approximately 10 m horizontal resolution compared with 

typical 1 km CTD casts). 

More recent physical oceanographic studies using seismic reflection profiling as a tool 

have imaged thermohaline finestructure.  For example, Biescas et al [2008] imaged the 

finestructure of Meddies for the first time and Sallarès et al. [2009] identified the 

relative contributions of temperature and salinity to reflectivity. Further successful 

attempts to utilize seismic reflection in oceanography have imaged the Kuroshio 

Current, near Japan (Nakamura et al. [2006], Tsuji et al. [2005]), the Norwegian Sea 

(Nandi et al. [2004], Páramo and Holbrook [2005]), the Southern Ocean [Sheen et al., 

2009] and the Caribbean Sea [Fer et al., 2010]. All these studies represented two spatial 

dimensions of the ocean: in depth and horizontally along the direction of acquisition. 

Blacic and Holbrook [2009] performed the first 3D study of seismic oceanography 

using two parallel  acquisition swaths.  From these data they were able to obtain the 

orientation of internal wave crests. 



��������������������������������4����8���������9������2�
��	����:���	����	
��	���7�����

�

"%�

�

The dynamic nature of the ocean presents a challenge for the seismologist for two 

reasons: 1) the motion of ocean currents, and therefore thermohaline finestructure, is 

variable on the order of minutes or hours not months or years (e.g. Thorpe [2005], Géli 

et al. [2009]). Thus, any methods used to measure movement in the ocean on time 

scales approaching real-time need to be designed accordingly. 2) Surface currents and 

variable ship traffic logistically complicate repeated acquisition over the same seafloor-

referenced location and require specialized, often expensive, acquisition schemes. 

With these challenges in mind, we take advantage of seismic acquisition redundancy to 

introduce a processing scheme which separately processes seismic data from different 

offset groups. If acquisition signal quality is sufficient, only a subset of the full streamer 

is needed to represent a region of the ocean in two spatial dimensions, with each 

successive offset group passing over any given point at a later time, thus preserving 

temporal snapshots of a progressively changing ocean. 

 

3.2 - Data acquisition 

The seismic data were acquired in August 1993 as part of the tectonic study to image 

the Iberian-Atlantic Margin (IAM).  Data showed strong reflections within the water 

column leading to multiple publications (e.g. Biescas et al. [2008], Krahmann et al. 

[2008], Buffett et al. [2009], Pinheiro et al. [2010]). Data for this analysis were acquired 

off the Western Iberian Margin (Figure 3.1, line IAM-11).  

 

3.3 - Processing scheme 

The methodology used in this experiment differs from most where one image is created 

from all the streamer's offsets, thus optimizing the signal-to-noise ratio. We use subsets 

of the data offsets to generate seven temporally spaced images of the same acoustic 

impedance interfaces as the streamer passes over it.  The number of images possible to 

create depends on the data quality (signal-to-noise ratio) and the frequency of repetition 

of the source, as well as the more obvious streamer length and vessel speed. This is 
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because so-called seismic ‘stacks’ are the result of summing together all seismic traces 

within a given offset range.  The inherent redundancy of this method means there are 

many traces that represent the same depth-points, but from different angles (Figure 3.2). 

The summing together (stacking) of these common-depth-point (CDP) traces improves 

the signal-to-noise ratio by constructively boosting signal content and deconstructively 

cancelling random noise. The longer the offset range, the better the statistics available 

for noise cancellation. We chose 500 m offsets for this study because they allowed us to 

create seven images, while preserving for the most part the signal integrity. 

 

�

Figure 3.1 - Location of seismic section (small black line).  Yellow line shows the approximate path of the 
Mediterranean Undercurrent 

 

Considering the motion of the ship relative to the sea floor we re-sort the seismic data, 

first by CDP and secondarily by the appropriate 500 m offset range. Next we attempted 

to eliminate possible other factors that could account for apparent thermohaline 
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fluctuations. This consisted of compensation for frequency loss with offset, which 

permits each successive offset range a progressively lower dominant frequency due to 

the filtering effect of the receiver at large incident angles (thus, longer raypaths).  

 

�

Figure 3.2 - Schematic diagram showing the first and last streamer offset group imaging the same oceanic structure 
over a fixed reference point. 

 

3.4 - Results 

The result is a series of seven images of the same water column, but at progressively 

later times, showing what we assert to be movement of thermohaline fine structure from 

frame to frame (Figure 3.3 and Appendix III). Two interpretation boxes are presented to 

emphasize some of the subtle fluctuation detail. Box 1 shows an M-shaped structure in 

panels A and B (500-1000 m; 1000-1500 m, offsets respectively), which becomes 

distorted in panels C and D (1500-2000 m; 2000-2500 m, offsets respectively), then 

appears to become restored in panels E, F and G (2500-3000 m; 3000-3500 m; 3500-
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4000 m, offsets respectively). Box 2 displays a small layered structure. The lower-most 

undulating red reflector in panel A, begins to ramp-up in the centre of panels B and C, 

then becomes progressively flatter in panels D, E and F. In panel G, it shows an 

apparent sub-vertical discontinuity through its center.  

 

3.5 - Verification against synthetic seismic data 

The purpose of this test was to verify the processing scheme where there is zero 

fluctuation in thermohaline finestructure, namely, for synthetic data. The synthetic data 

were created using an explicit time-domain solver (called ADER-DG) based upon a 

discontinuous Galerkin method. Reflection coefficients for synthetic seismic data were 

generated from sound speed profiles derived from CTD (conductivity-temperature-

depth) data collected during the GO (Geophysical Oceanography) project. Given that 

sound speed is by far the dominant factor influencing reflection coefficient [Sallarès et 

al., 2009] this provides a static representation of thermohaline finestructure at the 

location of the CTD casts. The solutions to generate the sections were obtained to a 4th 

order accuracy in space and time, on an unstructured triangular mesh of about 20,000 

elements. The simulations were carried out on 10 processors of a Linux computing 

cluster. The synthetic data shot records were then processed using the same processing 

flow as the real data, but by creating five stacked sections from different offset groups. 
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Figure 3.3 - Seismic stacks of the same geographical location (Figure 3.1) created with different sections of the 
recording streamer (see insets). Time step between animation frames based on ship velocity is approximately 3.5 min. 
Horizontal distance is 12.5 km and depth ranges from 800 m to 2000 m at the sea floor. Offset ranges are: A) 500-
1000 m; B)1000-1500 m; C)1500-2000 m; D)2000-2500 m; E)2500-3000 m; F)3000-3500 m; G)3500-4000 m. This 
figure is available as a fold-out in Appendix III at a higher resolution 

 

The effect of frequency loss with 'offset' can be seen in the synthetic data, where there 

are no real motions (Figure 3.4). This artifact causes an apparent shift from left to right 

of the seismic traces with each movie frame. Notice how the synthetic data grow 

progressively in wavelength, but show no intra-reflector variability like the real data. 
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Figure 3.4 - Synthetic data generated from XBT/CTD sound speed model. Note the decrease in signal frequency 
content seen as the 'thickening' of reflectors. However, there are no intra-reflector motions as seen  in the real data. 
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3.6 - Discussion  �  proof of concept 

The method used in this paper employs the separation of data recorded at different 

offset groups of a seismic streamer to create unique stacked sections which are spaced 

temporally at 3.5 minute intervals. Each progressive section in time shows changes in 

the reflectivity pattern of thermohaline finestructure in a way which cannot be dismissed 

as simply an artifact of seismic data processing. This is true for two reasons: a) the 

synthetic data tested, as expected, show no changes in the reflectivity pattern other than 

the reduction of frequency content consistent with how higher frequencies are 

attenuated as a function of source-receiver distance (offset) (i.e. longer travel paths). 

Thus, frames 1-5 show an apparent steady 'motion' from left to right caused by each 

frame having lower frequency content and the wavelet shape growing accordingly. 

However, intra-reflector changes seen in the real seismic oceanography data are not 

present in the synthetic data. b) comparison of the seafloor reflectivity and the 

thermohaline reflectivity of the real data show the same difference as the synthetic: that 

is, the seafloor, being static on time scales of ocean dynamics, does not show the same 

reflectivity fluctuations as the ocean. These two independent observations indicate that 

it is most probable that the fluctuations observed in the real data are actual near real-

time displacements of isopycnals such as those caused by internal waves, which travel 

at velocities of the order 1 ms-1 [Thorpe, 2005]. Considering a velocity of 1 ms-1 and for 

each 3.5 minute time step, it is plausible that fluctuations are on the order of 200 m, 

movements that are easily observable on seismic data which have typical resolutions on 

the order of 10 m. 

However, it is virtually impossible given the limited dataset, to quantify the velocity of 

the observed internal waves using this method alone. This is because of a number of 

reasons. The motion of the ship at the surface leads to a Doppler-like effect. That is,  

���� 	 ������ !"#
$�������%& #!'       ,                                        eq. 3.1 

where v is velocity and � is wavelength [Vsemirnova et al., 2009b]. Furthermore, in this 

dataset we do not have an independent measurement of the wavelength of internal 

waves (�()�*). Finally, the velocity vector of the internal wave does not likely point 
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conveniently in the direction of the acquisition, rather, it is highly likely to have an out-

of-plane component. However, we can say that the real data processed in this research 

show fluctuations in thermohaline finestructure at depths between 800 m and the 

seafloor, while the same fluctuations are not observed in either the seafloor (which we 

assume to be static - Figure 3.3) or the synthetic data (which are by their nature, static - 

Figure 3.4). 

In addition to the unknown velocities or wavelengths of the internal waves, one chief 

limitation of this method is the trade-off necessary between maximizing CDP fold and 

maximizing the number of stacks (frames) necessary to temporally image variable 

thermohaline fine structure. The data used in this study were of rather good signal 

quality and utilized a long streamer (5.5 km, of which 4.0 km was utilized). But a longer 

streamer would allow more stacks to be created without reducing the offset range 

needed to optimize the signal-to-noise ratio. This study, nonetheless shows proof-of-

concept. 

Potential falsification of the validity of this method could come about by acquiring 

coincident and simultaneous independent measurements of local internal waves (by 

using a lowered acoustic Doppler current profiler, for example), or, seismically, but 

designing an acquisition scheme such as using a buoyed and anchored streamer of a 

given length at a fixed depth while doing repeated passes of a conventional airgun 

source, similar in geometry to a roll-on, roll-off land seismic survey. This would 

position the streamer over a fixed seafloor position and thus enable higher-fold 

measurements of changing thermohaline finestructure. Ideally, this would be done in a 

region of minimal surface currents, but significant undercurrents, high 

temperature/salinity contrasts and low ship traffic, such as the area imaged herein 

(Figure 3.1). This area was chosen because of the good data set (Iberian Atlantic Margin 

data) and the observed decay in laminar finestructure and increased disturbance of 

isopycnals downstream of the Mediterranean Undercurrent [Buffett et al., 2009], 

indicating mixing, thus thermohaline finestructure variability. In areas where there are 

statically stable isopycnals (thermohaline staircases, for example), observing motion on 

the time scale of the passing of a streamer would be increasingly difficult. 
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3.7 - Conclusions 

By devising a processing scheme to make use of a long streamer as it passes over a 

fixed geodetic point, we are able to generate sets of stacked seismic data from different 

offset groups. In theory, if thermohaline finestructure is sufficiently dynamic, each 

offset group would 'see' spatial and temporal changes to finestructure. The results of our 

analysis point to the observed thermohaline fluctuations as related to the motion of the 

oscillating internal wave field, although we have no independent or simultaneous 

observational data. Support for our deduction comes from two observations: a) that the 

sea floor reflectors in the same seismic section do not fluctuate in the same manner as 

the ocean, and b) that when the same processing scheme was applied to synthetic data, 

there were no noticeable intra-reflector motions. All three data sets (thermohaline, sea 

floor and synthetic) show a lowering of frequency content with offset. While this was 

partially compensated for in the processing flow, more work needs to be done to 

completely remove this effect as it masks somewhat the true movement of the dynamic 

ocean. Even so, this effect does not fatally flaw the methodology because while all three 

data sets show the offset effect, only the thermohaline finestructure varies in an apparent 

random manner. Both the sea floor and synthetic data show only the lowering of 

frequency content as a function of offset and are otherwise stable, as expected 

intuitively. These observations coupled with typical internal wave speeds, implicate the 

causality of the latter as the source of the fluctuations.  
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data

B. Biescas,1 V. Sallarès,1 J. L. Pelegrı́,2 F. Machı́n,2 R. Carbonell,3 G. Buffett,3
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[1] This work illustrates the great potential of multichannel
seismic reflection data to extract information from the
finestructure of meddies with exceptional lateral resolution
(10–15 m). We present seismic images of three meddies
acquired in the Gulf of Cadiz (SW Iberian Peninsula),
which consist of concentric reflectors forming oval shapes
that sharply contrast with the background oceanic structure.
The seismic images reveal the presence of different regions
within the meddies that are consistent with those observed
in historical temperature (T) and salinity (S) data. The core
region, characterized by smooth T and S variations, is
weakly reflective. The double-diffusive upper and lower
boundaries and the lateral-interleaving outer edges,
characterized by stronger T and S contrasts, display strong
reflectivity bands. These new observations clearly show
differences between layers developed at the upper and lower
boundaries that can contribute to the knowledge of mixing
processes and layering formation in oceans. Citation: Biescas,

B., V. Sallarès, J. L. Pelegrı́, F. Machı́n, R. Carbonell, G. Buffett,

J. J. Dañobeitia, and A. Calahorrano (2008), Imaging meddy

finestructure using multichannel seismic reflection data, Geophys.

Res. Lett., 35, L11609, doi:10.1029/2008GL033971.

1. Introduction

[2] The warm and salty Mediterranean water spills over
the Strait of Gibraltar (Figure 1), sinks and flows westwards
along the continental slope of the South Iberian margin,
forming the so-called Mediterranean Undercurrent (MU)
[Ambar et al., 2002]. During its journey along the margin,
the MU experiences abrupt topographic changes like major
canyons, causing boluses of Mediterranean water to sepa-
rate from the MU in the form of �40–100 km wide, �1 km
thick, vertically extending between �500 and 1500 m
depth, coherent clockwise-rotating lenses called meddies
[Richardson et al., 2000]. Generally, meddies translate first
to the west and then drift southwestwards near Cape St
Vincent towards the Canary basin with translation speeds of
a few cm/s and anti-cyclonic rotation periods of 4 to 6 days
[Richardson et al., 2000]. During the life of a lens, the
Mediterranean water slowly mixes with the surrounding
Atlantic water and salt anomalies progressively weaken
until the meddy dissipates. Meddies may last for about
2 years and cover distances up to one thousand km [Armi et
al., 1989; Richardson et al., 1989, 2000].

[3] The existing information on the internal structure and
dynamic processes taking place within meddies is mainly
based on data acquired using classical oceanographic
instrumentation with a lateral resolution of O(1 km). In
their pioneering work, Holbrook et al. [2003] showed that
marine multichannel seismic (MCS) data, designed and
used to obtain structural images of the Earth’s subsurface,
also display coherent reflections from within the water
layer. Thanks to signal redundancy provided by the multiple
fold of a single reflector point, MCS systems enhance
coherent signals over noise, resulting in clear acoustic
images of the oceanic thermohaline structure with a lateral
resolution of O(10 m). Based on Holbrook and coworkers’
images, as well as on his own results, Ruddick [2003]
pointed at the potential of MCS data to image the fines-
tructure that is likely to develop at the bounds of meddies
owing to double-diffusion vertical mixing (upper and lower
bounds) and interleaving (lateral bounds).
[4] In this work we confirm the potential of MCS data to

locate meddies and to image their internal structure with
great detail by showing three spectacular MCS images of
complete meddies that reveal a number of significant
features, including the distribution of finestructure with
lateral and vertical resolution of 10–15 m.

2. Data Acquisition and Processing

[5] The MCS data used in this work were acquired in the
Gulf of Cadiz in the framework of the Iberian-Atlantic
Margin (IAM) survey [Torné et al., 1995] that took place
in August–September 1993 (Figure 1a). IAM data were
recorded using a 4800 m long HSSQ/GX600 analogue
streamer with 192, 25 m-spaced channels, giving a common
depth point (cdp) spacing (i.e., a lateral sampling) of 12.5 m.
The seismic source was an airgun array composed of 36
BOLT guns with a total volume of 7524 cu. in. and a peak
energy in the frequency band of 20–50 Hz that were fired
with a pop interval of 75 m. The theoretical vertical
resolution of seismic reflection systems is considered to
be a quarter of wavelength [Yilmaz, 2001], although this
resolution is rarely achieved since it is affected by factors
such as the thickness of the reflecting horizon and the
sharpness of the boundary between the media. Therefore
the vertical resolution is more realistically on the order of
one half of wavelength, i.e., �15 m for the highest IAM’s
source frequency.
[6] We fully reprocessed some of the IAM profiles with

the aim of obtaining the best possible images of the water
column. The processing sequence consisted of the following
six steps [Yilmaz, 2001]: (1) Bandpass frequency filter
between 5 and 120 Hz and spherical divergence gain

GEOPHYSICAL RESEARCH LETTERS, VOL. 35, L11609, doi:10.1029/2008GL033971, 2008
Click
Here

for

Full
Article

1Unitat de Tecnologia Marina CSIC, Barcelona, Spain.
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correction. (2) Median subtraction-filter to remove the direct
wave. The direct wave, which travels from source to
receiver without being reflected is, by far, the most ener-
getic one and masks shallow-water reflections. It is thus
important to eliminate this phase without removing the
reflected ones. (3) Velocity analysis. (4) High order normal
moveout correction. (5) Stacking of cdp-sorted traces with
offsets larger than 600 m to mitigate the direct wave in the
near-offset field, where median filtering is less efficient.
And (6) Post-stack Kirchhoff time migration.
[7] Seismic data (Figures 1b, 1c, and 1d) contain indirect

information on magnitudes of oceanographic interest other
than purely morphological. The seismic reflection coeffi-
cient, or amplitude ratio of the reflected vs. incident waves,
is proportional to the contrast in acoustic impedance (sound
speed times density) between two contacting media (thicker
than �15 m in our case) [Sheriff and Geldart, 1982]. Insofar
as density and velocity are primarily a function of temper-
ature and salinity [Munk et al., 2003], seismic reflectors and
their amplitudes must be coherent with, and provide infor-

mation on, the finestructure in terms of salinity and tem-
perature contrasts [Nandi et al., 2004]. With the purpose of
exploring the correspondences between seismic and ocean-
ographic data, we compiled a number of existing conduc-
tivity-temperature-depth (CTD) profiles that sampled
meddies (Figure 1a). These CTDs were acquired during
the Canary Islands, Azores and Gibraltar Observations
(CANIGO) project [Parrilla et al., 2002], and the meddies
are thus other than the seismically imaged ones.

3. Results: Imaging Meddy Finestructure

[8] Three out of ten IAMMCS profiles reprocessed in the
course of this work show prominent meddy-like features,
i.e., large oval-shaped structures outlined by a series of
concentric seismic reflectors with lateral diameters of some
50–80 km and vertical thickness of 1000–1500 m, centered
at a depth of �1000 m, which sharply contrast with the
background acoustic ocean’s structure (Figure 1). Table 1
displays some properties of the upper and lower reflectors,

Figure 1. (a) Map showing the geographical location of the study zone. Lines indicate the position of the MCS profiles
that were reprocessed in the present work, acquired during the IAM survey in autumn 1993. Black dots correspond to the
location of CTD probes acquired in the framework of the CANIGO project during winter 1997 (Meteor 37), spring 1998
(Poseidon 237) and autumn 1997 (L11). MCS images of profiles (b) IAM3 on August 31st, (c) IAM4 on August 29th and
(d) IAMGB1 on September 7th.
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such as their maximum and mean lengths and seismic signal
amplitudes.
[9] The meddy found along profile IAM3 (Figure 1b) is

the smallest. Considering dimensions based on the concen-
tric seismic reflectors, this meddy is �50 km wide and
spreads between 700 m and 1600 m. It is noteworthy that
IAM3 is the only one of the three meddies in which seismic
reflectors are observed throughout the whole structure, from
the boundary zone to the central region. The reflective
bands that delineate the upper boundary show maximum
length of �19 km and vertical separations between single
reflectors of �40–60 m, while the lower ones show shorter
lateral lengths (�5 km) and more variable vertical separa-
tions (20–50 m). The meddy seismic imaged in the IAM4
profile (Figure 1c) has a diameter of 80 km and extends
from 400 m to 1800 m depth. The concentric reflectors
outlining the meddy are located on the perimeter and do not
extend toward the core region. The center of the meddy
shows a band of horizontal reflectors at about 900 m depth,
which appear to separate two nearly acoustically invisible
cores. The reflective layers on the upper edge spread over a
�100 m thick band, with maximum length of �32 km and
vertical separations of about 40–50 m between single
reflectors, while in the lower edge the high-reflectivity band
is �400 m thick, reflectors have much shorter lateral lengths
and more variable vertical separation (20–50 m). Finally, the
seismic image of the meddy in the IAMGB1 line (Figure 1d)
has a diameter of�60 km and a vertical thickness of 1500 m.
The geometry of the lateral layers suggests that the top of
the meddy could be located in the shallowest �100 m depth,
where we do not have good quality acoustic data because of
the direct wave distortion. However, there is no observation
of a meddy T and S anomaly extending to the surface, thus
there might be another process that accounts for these lateral
and shallow reflections. Some strong reflectors can be
observed at �600 m depth; nevertheless, it is difficult to
determine if they distinguish two different cores or they
actually form the upper boundary of a single core that has
a dome-shaped structure on top. The lower boundary is
�400 m thick and shows relatively short reflective layers
with vertical separation of�20–40 m. The flat line observed
at �400 m depth along all the seismic image corresponds to
the direct wave, which could not be totally removed by the
median filter.

4. Discussion

[10] The presence of differentiated, well-defined, tempo-
rally-evolving regions within meddies was first suggested
based on data acquired during the repeated sampling of a
meddy called Sharon that was tracked for two years in the
eastern North Atlantic subtropical gyre [Armi et al., 1989;
Richardson et al., 1989; Ruddick, 1992; Hebert et al.,

1999]. Sharon was characterized by a single central core
with very weak spatial thermohaline gradients, that was
surrounded by well-developed finestructure. The structure
above and below the core was suggested to be caused by
double-diffusive vertical mixing while the layering on its
lateral bounds was attributed to double-diffusive intrusions.
[11] The seismic snapshots of meddies IAM4 and

IAMGB1 are in relative agreement with the oceanographic
description in what concerns the core region, since they
clearly show a central region with very weak reflectivity.
Meddy IAM4 has two cores that are located at the two
levels of the Mediterranean outflow water (800 and 1200 m)
[Ambar et al., 2002]. Both cores are separated by the
reflection layers visible at about 950 m, the shallow one
being dome-shaped and the deep core having an inverted
dome-shaped. Meddy IAMGB1 could have a single or
double-core, actually indistinguishable in the seismic image
because of the lateral reflectors extend towards the surface.
In contrast, meddy IAM3 does not show an acoustically
transparent core. It appears rather to have quite well
developed finestructure that reaches almost to its center.
This feature, together with the relatively small apparent
radius of meddy IAM3 (�25 km), suggests two possible
explanations: that the seismic snapshot may have crossed it
quite away from its center, at a position in the outer
intrusively-mixed region, or that it is an old meddy so that
lateral intrusions had worked their way into its center.
[12] Seismic data (Figure 1 and Table 1) reveal that both

the upper and lower boundary layers have strong reflectiv-
ity, consistent with the existence of finestructure, but
suggest significant differences between these regions. The
upper boundary zone is relatively thin (�100–200 m), has a
few layers that show high lateral coherence and high
reflection amplitudes. The vertical separation between
layers are slightly longer (�40–60 m) than those observed
in the lower boundary. The lower boundary is relatively
thick (�300–400 m) and has many, relatively short, layers
with a vertical spacing of �20–50 m and low reflection
amplitudes.
[13] Besides MCS data, we have also analyzed available

historical oceanographic CTD data that sampled three
meddies during different surveys carried out in the Gulf
of Cadiz and Canary Basin. To allow qualitative compari-
son, Figure 2 displays the oceanographic data calculated
from the CTD L11 station and the seismic reflections
recorded through the center of meddy IAM3. Temperature
and salinity data (Figures 2a and 2b) display the main
regions of the meddy, which can also be recognized from
the acoustic reflectors (Figure 2e). The CTD-L11 data show
a double-core meddy with an upper core between 800 and
1000 m depth and a lower core between 1000 and 1300 m
depth. Within the core regions, where temperature and

Table 1. Number of Digitized Reflectors, Mean Length, Maximum Length, Maximum and Minimum Amplitudes of Acoustic Reflectors

in the Upper and Lower Boundaries of Meddies IAM3, IAM4 and the Lower Boundary of IAMGB1

Meddy Num. Digitized Reflectors Mean Length (km) Max. Length (km) Max. Amp. Counts Mean Amp. Counts

IAM3 [500–1000]m 18 8.8 19 20 1.5
IAM3 [1400–1700]m 30 2 5.1 4.5 0.5
IAM4 [400–600]m 10 15.1 32.7 20 1
IAM4 [1200–1800]m 76 2.9 10.6 5.5 0.5
IAMGB1 [1200–1800]m 60 2.6 7.1 7 0.5
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salinity reach maximum values (T > 15�C, S > 36.4),
gradients become weaker, while in the intrusive regions,
where acoustic reflectors become stronger, temperature and
salinity gradients reach maximum values. Since acoustic
impedance of a media is the product of sound speed and
density, we have calculated these magnitudes from CTD
data using Fofonoff and Millard [1983] and Millero et al.
[1980] algorithms. The differences between the upper and
lower meddy reflectors are consistent with observed differ-
ences in the sound speed profiles (Figure 2c). The relatively
thin (�150 m) upper boundary is characterized as having

just a few large peaks in the sound speed gradient (>±50 �
103 s�1), with large vertical spacing between peaks (�30–
40 m). The relatively thick lower boundary (�300 m), on
the contrary, has many more large sound speed gradient
peaks, and the vertical spacing between peaks is small
(�10–30 m). Velocity gradients dominate the acoustic
signal since r@v/@z is typically one order of magnitude
greater than v@r/@z. However, results show that density
gradients (Figure 2d) are slightly higher on the core bound-
aries, where acoustic signal is stronger.

Figure 2. The 5-m smoothed profiles of (a) temperature (dotted line) and temperature gradient (black line), (b) salinity
(dotted line) and salinity gradient (black line), (c) sound speed (dotted line) and sound speed gradient (black line), and
(d) density anomaly (here defined as in situ density minus density of standard meddy water, i.e., r(S, T, p) � r(S = 35, T =
10�C, p) (dotted line) and density gradient (black line) obtained from the CTD probes through the meddy observed during
L11. (e) Seismic reflections recorded through the center of meddy IAM3. Geographical locations of the data are shown in
Figure 1a.

Figure 3. Turner angles (black lines) and salinity profiles (grey lines) as obtained from the CTD through the meddies
observed during (a) L11, (b) Meteor 37, and (c) Poseidon 237. Turner angles are practical indicators that differentiate
regions prone to diffusive convection (�90� < Tu < �45�) and salt finger instability (45� < Tu < 90�) from stable regions
(jTuj < 45�). Turner angles were calculated, after smoothing the data with a 50 m running vertical window, using the
method proposed by Ruddick [1983]. Geographical locations are shown in Figure 1a.
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[14] One likely explanation for the observed differences
between the upper and lower intrusive regions is the
different dynamical processes that control their formation
and development. Double-diffusive fluxes, base on the
molecular heat diffusion being much greater than molecular
salt diffusion, can break relatively smooth thermohaline
gradients into steps and layers [Ruddick and Gargett,
2003]. Ruddick [1992] actually suggested that the upper
boundary of meddies is dominated by diffusive convection,
whereas the lower one is prone to salt fingering. Turner
angles (Tu) [Ruddick, 1983] calculated from the CTD data,
indeed show that the upper and lower bounds of all three
CANIGO meddies are prone to diffusive-convection and
salt-fingers, respectively, while their core regions are dou-
ble-diffusively stable (Figures 3a, 3b, and 3c). The seismic
images provide thus a very valuable two-dimensional view
of the patterns that result from different regimes and should
contribute to improve both phenomenological and numeri-
cal models of mixing and layering formation in geophysical
fluids.

5. Conclusions

[15] Seismic oceanography is becoming a useful tool to
investigate the internal structure of the water column.
Multichannel seismic (MCS) data presented in this work
corroborate the great potential of this method for studying
oceanic processes. Focusing on meddy research, we may
now affirm that the MCS method allows to detect these
rotating salty lenses, while giving information on their
dimensions, as well as the detailed vertical and lateral
distribution and characteristics of finestructure. The main
regions within a meddy, detected by classical oceanographic
instrumentation are clearly observed in the seismic snap-
shots: (1) the upper boundary zone, characterized by the
presence of a few, strong, laterally continuous reflectors,
(2) the lower boundary zone, with more numerous shorter
and 3–4 times weaker reflectors distributed into a thicker
region, and (3) a very weakly reflective central core region.
Our results show that powerful 36 BOLT guns array with a
total volume of 7524 cu and low frequency (20–50 Hz)
sources, such as those used in deep seismic surveys (DSS),
are well-suited to image the oceanic finestructure. The
unprecedented horizontal resolution of MCS data, two
orders of magnitude better than typical oceanographic data,
reveal lateral coherence characteristics of the finestructure
that should considerably contribute to improving the models
of ocean dynamic processes.
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Relative contribution of temperature and salinity to ocean acoustic

reflectivity
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[1] Marine seismic data display laterally coherent
reflectivity from the water column that is attributed to
fine-scale oceanic layering. The amplitude of the different
reflections is the expression of acoustic impedance contrasts
between neighbouring water masses, and therefore water
reflectivity maps the ocean’s vertical sound speed and
density (i.e., temperature and salinity) variations. Here we
determine the relative contribution of each parameter by
computing the temperature and salinity partial derivatives of
sound speed and density, and using them to estimate
reflection coefficients from a real oceanographic dataset.
The results show that the mean contribution of density
variations is 5–10%, while 90–95% is due to sound speed
variations. On average, 80% of reflectivity comes from
temperature contrasts. Salinity contribution averages 20%,
but it is highly variable and reaches up to 40% in regions
prone to diffusive convection such as the top of the
Mediterranean Undercurrent in the Gulf of Cadiz.
Citation: Sallarès, V., B. Biescas, G. Buffett, R. Carbonell, J. J.

Dañobeitia, and J. L. Pelegrı́ (2009), Relative contribution of

temperature and salinity to ocean acoustic reflectivity, Geophys.

Res. Lett., 36, L00D06, doi:10.1029/2009GL040187.

1. Introduction

[2] Multichannel seismics (MCS) is a widely used tool
for geological prospection of the Earth’s subsurface. Marine
MCS systems are constituted of a source, generally an
airgun array, and a line of closely spaced hydrophones, or
channels, called a streamer that are towed behind a vessel.
The airguns are fired at constant intervals, the seismic
wavefield propagates through the medium, scatters back,
and is recorded by the streamer. The seismograms recorded
in the different channels are then ordered, processed and
stacked to generate laterally coherent images of the different
reflecting discontinuities, whose amplitude is proportional
to the impedance (sound speed � density) contrast across
the discontinuity. The basic ‘‘convolutional model’’ for
seismic reflection data shows that seismic traces can be
interpreted as the convolution of the source wavelet with the
medium’s elementary reflection coefficients [e.g., Sheriff
and Geldart, 1995]. The vertical resolution of the seismic
data depends therefore on the source used, and its capacity
to distinguish between two adjoining layers is given by the

Rayleigh criterion of a quarter of the dominant wavelength
[Widess, 1973].
[3] Holbrook et al. [2003] showed that marine MCS data

display reflectivity not only from solid Earth interfaces but
also from within the water column. Practically, this indicates
that the seismic systems are sensitive to the vertical sound
speed and/or density variations of the ocean’s interior. This
observation has in the recent years given rise to a number of
studies showing seismic images of water mass fronts and
currents [e.g., Tsuji et al., 2005], and mesoscale features
such as Meddies [Biescas et al., 2008] or the Mediterranean
Undercurrent [Buffett et al., 2009]. The central frequency of
the seismic sources used in most of these experiments range
between �20 Hz and �100 Hz, so its effective vertical
resolution is on the order of �10 m. This is the approximate
vertical dimension of oceanic fine structure, present in most
of the world’s oceans and whose origin has been attributed
to a variety of physical phenomena such as double-diffusion
[e.g., Ruddick and Gargett, 2003]. In parallel, it has been
shown that there is a good correlation between ocean’s
reflectivity and vertical temperature gradient [Nandi et al.,
2004; Nakamura et al., 2006], and that wave number
spectra of ocean seismic reflectors agrees with Garrett-Munk
model spectra of internal wave displacements [Holbrook
and Fer, 2005; Krahmann et al., 2008]. All these observa-
tions have sparked interest in the technique within the
physical oceanographic community.
[4] Although it is now clear that the ocean’s seismic

reflectivity is due to acoustic impedance contrasts associated
with oceanic fine structure, there is an ongoing debate
concerning the relative contribution of the water’s physical
properties to this reflectivity, key to understand what is the
information of oceanographic interest that can be extracted
from seismic data. Most estimations made to date are based
on waveform analysis of isolated XBT (expandable bathy-
thermograph)-derived hydrographic profiles, suggesting
that the contribution of sound speed (v) is the major factor
as compared with that of density (r) [e.g., Nandi et al.,
2004; Krahmann et al., 2008], and changes in temperature
dominate in turn those of salinity. A first attempt to
calculate this relative contribution was made by Ruddick
et al. [2009], who used the expressions of Lavery et al.
[2003] for the partial derivatives of v and r with respect to
temperature (T) and salinity (S) at a given T (12�C), S (35.4)
and pressure (P, 1000 dbar) to determine the relative
contribution of T and S to impedance contrasts. For these
particular T, S, P values, they found that the contribution of
T is almost five-fold that of S. There has however been no
formal attempt to date to generalize these conclusions by
calculating the complete expressions of the partial deriva-
tives, which significantly change with T, S, and P, and apply
them to a real oceanographic data set in order to determine
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the actual range of variation of the different contributions.
This is what we do in this work: we first calculate the partial
derivatives of sound speed and density with respect to T and
S based on UNESCO formulas [Chen and Millero, 1976;
Millero et al., 1980], then incorporate the expressions into
linearized Zoeppritz equations of reflection coefficients [Aki
and Richards, 1980], and finally apply the resulting expres-
sions to real, high-resolution, T and S data recently acquired
in the Gulf of Cadiz [Hobbs et al., 2007].

2. Data

[5] The hydrographic data used in this study were col-
lected in April, 2007 during the coincident seismic and
oceanographic NERC-318B survey made on-board British

RRS Discovery and German FS Poseidon in the SW Iberian
margin, as part of the EU project ‘‘Geophysical Oceanog-
raphy: A new tool to understand the thermal structure and
dynamics of oceans (GO)’’ [Hobbs et al., 2007]. During the
survey, 1200 km of MCS lines and coincident, high-
resolution XBT and XCTD stations were acquired by RRS
Discovery, while simultaneous XBT and CTD casts were
made by FS Poseidon [Hobbs et al., 2007]. XBT-profiles
were quality controlled, and anomalous data were removed.
Depth was corrected according to the fall-rate equations of
Boyd and Linzell [1993] for Sippican T-5. The error in depth
with respect to adjoining CTDs was typically less than 5 m
over the 1800 m depth range. From among the available
hydrographic data, we have selected those acquired along
profile GO-LR-01 (Figure 1a). It is 145 km-long and runs

Figure 1. (a) Location map of the D318B-GO survey study zone. The thick line indicates the location of the coincident
seismic and hydrographic profile GO-LR-01. (b) 2-D temperature-depth map obtained from XBT and CTD data acquired
during the D318-GO survey along the profile GO-LR-01. The data have been interpolated for imaging purposes using the
minimum curvature surface algorithm of Smith and Wessel [1990]. (c) 2-D sound speed-depth map along the same profile
obtained using Chen and Millero’s [1976] empirical relationship. The temperature is that measured with XBT and CTD
(Figure 2a) and the salinity has been inferred based on CTD data.
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NE–SW offshore Portimao crossing the core of the Medi-
terranean Undercurrent, which transports Mediterranean
water (MW) west from the Strait of Gibraltar as it sinks
along the continental slope of the Iberian margin. Figure 1b
shows the 2D temperature map obtained by merging together
all the XBT and CTD data (49 and 5 profiles, respectively)
acquired along line GO-LR-01. The mean separation be-
tween adjoining casts is �2.5 km.
[6] Simultaneous temperature and salinity values, mea-

sured during the whole GO survey (40 in total) have been
used to assign S-values to the XBT-derived T, depth (z)
pairs. The corresponding S-values have been calculated
following a statistical approach that consisted of: 1) com-
puting all the CTD-measured T, z (and S) values that fall
within DT, Dz of each XBT-measured T, z pair; and 2)
assigning S to XBT-measured T, z pairs as a Gaussian-
weighted average of all the selected CTD-measured S
values. We have tested different values for DT, Dz as well
as for the Gaussian’s standard deviations sT and sz, and
found that a set of parameters giving a good compromise
between data accuracy and data density are DT = 0.02�C,
sT = 0.002�C, and Dz = 5 m, sz = 0.5 m. The accuracy was
evaluated by comparing the salinity obtained with that
measured with a CTD cast made during the GO survey
but not used in the assignment. The mean difference
obtained is less than 1.5 � 10�3.
[7] The locally measured temperature and pressure val-

ues, together with the statistically inferred salinities, have
been used to calculate density and sound speed. Density has
been computed using the empirical UNESCO’s Internation-
al Equation of Seawater from 1980 (EOS80), which is
claimed to be valid for S = 0–42, T = �2–40�C, and P =
0–1000 bars. Details on the fitting procedure and the
different terms of the polynomial regressions are available
from Millero et al. [1980]. Sound speed (Figure 1c) has
been calculated using the empirical relationship of Chen
and Millero [1976], which is also compliant with the
practical salinity scale and is the one giving the best
agreement with values computed from EOS80. The temper-
ature and sound speed maps of Figures 1b and 1c clearly
show the presence of the relatively warm, salty and fast
MW mass between 700 m and 1500 m depth along the
whole profile.

3. Method

[8] The strategy to estimate the relative contribution of
sound speed vs. density and temperature vs. salinity on
reflectivity at the seismic source wavelength consists of
three main steps, namely (1) the computation of the T and S
partial derivatives using the UNESCO formulas for density
and sound speed on a scale one order of magnitude smaller to
the source wavelength, (2) the incorporation of the resulting
expressions into the Zoeppritz equations for the reflection
coefficients, (3) the calculation of the relative significance
of the different properties to the reflection coefficients
along the hydrographic profile shown in Figure 1a, and
(4) the convolution with the source wavelet.
[9] There are many works dealing with the Zoeppritz

equations for the transmission/reflection coefficients of
plane waves in layered media. Since Zoeppritz equations
are highly nonlinear with respect to speed and density, many

approximations have been attempted in order to linearize
them. Here we follow that proposed by Aki and Richards
[1980], which is suitable for elastic media having weak
property contrasts. When the two adjoining layers have
similar properties; that is, if there is, over a vertical distance
Dz, a jump in magnitudes of Dr = r2 � r1, Da = a2 � a1

andDb = b2� b1 that is very small so the ratiosDr/r,Da/a,
and Db/b (where r, a, and b are the mean value of density,
compressional, and shear waves speed of the two media) are
much lower than unity, then transmission will largely
dominate reflection (i.e., the reflection coefficient, R, will
be close to zero). In this case it makes sense to derive the
first-order effect of small jumps in density and sound speed
because the resulting expressions are remarkably accurate
[e.g., Aki and Richards, 1980] and, at the same time, give
good insight into the separate contributions made by Da,
Db and Dr. For acoustic media such as the water column,
where b = 0, Da/a is on the order of 10�3–10�4, and Dr/r
is even smaller, the resulting expression for the reflection
coefficient depend on the angle of incidence (i) and the
density and sound speed (v) contrasts only. It is given as R =
Rv + Rr, where

Rv ¼ Dv

2v � cos2 i ð1Þ

and

Rr ¼ Dr
2r

ð2Þ

correspond respectively to the contribution to R made by
Dv and Dr. The relative contribution of Dr and Dv to R is
then calculated as Rv/R and Rr/R.
[10] Without considering the effect of pressure variations,

Dr and Dv can be expressed as a function of the temper-
ature and salinity variations, DT and DS, as

DrTS ffi @r
@T

DT þ @r
@S

DS ð3Þ

and

DvTS ffi @v

@T
DT þ @v

@S
DS ð4Þ

where @r/@T, @r/@S, @v/@T, @v/@S are the partial
derivatives of density and sound speed with respect to
T and S. Combining (1), (2), (3) and (4) we obtain RTS =
RT + RS, where

RT ¼ DT

2
� @r=@T

r
þ @v=@T

v � cos2i
� �

ð5Þ

and

RS ¼ DS

2
� @r=@S

r
þ @v=@S

v � cos2i
� �

ð6Þ

correspond to the contribution to the reflection coefficient
made by DT and DS, respectively. We can then estimate the
relative contribution of DT and DS as RT/RTS and RS/RTS
(RT/R and RS/R from here on).
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[11] Figure 2 shows diagrams of v, r and their T and S
partial derivatives as a function of T, S and P calculated with
the EOS80 relationships referred to above. Note that sound
speed increases with increasing T, S and P, whereas density
increases with increasing S and P but decreases with
increasing T. Regarding the partial derivatives, @v/@T
decreases substantially with increasing T and very slightly
with increasing S, whereas @r/@T decreases with increasing
T and S. Both @v/@S and @r/@S decrease slightly with
increasing T and hardly vary with S.
[12] Rv, Rr and RT, RS have been computed for all XBTs

using the v, r, @v/@T, @v/@S, @r/@T, @r/@S values obtained
along the whole profile and calculating Dv, Dr, DT, DS as
a sample-by-sample difference from top to bottom of each
profile, which corresponds to a vertical distance of Dz =
65 cm. The resulting values are then convolved with a
Ricker wavelet of 50 Hz, adequate to characterize fine
structure. Given that temperature and salinity are highly
correlated, the relative T, S contribution is basically inde-
pendent of the vertical smoothing made in the range of 25–
50 Hz.

4. Discussion of Results

[13] The results obtained for Rv/R, Rr/R and RT/R, RS/R
along profile GO-LR-01, expressed as a percentage of the
relative contribution for normal incidence after convolution

with the source wavelet, are shown in Figure 3. It is clear
that the mean contribution to the water reflectivity comes, as
expected, from Dv through DT, in agreement with previous
works confirming that the influence of Dv and DT is major
compared toDr andDS [e.g., Nandi et al., 2004; Krahmann
et al., 2008]. On one hand, the mean value of Rv/R along
GO-LR-01 is 90%, whereas Rr/R accounts for the remain-
ing 10%. The standard deviation of both Rv and Rr is 11%.
These values agree with those estimated by Krahmann et al.
[2008] based on waveform analysis of XBT data in the
same area (�90%), and are smaller to those proposed by
Ruddick et al. [2009] using the expressions derived by
Lavery et al. [2003] for scattering of high-frequency acous-
tic waves at constant T, P and S (�99%). In the case of non-
normal incidence, the contribution of Dv increases by a
factor of 1/cos2i and that of Dr remains constant. On the
other hand, the mean value of RT/R is 80%, while that of
RS/R is 20%, with a standard deviation of 12%. RS/R is
somewhat larger than that estimated by Ruddick et al.
[2009] (17%). Overall these results illustrate that while
Rr/R is, on average, one-to-two orders of magnitude smaller
than Rv/R, and it could thus be safely neglected when
inferring sound speed from seismic data, RS/R is only
four-fold weaker than RT/R, so it should not be ignored.
Given that @v/@T is two- to four-fold larger than @v/@S, the
influence of non-normal incidence to RS/R is smaller than to
RT/R, so the relative contribution of S decreases with

Figure 2. Diagrams of physical properties and their T, S partial derivatives obtained using the EOS80 expressions for
sound speed and density. Sound speed (black line) and density (blue line) vs. (a) temperature, (c) salinity and (e) pressure.
@v/@T (solid black line), @v/@S (dashed black line), @r/@T (solid blue line), @r/@S (dashed blue line) vs. (b) temperature,
(d) salinity and (f) pressure.
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increasing i. It is interesting to note, however, that the
relative contribution of the different properties strongly
varies within the water column along the whole profile
(Figure 3). The highest RS/R (and lowest RT/R) is system-
atically found at the top of the MW (i.e., 700–900 m deep),
whereas the lowest RS/R (and highest RT/R) is found at the
bottom of the MW (i.e., 1200–1400 m deep). RS/R is 27%
on average, and locally achieves 35–40% at the top of the
MW. At the bottom of the MW, RS/R is 16% on average.
The contribution of salinity to seismic reflectivity is there-
fore considerably larger at the top than at the bottom of the
MW. This large RT/R, RS/R variability prevents one from
univocally determining T and S based on seismic data alone.
Rv/R and Rr/R show a trend similar to that of RS/R and RT/R,
in being that the mean Rr/R value is two-times larger at the
bottom (12%) than at the top (6%) of the MW.
[14] It is noteworthy that the regions showing the largest

contribution of salinity contrasts to reflectivity are found in
areas of unstable temperature gradients, with dominant
thermal flux and prone to mixing by diffusive convection
such as the top of the MW, whereas the smallest salinity
(and largest density) contribution occurs in places of unsta-
ble salt gradients, presumed to be dominated by salt
fingering, such as the bottom of the MW [Schmitt, 1994].

5. Conclusions

[15] Marine MCS systems are well-adapted to image
oceanic fine-structure. The strength of the reflectivity asso-
ciated with a given water boundary layer is proportional to
the acoustic impedance contrast between the two neighbour-
ing water masses, which is in turn a function of sound speed
and density (i.e., temperature and salinity) changes across
the layer at the seismic source frequency bandwidth. The
main contribution to seismic reflectivity is that of sound

speed variations, which is, on average, one-to-two-orders of
magnitude larger than that of density (90–95% vs. 5–10%).
Likewise, temperature contrasts account on average for
�80% of the reflectivity, and salinity for the remaining
�20%. The partial contribution of the different properties is
however highly variable. Interestingly, salinity contribution
can be as high as 40% in the top of MW features, but only
around 15% in other regions such as at the base of the MW.
This variability makes it virtually impossible to derive
temperature and salinity from seismic data alone. In the
region under study, the areas showing the largest salinity
contribution correspond to areas prone to diffusive convec-
tion such as at the top of MW features, whereas those
showing the smallest salinity contribution are those prone to
salt fingering.
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