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Market Indices are perhaps one of the most well known concepts in finance. It is 

usual to see them in daily news or find them without difficulty in newspapers, 

television or radio debates. Market Indices have also a crucial role in the 

professional financial field: hundreds of institutional investors, pension funds or 

investment banks use, follow and create market indexes. The origins of indexing 

are located around 1880 when the first equity indexes were created. Since then, 

indexes have spread over the world developing a huge industry. The Modern 

Portfolio Theory (MPT), the CAPM or the efficiency analysis contributed to this 

expansion, and theoretical and empirical studies concluded passive investments 

(or indexing) were winning strategies. Indexing grew exponentially supported by 

lower management costs, simplification of the manager selection, superior 

performance in average, and the EMH and CAPM fever. Indices appeared 

everywhere, trying to cover not only equity markets, but also Fixed Income 

products, commodities, Real Estate or Hedge Funds. In the last 20 years indexed 

institutional assets have grown 40% annually.  

Having in mind the importance of indexing, it is really shocking not to find a 

complete and deep analysis of market indexes. When I started this PhD thesis, I 

realized with astonishment everybody talks about passive investment, but it was 

impossible to find indexing literature. No books or articles about index 

construction were available. Regarding this reality, the main objective of this 

thesis was to contribute with a complete theoretical and empirical analysis of 

market indexes. In the following pages I try to concentrate a serious consideration 
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about indexing. A deep literature analysis is presented and completed with an 

empirical study in the last article. Now, near the end of the PhD adventure, I can 

say with happiness some authors have detected the same lack in the literature. In 

the last years, S. A. Schoenfeld and D. Broby tried to answer some of the 

questions I am going to ask here.   

The thesis presented here selected the modern approximation instead of the 

traditional thesis structure. It tries to reward brevity, applicability and published 

work. For that reason, each of the chapters has an article structure, presenting 

the abstract, introduction, the paper development, conclusions, appendixes if 

necessary and references. Regarding references, I must note here only cited 

references are presented at the end of each paper. Finally, it is necessary to 

outline a brief version of the third article, which was accepted for publication in 

Applied Financial Economics, and different versions of the first article are under 

consideration in some journals.  

A PhD modern approach has advantages but also problems. One is time. I have 

not been able to complete the theoretical and empirical analysis of indices I 

wished at the beginning of the journey. I think an exhaustive theoretical study is 

provided, unfortunately, the empirical part is shorter than expected. It is time to 

say a complete empirical analysis regarding statistical characteristics of market 

indexes is still incomplete. After two years of looking for an international data 

base, I finally found it during 2008. I have been working with the data base since 

then, but it has been impossible to provide here a finished study.  
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The final structure of my PhD thesis is as follows: 

 Introduction. 

 Some Traditional Financial Ideas Revisited: the Market, Efficiency and 

Indexing under new Financial Approaches.   

In this first article, a revision of financial fundamental pillars is provided. 

This revision is absolutely essential to understand theoretical and empirical 

bases of indexing and hypotheses underlying index construction. 

 Market Indexes in detail. Biases revealed.  

A deep Market Index analysis is presented here. After an historical revision 

and a discussion about functions of an index functions and desirable 

characteristics, market index’s biases are provided and studied.  

 Refunding Market Indexes using VaR.  

Using the theoretical framework of Minimum Risk Indices, these indices are 

generated for the Spanish, American and Argentinean Stock Markets. 

Minimum Risk Indices using VaR provide market indices with less risk and 

with higher profitability in some cases, due to the partial elimination of the 

efficiency bias.  

 Conclusions 



 

 



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

CCHHAAPPTTEERR  11..  SSOOMMEE  TTRRAADDIITTIIOONNAALL  FFIINNAANNCCIIAALL  IIDDEEAASS  

RREEVVIISSIITTEEDD::  TTHHEE  MMAARRKKEETT,,  EEFFFFIICCIIEENNCCYY  AANNDD  IINNDDEEXXIINNGG  

UUNNDDEERR  NNEEWW  FFIINNAANNCCIIAALL  AAPPPPRROOAACCHHEESS    
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AABBSSTTRRAACCTT  

Financial theory is built on ideas such as the market, zero-sum games, efficiency 

or rationality. The conclusion of traditional approaches is that passive investing is 

optimal, and for that reason, a huge range of indexes have been developed. In 

this paper I revisit these ideas and conclude that the market is a minus-sum 

game, inefficiencies are almost always present and traditional asset pricing models 

should be reformulated. Indexing, as the passive investment approach tool, is 

seen not to be optimal and suffers from biases that affect its profitability and risk. 

These biases are detected in the paper and classified for future research. Finally, 

Ecology in Financial Markets is presented and used to give a detailed but 

qualitative analysis of a financial system in ecological terms. 
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11..  IINNTTRROODDUUCCTTIIOONN    

Financial theory has grown to include ideas such as the market, zero-sum games, 

efficiency and passive investment. Considering the importance of these issues, it 

might be assumed universally accepted definitions exist for them, however, the 

evidence suggests otherwise. After a thorough review of financial theory it is 

necessary, in our opinion, to debate essential financial concepts again. As a good 

friend once said to us, mentioning the philosopher Edgar Morin, “it is time the 

sciences rethought themselves1”, and in my opinion, economics and finance should 

not be an exception. I would like to think the work presented here contributes 

someway to the rethink proposed by Morin.  

In this paper I propose the revision of some fundamental pillars of financial 

theory. The first pillar I look at is the concept of the market, which is analysed and 

broken down into its constituent parts. An Analytical Financial System where only 

one asset is negotiated and a theoretical Global Financial System where all 

financial products are negotiated are presented for operative and classification 

purposes. The second pillar the analysis considers is the financial system as a non 

zero-sum game. The reasons for this consideration are clear. Commissions, fees, 

and advisors’ or analysts’ salaries are extracted from the game and have impact 

on it. The third pillar the article revisits is the concept of efficiency. The Efficient 

Market Hypothesis (EMH) derives from perfect competitive markets and 

assumptions regarding investors’ rationality, non-correlation in irrational trades 

and arbitrage. Although efficiency as a concept has been accepted for decades, it 

seems difficult to sustain complete efficiency nowadays. People are not fully 

rational, they do not follow von Neumann-Morgenstern or Bayes rules in their 

predictions, they deviate from rationality using correlated strategies and arbitrage 

is limited due to transactional and holding costs or legal limitations. Empirically 

the efficiency theory has other problems. Predictability of prices, random walk 

hypothesis rejections, forecasting power of inflation and E/P ratios and periodical 

anomalies have been extensively documented. The fourth basic financial pillar is 

                                                           
1 Pensar Europa, (1992) Conference, Barcelona. 
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the CAPM. Modifications of basic hypotheses can include the introduction of 

transaction costs, multi-period, heterogeneous beliefs, information asymmetry or 

investors not following the mean-variance approach and these show very different 

results from those which most people are familiar with. Basically I can summarize 

them by saying that not all investors do hold the same portfolio and that the 

market portfolio is not located in the efficient frontier. 

Financial theory, as based on these four pillars before, concludes that an investor 

can not consistently beat the market (the total market return), thus meaning that 

a passive investment strategy (buying and holding each security of the total 

market proportional to their capitalization) is the proper security mix that all 

investors should hold. To simplify this objective, market indexes were created to 

be followed for passive investors. The revision proposed here brings us to two 

different conclusions: the market portfolio, in contrast to what is defended in 

traditional finance, is not the proper mix of stocks which each investor must 

select, and a passive strategy following a market index is affected by profitability 

biases. I classify these into five groups: the sample bias (how the index proxies 

the market), the construction bias (how an index is calculated), tracking error, the 

efficiency bias (separation of the market portfolio from the efficient frontier), and 

the active bias (opportunity cost).  

After analysing in detail the world which new finance is facing, I present here an 

alternative vision of financial systems that is based on Ecology. Ecology in 

Financial Markets seems a promising point of view which is still in its infancy but 

which can bring new ideas and approaches to financial analysis.  I look at two 

lines of research within Ecology in Financial Markets. The first one is Biologically 

Inspired Algorithms (BIA), born metaphorically from diverse ecological sources, 

which provides academics with new tools such as Neural Networks, Artificial 

Immune Systems, Evolutionary Computation, and Social Systems. The second one 

is what I have called Financial Ecology, a branch of research that studies a 

Financial System as an ecosystem where different organisms and species live and 

compete for survival. A simple ecological qualitative analysis is provided in the 

article. I divide a financial system into four groups of organisms: Producers (who 

use financial systems for their own activities rather than speculation), Providers 
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(who permit actor’s access to the ecosystem), Organizers (who delimit and define 

financial systems’ regulations) and Predators (who look for financial trading 

benefits in the financial market). 

The structure of the paper is as follows. In Section 2 I revisit the traditional 

financial ideas that gave birth to indexing and analyze in detail the Market, 

Efficiency and the CAPM. This analysis is completed in Section 3 where problems 

with theoretical hypotheses are commented on and where market index’s biases 

are also presented. Section 4 discusses Ecology in Financial Markets as a growing 

and promising approach to finance, paying attention to Biological Inspired 

Algorithms and to Financial Ecology. Section 5 gives my conclusions, Section 6 

establishes future lines of research and Sections 7 and 8 contain the appendix and 

the references. 

22..  TTHHEE  FFOOUUNNDDAATTIIOONNSS  OOFF  IINNDDEEXXIINNGG::  TTRRAADDIITTIIOONNAALL  
FFIINNAANNCCIIAALL  IIDDEEAASS  

 

Traditional and modern financial theory has developed to include key ideas such 

as the market, efficiency, active or passive management. After lengthy research 

into financial knowledge and literature, I believe it is necessary to start a debate 

about some essential issues that are sometimes taken for granted. In the 

remainder of this article, I try to develop this analysis in order to get to the 

foundations of market indexes. 

22..11..  BBRREEAAKKIINNGG  TTHHEE  MMAARRKKEETT  DDOOWWNN  

The market is the mother of our economic system and, of course, of finance. The 

market is everywhere, in every article, website or book about finance. But what is 

the market? Are all of us really speaking about the same thing when we say 

market? I try to clarify this concept below. 
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The market seems an ethereal individual governing all the actors2 in the financial 

field. Market is a very general word with different meanings and nuances3 that 

must be taken into account. Three different meanings can be given: 

(1) The market is the physical or not physical ‘place’ where assets are negotiated. 

I call this idea the POE market, from physical or electronic market. 

(2) The market is a means by which the exchange of financial products takes 

place as a result of buyers and sellers being in contact with each other, either 

directly or through mediating agents or institutions. This meaning of market is 

equivalent to financial system. A financial system is composed of products, 

investors (or financiers), POE markets, techniques and financial intermediaries. 

(3) Market is a word used to refer to all the products that are traded in a POE 

market. This meaning of market is synonymous with total market. 

Figure 1 enables us to better understand these ideas. The financial system 

[meaning 2] is composed of investors (and actors with funding necessities, i.e. 

financiers), who put their money into a POE market [meaning 1] (or who try to 

collect funds using the financial system) which is run, controlled, and 

intermediated by financial intermediaries4. Investors (and financiers) use more or 

less simple techniques (a thumb rule, a GARCH analysis, etc.) to buy or sell a 

combination of products, buying the total market as a whole [meaning 3]. 

                                                           
2 Actor is defined here as every individual or institution participating in a financial system in one way or another. It is an 
overarching concept that includes investors, brokers, dealers and regulators among others. 
3 Similar definitions can be found in The New Encyclopaedia Britannica, The New Palgrave or The Blackwell 
Encyclopaedia of Political Thought among others. 
4 Here Financial Intermediaries is a general term that includes financial intermediaries and market supervisors. 
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Figure 1 
The Market Idea broken down 

 
Source: Authors’ own 

 

As it has been seen, there are 5 key elements in this scenario that must be 

studied: (a) Products, (b) Investors (or Financiers), (c) POE Market, (d) 

Techniques and (e) Financial Intermediaries. 

(a) Products: Products are assets that are traded in a POE market. They can be 

securities, futures, options, commodities, etc. All the products of a similar 

category, treated as a block, are usually called the total market or simply the 

market [meaning 3].  It is shown in Figure 2. We have a group of assets with a 

price at a specific moment in time. This group of stocks will be different over time, 

because some will disappear and others will appear due to dynamics in the 

economy, appearing from new IPOs or from the primary market. There are lots of 

POE markets existing simultaneously, with a greater or lesser degree of 

relationship among them according to complementary of investors’ asset 

allocation strategies5 or legal restrictions among other possible reasons. 

                                                           
5 For example, the Bond POE market is related directly to the stock POE market. They share some investors and money 
at different points in time. 
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Figure 2 
Total Market 

Total market at t=1  Total market at t=t 
(x1,1;P1,1) (x1,2;P1,2) (x1,3;P1,3)  (xt,1;Pt,1) (xt,2;P1,2) (xt,3;Pt,3) 

(x1,4;P1,4) ... (x1,n;P1,n)  (xt,4;Pt,4) ... (x1,z;P1,z) 

     
Note: Where xij, is the total number of assets of type j at moment i, and  Pij is the price of the asset j, at moment i. 
The assets will be different over time because some will appear and disappear due to economy dynamics, giving a 
total of n in t=1, and a total of z in t=t. 
Source: Authors’ own 

 

(b) Investors (or Financiers): Financiers are actors who use the financial arena to 

collect money to cover their financial necessities. They are, for example, 

companies offering stocks or governments creating bonds. Investors, in contrast, 

are actors who trade in the financial arena, buying and selling the products that 

are available in that market, putting their money to work. This general concept 

lies behind different kinds of people and institutions with different necessities, 

strategies and goals. This idea of heterogeneity is absolutely essential to this 

analysis and will let us understand the market as a great mixture of different kinds 

of investors (and financiers), as opposed to the traditional homogeneous investor 

proposed by lots of financial models, who is totally rational and able to solve a 

complex stochastic optimization model [Shiller (2003)]. Investors are not always 

the same in either the same or in different markets. Some will appear in a market, 

whereas others will abandon a POE market for multiple reasons or will move 

between different POE markets. Investors can win or lose and they learn from 

their actions. I make a careful analysis of this point in part four.  

(c) POE market: A POE market is equivalent to meaning (1) which I gave in the 

definition of market. It is the physical or electronic place where interaction 

between all participants in the financial system occurs. 

(d)Techniques: These are the financial tools used by all the actors in the financial 

system to valuate assets, establish strategies, and determine prices and 

conditions in trades. 
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(e) Financial Intermediaries: These are institutions that deal with investors and 

financiers in a financial system. They rule the POE market, controlling it and acting 

as commissioners, agents or advisers. As we have seen, it is a broad concept that 

includes a lot of actors, not necessarily only brokers or dealers. 

After defining the market properly and debating its usual meanings, it is necessary 

to continue the analysis. Two concepts are defined below: the analytical market 

and the global market. 

Analytical Financial System (or Analytical Market) 

I define an Analytical Financial System [or Analytical Market according to meaning 

(2)] as a financial system with a POE market where only one type of asset is 

negotiated.  

There is not just one Analytical Market, there are lots of analytical markets in the 

same or in different countries. Some will share the same POE market, financial 

intermediaries, techniques, even investors and financiers, because some actors 

play simultaneously in different Analytical Markets. Some are similar to each 

other, whereas others are complementary (such as stocks and futures for 

example) or maintain more or less direct relations with each other. A Global 

Financial System is a general definition that must permit us to analyse a huge and 

complex reality as a unique market. 

Global Financial System (or Global Market) 

I define a Global Financial System (or Global Market according to meaning 2) as a 

theoretical financial system that includes all products, POE markets, techniques, 

financial intermediaries, investors and financiers. It is possible to define a Global 

Market within certain boundaries, such as a country or monetary region, or 
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without boundaries, such as a Global Worldwide Market. There is no Global Market 

at present because there is no free access for all investors in all markets and there 

are legal restrictions and costs constraints, however, in the information technology 

era it seems preposterous not to think that we will head in that direction. 

Before I continue with the article some additional considerations need to be taken 

into account. In the following sections, an analysis will be made first of an 

Analytical Market at time t (static), and then of an Analytical Market during a 

period of time (dynamic). After this, the same analysis will be made of a Global 

Market.    

22..22..  MMAARRKKEETT  AASS  AA  ZZEERROO--SSUUMM  GGAAMMEE  

One of the most familiar ideas in finance is that the market (that is, the financial 

system, meaning 2) is a zero-sum game6. Imagine an Analytical Market at a 

specific moment in time ( t ). Imagine a unique investor able to buy the total 

market, so he will assume total risk and obtain what is called the total market 

return (or simply market return). In an Analytical Market there is not only one 

investor, there are many, however, they can be summed up as acting as a unique 

investor holding the total market. Some investors will obtain higher returns than 

the market return, but this is offset by others who will earn less, and this 

distribution is totally random. This is the idea of a zero-sum game [Sharpe 

(1991)]. Sharpe demonstrates that in a market with active and passive investors 

(index followers), each type of investor holds the same holdings, so they will 

generate the same performance on average, that is to say, passive investors will 

get the market return, and active managers, who as a whole have the other part 

of the market, will obtain the market return too.  In the words of Sharpe, “before 

costs, the return on the average actively managed dollar will equal the return on 

the average passively managed dollar, and, after costs, the average return 

actively managed will be less than the average return in a passive strategy”. This 

                                                           
6 Game Theory is an interesting field that is out of our scope. For an introduction see Binmore (2008). 
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idea is very simple, but hides some interesting assumptions and problems that I 

will deal with later. 

The zero-sum game idea is the same if we apply it in a dynamic framework, or if 

we apply it in a global market (statically or dynamically). What investor wins 

comes from another’s losses, so passive investing is the most rational strategy to 

follow.  

22..33..  EEFFFFIICCIIEENNCCYY  AANNDD  TTHHEE  EEMMHH  

Efficiency is essential in finance and derives from the concept of perfect 

competitive markets. The first authors to deal with efficiency were Bachelier 

(1900), Kendall (1953), and Samuelson (1965) with his mathematical proof. 

Efficiency must be seen from two different points of view. 

(1) Operational efficiency is related directly to how a POE market works, to 

transactional costs (brokerage commissions and spreads) and to competition 

between participants in the financial system. Without a good level of operational 

efficiency it is impossible to reach information efficiency.  

(2) Information efficiency is related to the use of information in a financial system, 

and particularly, in determining prices in a market.   

Jensen (1978) asserts that a market is efficient if it fully and correctly reflects all 

relevant information in determining asset prices. Formally, the market is said to 

be efficient with respect to an information set (Ωt) if security prices are unaffected 

by revealing that information to all participants. Moreover, efficiency implies that 

it is impossible to make economic profits by trading on the basis of this 

information. Timmermann and Granger (2004) introduce search technologies (St) 

and forecasting models (Mt) to the definition. Thus, a market is efficient if it is 
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impossible to make economic profits trading on the signals produced by a 

forecasting model that has been defined using predictor variables in the 

information set and selected using a search technology. 

Fama (1970) focuses his analysis on the information set and proposes the Efficient 

Market Hypothesis (EMH). In his original paper market efficiency can be analysed 

at three different levels7. 

Weak level: This applies if the information set only comprises past and current 

asset prices. A market is efficient at a weak level if it is impossible to use the 

information set to obtain gains. In that case, Technical Analysis and other 

techniques that use past prices do not have forecasting ability. The market does 

not to have a memory. 

Semi-strong level: This applies if the information set comprises all publicly 

available information. A market is efficient at a semi-strong level if it is impossible 

to use the information set to obtain gains. So, all the techniques that use public 

information, including fundamental analysis, are useless. 

Strong level: This applies if the information set comprises all information, 

including private information. Again, a market is efficient at a strong level if even 

insiders can not benefit from the information set. 

If information is distributed, it appears as a random variable and is incorporated 

directly into prices; it is possible to conclude that price formation is random and 

cannot be forecasted. This argument is based on some important assumptions: 

                                                           
7 These three levels of efficiency are analysed from a slightly different point of view in Fama (1991), and the 
aforementioned return predictability, event studies and private information analysis. 
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(1) Investors rationality8: When investors are rational they value securities for 

their fundamental value9. Moreover, they are able to analyse all the alternatives 

and establish a ranking of preferences among them. 

(2) If (1) is not fulfilled, irrational investors trade randomly and cancel each other 

out because their actions are not correlated. 

(3) Arbitrage:10 If case (1) or (2) fails, there are rational arbitrageurs who 

eliminate mispricing.  

What follows from all these definitions is that EMH rules out the possibility of 

trading systems based on current information that sets expected returns in excess 

of the equilibrium expected returns. Put more simply, an average investor can not 

consistently beat the market (the total market return). This analysis is useful for 

any Analytical or Global market, from a static or dynamic perspective. 

Concluding, the EMH reinforces that information analysis is useless. Due to the 

random characteristic of prices, the optimal strategy for all investors is to get the 

market return (the average return of the total market). This can be done using a 

passive buy and hold strategy, where each investor must replicate the total 

market in his portfolio, as can be seen in Figure 3, and here is where the 

importance of indexes appears. 

                                                           
8 Gulko (2004), however, states that this argument would not be necessary for efficiency. 
9 This is the net present value of its future cash flows discounted using their risk characteristics and probabilities. 
10 Perfect arbitrage is defined as an activity where informed traders use inefficiencies to generate operations without risk 
and with a sure return. 
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Figure 3 
Optimal Strategy in Traditional Finance 

Market is a zero game  
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Total market indexes with capitalization weightings (tracking error)  
Sampled indexes (sample and construction biases, tracking error) 

 
 

Source: Authors’ own 
 

 

22..44..  TTHHEE  CCAAPPMM,,  EEFFFFIICCIIEENNCCYY  AANNDD  MMAARRKKEETT  

The classical CAPM [Sharpe (1963, 1964), Lintner (1965) and Mossin (1966)] is 

defined in a dynamic one period Global Market that does not includes financial 

products alone, and has been one of the most important approaches in finance. 

One of the attractions of the CAPM is that it offers powerful and intuitive relations 

between expected return and risk. The CAPM makes Markowitz’s original efficient 

frontier (EF) linear and identical for all individuals [Lintner (1965), Tobin (1958)], 

although this result is related to the assumptions of the model, as can be seen in 

part 3, basically with the assumption of identical probability judgements 

(homogeneous expectations). The difference between investors is the amount 

invested in the risky asset (the market portfolio) and the risk-free asset. Again, as 

with the zero-sum game and the EMH, the CAPM concludes that the market 

portfolio11 (i.e. buying and holding each security of the total market proportional 

to their capitalization) is the proper mix among risky securities for every investor 

                                                           
11 The tangency optimal portfolio derived from Tobin’s (1958) separation theorem, complemented in Lintner (1965), 
Mossin (1966). 
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[Mossin (1966)]. But this support of passive investing goes one step further with 

the CAPM: a selected portfolio (an index that represents the total market) is used 

to calculate risks and expected returns in equilibrium. Market indexes, that is, 

proxies of the market, thus become essential to traditional financial thinking. 

Given that this matter is of vital importance, it is odd to say the least that no 

authors have carried out an accurate analysis of them. I aim to redress this with 

this study.  

22..55..  TTHHEE  AAPPTT  MMOODDEELL  

The Arbitrage Pricing Theory was developed by Ross (1976), and Roll and Ross 

(1984). This model develops an interesting idea that reinforces some traditional 

concepts: investors’ rational behaviour exhausts arbitrage opportunities. The 

model describes security returns as a single-or multifactor model, giving results 

that are compatible with the CAPM approach, but with less restrictive assumptions 

regarding investors and the market.  What is quite new and useful in this 

approach is that factors are not known a priori, and the market is not imposed as 

the most important factor. The principal components approach is an appropriate 

technique for finding an approximate factor structure [Chamberlain and Rothschild 

(1983)]. Factor analysis has also been used since the first developments [Roll and 

Ross (1980)]. 

22..66..  IINNDDEEXXEESS  AANNDD  PPAASSSSIIVVEE  IINNVVEESSTTMMEENNTT  

Traditional financial approaches are clear about one thing: passive investing is the 

optimal strategy a rational investor must follow if he is in a efficient zero-sum 

game market and CAPM hypotheses are fulfilled (I call it a perfect market). A 

passive strategy means buying and holding the total market, and because this is 

impossible, we need something that represents (or proxies) the total market: a 

market index.  
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Most of the indexing development has been done to proxy a concrete stock 

analytical market. Indexes were born directly from the blind belief in the market 

as a zero-sum game (efficiency and modern portfolio theory) and they rapidly 

spread around the world.  Two important issues must be outlined: 

First, a good market index must be composed of all the possibilities or 

investments that are available in a selected market. In this line of thinking total 

market indices are the market, and are really carrying out the main function we 

want for an index. Total market indices were impossible to construct some years 

ago because computational technologies were not as powerful as they are today. 

A good sample of a population must be representative of the population, and 

consequently index builders have developed sampled-indexes able to control 

60%-90% of the capitalization of the market12 or 60-90% of the traded stocks.  

Second, a passive investor wants to obtain the average return,13 as if he or she 

holds the whole market. The average arithmetic return of the market and the 

arithmetic return of the index will be the same only if the total market index is 

calculated using capitalization weighting. 

Although market indexes have been developed traditionally to proxy a specific 

stock analytical market, some investigations and developments have been made 

in other directions. Some attempts include Fixed-Income indexes, Hedge Funds or 

Real Estate indexes that proxy different analytical markets. In addition, the Global 

Market has not been free of attacks from indexers. There are some apparently 

global indexes trying to cover a more or less global stock market [Schoenfeld 

(2004)]. Finally, it is important to analyse whether indexes have been developed 

by professionals, by investment banks as products to offer to special clients or as 

benchmarks. Indexes symbolize some institutions, represent countries, zones, 

sectors, industries, style or social policies and are built with alternative weighting 

criteria and float adjustments. These indexes can be interesting to some investors, 

                                                           
12 For example, the S&P500 includes about 75% of the US companies by capitalization. 
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or can cover some commercial necessities, but are quite removed from the 

foundations and main objectives of an index.  

 
33..  TTRRAADDIITTIIOONNAALL  FFIINNAANNCCIIAALL  IIDDEEAASS  UUNNDDEERR  RREEVVIIEEWW    

33..11..  TTHHEE  MMAARRKKEETT::  AA  MMIINNUUSS--SSUUMM  GGAAMMEE  

The market is not a zero-sum game: what some people lose does not go 

completely to others, and this is true in a static or dynamic framework and for an 

analytical or global market.  

First of all, there are commissions and fees coming from brokers, dealers and 

stock exchanges. There are advisors, analysts and fund managers that live for and 

from the investors’ profits or losses. If the whole market belonged to a single 

investor only, commissions would be almost irrelevant, but this is not the case. 

Adding together all investors’ activities will not give us the same result.  Market is 

a minus-sum game, and set up so that most traders must lose money [Elder 

(1993)].  

Secondly, the idea of a zero game can be interesting from a theoretical point of 

view, or from a traditional or simple analysis of the average investor. But it is not 

of interest at all from the point of view of a private investor, institution, or fund 

manager. In a minus-sum game there are two types of actors: financial 

intermediaries that always win, and investors, who can be classified as winners 

and losers14. However, is it possible to analyse the distribution of winners and 

losers to draw more specific conclusions? Certain items can permit us to establish 

specific characteristics of the winners that separate them from the losers, as we 

show in point 4 of this paper.  

                                                           
14 Winners: investors who will obtain higher returns than the market return taking into account commissions and costs. 
Losers: investors who will obtain lower returns than the market return. 
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Finally, in Sharpe (1991) there are two key issues: i) active managers cannot 

outperform the market without some investors paying added costs via inferior 

performance. Indeed, this is the point which is going to be developed. ii) Passive 

investors build their portfolio using the benchmark index which is assumed to be 

an accurate representation of the total market. As we will see subsequently, only 

a few indexes can be assumed to really represent the total market, and even 

supposing they do, if a market is not efficient, a passive strategy is not optimal at 

all.  

33..22..  EEFFFFIICCIIEENNCCYY  OONN  TTHHEE  RROOPPEESS    

Efficiency is one of the key issues in finance; therefore, it is not difficult to say it 

creates controversy. Efficiency, as a theoretical idea, provides an interesting 

framework in which to build some theoretical models, however, in practice, as in 

other applications of perfect competitive markets to reality, there are some 

problems that must be outlined. 

First of all operational efficiency is not the same in all markets. It is very easy to 

see that transactional costs and brokerage commissions are very different across 

markets and countries. This has an important effect on efficiency. High 

transactional costs and technological or legal restrictions in trade make 

informational efficiency difficult, but also, in contrast, make it too expensive or 

impossible to use even large predictable patterns are detected [Timmermann and 

Granger (2004)]. Likewise, a market could be very inefficient, but this inefficiency 

can not be exploited due to its own inefficiency if the mispricing does not go above 

or below certain limits [Pontiff (2006)]. 

The second point to analyse is information efficiency. From a theoretical point of 

view, there are some problems with the EMH hypothesis. These problems have 

recently been analysed by Behavioural Finance [Shleifer (2000) for example]: 
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(1) Investor full rationality is difficult to sustain. People are not fully rational and 

underprice and overprice securities, constantly overreacting to extreme bad or 

good news [Debondt and Thaler (1985, 1987)]15 . Many react to irrelevant 

information or trade using noise [Barber and Odean (2000)]. Investors (especially 

individuals but also institutions) follow analysts’ recommendations or their 

neighbours’ trading system. Some also hold losing positions and are unable to sell 

due to regret feelings [Odean (1998)] or buy and sell managed funds actively and 

expensively. Investors follow fashionable gurus and behave more like children 

running after a ball than as rational optimizers. Sometimes these investors are 

called noise traders [Kyle (1985) or Black (1986)] but it is not clear if there is any 

smart money in contrast. In other words, people deviate from standard decision 

making models in some important areas. First, in their attitude toward risk: 

regarding trading as a gamble does not follow von Neumann-Morgenstern’s 

rationality model. Second, individuals systematically violate Bayes rule and other 

maxims of probability theory in their predictions of uncertain outcomes 

[Kahneman and Tversky (1973)] and make systematic errors of judgment and 

probability assessment [Kahneman, Slovic and Tversky (1982)] based on 

psychological biases [see Edwards (1968), Lo et al. (2005) or Lo (2004) for more 

information]. What is clear is that Homo Economicus has started to die out in 

finance.  

(2) If investors are not fully rational they trade randomly and cancel each other 

out, because they are not correlated. The psychological evidence does not seem to 

support this point. People, noise traders and also smart money deviate from 

rationality, but deviate in the same way, using correlated strategies in price 

bubbles or panic movements, moving sometimes as a herd. This problem becomes 

more severe when investors trade by listening to rumours or by following their 

neighbours, and in some theoretical models and empirical notes it can be seen 

that these movements cannot be eliminated through arbitrage [Shiller (1984)].  

(3) Imagine the first two assumptions fail. EMH has the last weapon of arbitrage 

to prevent prices from moving away from fundamental values. Arbitrageurs, as 

                                                           
15 Zarowin (1989) states that this overreaction could be derived from size effects. 
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the last rational investors, exploit little inefficiencies, earn money, and maintain 

efficiency [Keane (1986)]. But, arbitrage, in the real world is not so powerful and 

easy to carry out. The effectiveness of arbitrage relies firstly on the availability of 

close substitutes. Sometimes securities do not have obvious substitutes, or they 

are far from perfect. Secondly, arbitrage has transactional16 and holding costs17, 

as well as legal limitations, that make this activity costly and risky. Finally, 

arbitrageurs are finite, in number and in wealth, because real arbitrage implies 

money and risk. With a real risk in arbitrage activities, and risk aversion, the 

arbitrageurs’ capability to control prices near to fundamentals is limited. This 

limited capability is not able to prevent mispricing from becoming worse in the 

long term [Zhang (1999), Shleifer (2000), Shiller (2003) or Delong et al. (1990)]. 

Finally, remember most arbitrageurs do not use their own money and are usually 

evaluated in the short term. Your activity is limited when you have to defend your 

job and an arbitrage activity becomes negative. In a world of imperfect arbitrage, 

financial markets rather than being self-correcting, exhibit what is referred to as 

hysteresis effects [Hutchinson (1999)]. Moreover, irrational investors may not 

necessarily be eliminated by the market or arbitrage and they could survive 

[Hirshleifer and Luo (2001)]. 

Anomalies 

In the previous paragraphs the paper studies some of the theoretical challenges of 

the EMH. It is time to look at efficiency empirically. The majority of empirical 

studies have been applied to stock markets, so I will start by using this analytical 

market. According to Jensen’s (1978) definition of efficient markets, a trading 

strategy producing consistent risk-adjusted economic gains, after properly defined 

transaction costs and over a sufficient long period of time, is evidence against the 

EMH, at least, in a specific context and period of time. During the last thirty years, 

a lot of anomalies have been reported, and EMH is also on the ropes empirically. 

In an attempt to bring together this enormous literature, I classify them using 

Fama’s three levels of information [Fama (1991)]: a) return predictability, b) 

                                                           
16 Transactional costs have received attention from theories of mispricing. 
17 Holding costs and idiosyncratic risk assumed by an arbitrageur have been analysed by a few authors, for example, 
Pontiff (2006). 
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event study and, finally, c) private information.  For further references see Figure 

4a, 4b, and 4c in the appendix. 

(a) Return predictability: Financial returns seem predictable in the short-term and 

perhaps in the long term18. Moreover, some theoretical models [Shiller (1984), 

Summers (1986)] make it possible to predict long-horizon returns from past 

returns. Looking at the literature in detail, return predictability was associated 

with the Random Walk Hypothesis (RWH).  If a time series did not reject RWH, it 

was considered not predictable, and weak efficiency in the market was assumed19. 

As a result of this idea, a lot of studies have been carried out and since the first 

Cowles and Jones’s (1937) test; other methodologies have been used for that 

purpose: the ADF, GPH, LOMAC and RS tests are the most common examples.20 

Countless empiric analyses have been done on RWH and from the earliest 

studies21 to the most recent22, different methodologies and alternative tests have 

been applied to US and international data, and to emerging markets.23 Despite 

this huge amount of literature, the results have been mixed, and acceptance and 

rejection of RWH are almost equally represented. Discussion has opened up, and 

methodologies to control thin trading (at least in emerging markets), non-

linearities and structural breaks have been developed to try to create a framework 

for comparing results. Finally, another key point in the efficiency battle has been 

volatility analysis. According to this, stocks seem to show an excess of volatility 

facing efficient markets [Shiller (1989)].  

Leaving these controversial results on one side for a while, these are not the only 

ways in which EMH has been challenged. There are lots of articles about the 

forecasting power of inflation, short-interest rates, E/P ratios, or other financial 

                                                           
18 Lo and MacKinlay (1988), Conrad and Kaul (1988), Poterba and Summers (1988), Fama and French (1988), Fama 
(1991) or Fisher (1966) for a complete discussion of these results.  
19 Low-dimensional non-linear deterministic systems may generate price behaviour as apparently random series. [See 
Hinich and Patterson (1985),  Summers (1986), Hsieh (1991), Scheinkman and Lebaron (1989), Frank et al. (1988), 
Opong et al. (1999), Yadav (1999) and Jasic and Wood (2006) for non-linearity studies]. 
20 See Figure 4b for further information. 
21 See for example Kendall (1953), Osborne (1959, 1962), Roberts (1959), Working (1960), Larson(1960), Cowles 
(1960), Alexander (1961, 1964), Granger and Morgenstern (1963), Mandelbrot(1963), Fama (1965a, 1965b, 1970), 
Samuelson (1965), Leroy (1973), Cowles and Jones (1973), Rubinstein (1976), Lucas (1978). 
22 Fama and French (1988), Poterba and Summers (1988), Lo and MacKinlay (1988), Kim et al. (1991), Richardson and 
Stock (1989), Richardson (1993), Richards (1997), Balvers et al. (2000). 
23 See Figure 4c for further information about RWH in emerging markets. 
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variables [see Solnik (1993) among others]. Moreover, the existence of anomalies 

such as the January effect, weekend effect or small firm effect [Fama (1991)], 

profitable momentum, tactical asset allocation or technical trading strategies is 

well documented [Jegadeesh and Titman (1993), (2001), Chan, Jegadeesh and 

Lakanishok (1996), Arshanapalli et al. (2004), Brock et al. (1992) and Blume et 

al. (1994) for example]. Finally, recent articles [Leung et al. (2000)] have shown 

how forecasting the signs of how an index is going to move could be easier and 

more profitable than all the strategies mentioned up to now.  

(b) Event studies: Sometimes prices do not seem to adjust quickly to information. 

Event studies show how good news, bad news, corporate movements or other 

similar events affect prices. Some of the most puzzling problems start in event 

studies. Some authors have analysed how changes in dividends [Charest (1978)], 

mergers [Asquith (1983)], takeovers [Keown and Pinkerton (1981)], inclusions of 

stocks in an index [Shleifer (1986)] or earning reports can affect prices 

[Jegadeesh and Titman (1993)]. 

(c) Private information and insider trading: The use of private information is 

usually analysed using mutual funds. Some studies conclude that mutual funds 

have and use private information [Henriksson (1984), Chang and Lewellen 

(1984)], but others conclude that pension plans earn less than passive funds 

[Beebower and Bergstrom (1977), Ippolito and Turner (1987)]. These 

contradicting results could be due to some differences in the methodology used 

that may have been solved recently. Seyhun (1998) or Jeng et al. (1999) show 

the ability of insider traders to get abnormal returns. What is clear is that laws 

against insider trading have been made for a reason. 

In conclusion, both perfect efficiency and perfect inefficiency are difficult to 

assume from a theoretical or empirical point of view. Marginal efficiency [Zhang 

(1999)] or adaptive efficiency seems a more plausible approach.  Anomalies will 

constantly appear in the market, some will disappear after becoming public if the 

market is adaptively efficient [Timmermann and Granger (2004) and Dimson and 

Marsh (1999)], simply because they are spurious, or because they attract 
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sufficient capital to exploit the predictable pattern, but others will never disappear 

because they are part of the financial system, and bound by legal constraints or 

acts of investors, and will create pockets of inefficiency that can be exploited 

[Daniel and Titman (1999)]. These pockets of inefficiencies will be greater in less 

developed markets, where operational efficiency is lower or where there are 

higher legal constraints, but will also be present in developed countries if they are 

born out of investors’ irrational biases. If a market is not efficient, economic 

theories on security pricing such as CAPM or APT may become too weak, and 

psychological concepts or ecological models may do a better job.  

Although most authors have analysed efficiency and anomalies in stock markets, it 

is possible to find efficiency studies in other analytical markets such as bond 

markets,24 future bond markets,25 derivatives markets,26  exchange rates,27 real 

estate markets,28 and with stock market indices29. Conclusions from these studies 

are also not clear. Some papers find evidence of efficiency in a concrete market 

while others reject the efficiency hypothesis, concluding that there are arbitrage 

opportunities, delays in price responses or overreactions. 

33..33..  TTHHEE  CCAAPPMM,,  PPRROOBBLLEEMMSS  IINN  RREEAALLIITTYY 

Using CAPM original literature [Sharpe (1963, 1964), Lintner (1965) and Mossin 

(1966)] and posterior one [Markowitz (2005), Hutchinson (1999), Elton and 

Gruber (1991), Haugen (2001), Lundgren (2005) and Perold (2004)] CAPM 

assumptions have been synthesized as follows: 

1. Transactions costs and other illiquidities can be ignored (a frictionless market 

where arbitrage plays an important role).  

                                                           
24 [Rendleman et al. (1979), Hotchkiss and Ronen (2002), Halpern and Rumsey (1997), Hall and Miles (1992)] 
25 [Tse (1999), Becker et al. (1996)] 
26 [Zhang and Lai (2006), Cassese and Guidolin (2004), Bell et al. (2007)] 
27 [Liu and He (1991), Larsen and Lam (1992), Bekaert (1996) or Jasic and Wood (2006)] 
28 [Kleiman et al. (2002)] 
29 [Brock et al. (1991), Frank et al. (1988) and Opong et al. (1999)] 
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2. Assets are infinitely divisible and perfectly liquid. 

3. The only two decision parameters are risk and return (in terms of expected 

return and standard deviation), and all investors hold mean-variance efficient 

portfolios.  

4. Investors are risk averse. 

5. All investors operate in the asset market as price takers, and have the same 

investment opportunities. 

6. The investor’s horizon is identical for all investors (one period). 

7. All investors are well informed, and have the same (and correct) beliefs about 

means and variances. 

8. Everybody can lend or borrow at the risk-free rate, or in a more extended CAPM 

approach, investors can buy or sell short without limits. 

9. The market (total market idea) is a Global market. Moreover, it includes all 

risky assets available, and not just traded financial assets. 

The results of the basic CAPM are absolutely related to its assumptions, so if some 

of them are not fulfilled30 the results will be in deep trouble. In particular: i) There 

are transaction costs that make market a minus-sum game and limit arbitrage 

activities. Taxes affect investors and their investment decisions because an 

optimal management involves realization of losses and deferral of capital gains 

                                                           
30 Haugen (2001). 
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[Constantinides (1983)]; ii) Shares are almost, but not infinitely divisible; iii) Not 

all investors use mean and variance to establish their portfolios and almost 

nobody maintains optimal portfolios. Moreover, investors could only choose 

between portfolios using a mean-variance approach if probability distributions 

were normal, or in case normality fails, the utility function was quadratic [Tobin 

(1958)]. Normality is not usually the case in financial data, and a quadratic 

function is difficult to maintain31; iv) Investors are risk averse, but risk seeking 

behaviours have been reported and risk preference is not stable over time and in 

specific individual situations [Lo (2004)]. Some personality assessment methods 

are being used to examine the relationships between specific personality traits and 

risk-taking in different domains [Nicholson et al. (2002)]; v) Not all investors act 

as price takers, at least not in all analytical stock markets. In addition, not all 

investors have the same opportunities or assets to invest in; vi) The investment 

horizon is absolutely different for each investor; vii) Not all investors are well 

informed, and they do not have the same predictions for expected returns, 

volatilities and correlations. If this was the case, trade will be almost insignificant 

and the markets will collapse [Grossmann and Stiglitz (1980)]. Unfortunately (or 

fortunately) information is not spread homogeneously and asymmetric information 

exists. Indeed, people have different expectations about returns and risk, and 

they evolve over time because individuals process new information, sometimes 

incorrectly [Debont and Thaler (1987)]; viii) Investors can not lend and borrow at 

the same risk-free rate, and there are limitations to selling short; ix) Finally, the 

market portfolio in the CAPM is a hybrid portfolio embracing all risky assets 

available and not just traded financial assets, (including shares, bonds, other 

financial and non financial assets, consumer durables, real estate and human 

capital). However, this point is missed sometimes, the market portfolio being 

thought to comprise stocks only [Hutchinson (1999), Fama and French (2004)]. 

 

 

                                                           
31 It is difficult to maintain the utility function reaches a maximum at some wealth, and it is really contrary to human 
behaviour that when wealth increases, the propensity to take on risk decreases. 
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Modifications of the CAPM 

As it has been seen previously, assumptions in the CAPM model are quite 

unrealistic. To complete the basic model, the CAPM has been extended in various 

ways.  

From a conceptual point of view, some of the best-known extensions include for 

example: heterogeneous beliefs for investors [Lintner (1969), Merton (1987), 

Haim et al. (2006)], short sales without limit instead of risk-free lending and 

borrowing [Black (1972)]), non-markable assets [Mayers (1973)], multiple 

periods [Fama (1970b), Merton (1973), Elton and Gruber (1975), Stapleton and 

Subrahymanyam (1977), and Breeden (1979)], irrational investing [Solnik 

(1974), Stulz (1981), Adler and Dumas (1983)], consumption orientation 

[Breeden (1979), Rubinstein (1976)], inflation [Friend et al. (1976)], multibeta 

approaches [King (1966), Gomez and Zapatero (2003)], or weaker assumptions 

relying on arbitrage pricing [Ross (1976)]. Conditional versions [Andersen et al. 

(2003) or Soydemir (2005)], downside betas in the D-CAPM [Estrada (2002)], 

GARCH models [Fraser et al. (2004)], Stochastic Betas [Joslova and Philipov 

(2005)] or the Best-Beta CAPM [Zou (2006)] are perhaps the latest approaches in 

this never-ending race. It is important to note here that when the traditional 

hypotheses of the CAPM are not fulfilled, investors hold different portfolios, 

therefore, the market portfolio is not the optimal and only portfolio an investor 

must hold [Lintner (1969)] and some other results are a little different from the 

traditional CAPM. Even Sciubba (2006) has shown believers of the CAPM can be 

driven to extinction in an evolutionary framework. 

Empirically, the CAPM has been challenged too. Although the early tests rejected 

the Sharpe-Lintner version [Douglas (1968), Black, Jensen and Scholes (1972), 

Miller and Scholes (1972), Blume and Friend (1973)], betas more ore less seemed 

to explain expected returns in lots of papers from different countries, data bases, 

data periods and markets, so the popularity of the CAPM grew rapidly. Moreover, 

posterior modifications provided improvements in some cases increasing the 

reputation of the CAPM [Fama and McBeth (1973), Stambaugh (1982), Reilly and 
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Wright (1988), Chen (2003), Balyers and Huang (2004), Soydemir (2005), Hyde 

et al. (2005), Fletcher and Kihanda (2005), Fernandez (2006) and Zou (2006) to 

mention only a few]. To conclude, despite these controversial results, the CAPM 

fails to describe average realized stock returns since the 1960s with US or UK data 

[Jagannathan and Wang (1996), Strong and Xu (1997), Campbell and 

Vuolteenaho (2004) or Fama and French (2006)]. This is not the only problem the 

CAPM has to face: i) There is no consensus with respect to the index, time frame 

or data frequency that must be used for estimation and beta’s instability has been 

a problem since the first analyses [Blume (1975), (1979)]. ii) Betas seem to be 

more useful for explaining expected returns in individual stocks than in portfolios 

[Bartholdy and Peare (2005)]. iii) The CAPM is unable to explain the Value 

premium32 or Small Firm effect33. 

At this point it is necessary to recall that, on balance, not all investors hold the 

same portfolio, so the market portfolio is not located in the efficient frontier. Even 

if security market prices efficiently reflect the best estimation of future cash flows, 

and even if all investors rationally optimize the relationship between risk and 

expected return, which as we have seen, is not the case, the market portfolio is 

likely to be inefficient.34 The conclusion is obvious: the market portfolio, in 

contrast to what is defended in traditional finance, is not the proper mix of stocks 

that must be selected by an investor, and a passive strategy cannot be an optimal 

strategy. Moreover, the “market” as represented by an index is not perhaps the 

only important factor that explains returns, as is defended in the CAPM, and that 

therefore there should be discussion regarding the role of market indexes as 

proxies of the market and factors in asset pricing models.35  

  

  

                                                           
32 Excess of expected return for value stocks for US and international stocks was documented in Fama and French 
(1992, 2006). 
33 Excess of expected return for small stocks. 
34 Similar approaches in Haugen and Baker (1991), Haugen (2001) and Markowitz (2005). 
35 Only some authors test the CAPM using a range of market portfolios [Stambaugh (1982)] 
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33..44..  TTHHEE  AAPPTT  MMOODDEELL  

The APT model is based on two key assumptions: rationality and arbitrage. 

Leaving aside for a while the problems of these hypotheses which have been 

outlined above, the APT model helped to develop the blind belief in market 

efficiency and rationality that has dominated traditional finance. Empirically and 

theoretically the APT plays a better role than the CAPM, and is the second most 

widespread model among academics and practitioners. According to previous 

conclusions in this paper, the APT, which does not force a market index to become 

an essential part of the model, seems a better approach when analyzing the 

market.   

33..55..  IINNDDEEXXEESS,,  UUSSEESS  AANNDD  AABBUUSSEESS  

Indexes 

In a perfect market,36 a passive strategy is optimal. Passive means buying and 

holding the market portfolio using usually a total market index or a well sampled 

capitalization weighted index. In such a situation, an investor will hold an efficient 

portfolio. But indexes have gone one step further. Nowadays some cover a 

selected market, sector or industry. They are calculated using different 

weightings, or by trying to reflect an investment strategy or allocation policy 

rather than the market. And finally, there are consultants who decide which stocks 

enter or exit an index according to more or less clear criteria, and not necessarily 

according to representativeness. None of these apparently inoffensive items have 

been treated at length in either the academic or professional fields, but they are 

indeed important, because they create biases in the performance that a passive 

investor is trying to obtain. Using the deviation source from the market return and 

the efficient frontier, I classify these biases as: 

                                                           
36 Efficient zero-sum game market, where hypotheses of the CAPM are fulfilled. 
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1. The sample bias: This is the difference between an index return and the real 

total market return due to the selection of the sample of stocks that make up an 

index. It is a statistical bias between population and sample. It could also be 

called a representation bias37. One important sample bias is the selection bias 

which could be crucial in some indexes. Stock inclusions or exclusions do not 

always follow criteria looking for a better sample of the total market.38 Depending 

on the selection criteria, an index can be more an active rather than a passive 

investment.  

2. The construction bias: This is the difference between the index return and the 

real total market return due to the use of different weighting criteria (price, 

capitalization or GDP) or methodologies (Laspeyres, Paasche or Geometric mean 

among others) in the construction of an index.  

3. Tracking error: This is the difference between the index return and the return 

obtained by a passive investor following the index due to commissions and 

turnover costs. Indexes are calculated without fees or transaction costs, but it is 

clear that a passive investor does not have this privilege if he or she tries to form 

their own portfolio.  

Efficiency 

Financial markets are not perfect, and other biases must be analysed. 

4. Efficiency bias: If a market is not perfect, the market portfolio can not be 

optimal or efficient. Efficiency bias is the difference between the market portfolio 

return (which is not optimal in this case) and the return that the efficient frontier 

pays for the assumed risk. The efficiency bias can also be defined in terms of risk. 

                                                           
37 Something similar is presented in Hedge Fund Index analysis in Liew (2003). 
38 For example, in any S&P500 exclusion there are 10 to 20 candidates to replace it. The decision of inclusion will 
depend on reasons as if the candidate is on an underweighted or overweighted industry, if it comes from a recent IPO, 
etc. [Gastineau (2002b)] 
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This is the difference between the market portfolio risk and the efficient frontier 

risk according to the obtained return.  

5. Active bias: If a market is not perfect some of the traditional hypotheses do not 

fit reality. If transaction costs create tax harvest strategies, investors play away 

from the mean-variance approach or are affected by psychological biases, and 

pockets of inefficiency can appear in the market. In this situation an active 

strategy could be more profitable than a passive investment strategy. In that 

context, active bias is defined as the difference between the real market return 

and the best opportunity for investment using the best active strategy 

(opportunity cost). The optimal strategy in a marginally efficient market could be 

a combination of indexing and active management, but this remains to be verified. 

Once this theoretical bias has been established, another question is whether it can 

really be profitable and usable. Both aspects will be analysed subsequently. 

Figure 5 sum up the strategy in an imperfect market. Not taking into account all 

the biases detected can generate undesirable results in the performance 

measurement of active and passive strategies and in the uses of indexes for asset 

pricing models. In the CAPM, a capitalization-weighted index is useless for 

explaining reality if investors and markets go away from the equilibrium predicted 

by the model. In that case, the predictability of the model can be seriously 

affected by the used market index depending on the sample, selection criteria, 

construction methodology or active strategy it hides behind [Bartholdy and Peare 

(2005)]. 
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Figure 5 
Optimal Strategy in a Marginally Efficient Market 

Market is a minus-zero game 
EMH fails 

CAPM hypotheses are not fulfilled 
     

Not Efficient Market 
Not Impossible to beat 

Not Impossible to predict 
     

Optimal Strategy 
Actives strategies could be useful 

Total market indexes with capitalization weightings would not be optimal 
investments (tracking error, efficiency and active biases) 

Sampled indexes (sample and construction biases, tracking error, efficiency 
and active biases) 

 
 

Source: Authors’ own 
 
 
 

44..  EECCOOLLOOGGYY  IINN  FFIINNAANNCCIIAALL  MMAARRKKEETTSS  
  

So far I have summarized principal traditional ideas in finance. We have also seen 

criticisms of the traditional framework and the implications when hypotheses of 

the models are not fulfilled. A lot of literature has been written and will be written 

on the areas I have commented on.  Nevertheless, we are living in a key moment 

that will bring us a new paradigm in finance. I call this new and increasing 

paradigm Ecology in Financial Markets or the Biological Approach and I will break 

it down into its constituent parts in the following paragraphs. This new paradigm 

can be included in a more general framework called Ecological Economy that has 

been growing in acceptance from the 70s39. 

The application of evolutionary ideas to economics is not totally new.  Petty, 

Cantillon or Quesnay, who established the basis for classical economy, presented 

                                                           
39 See Cuerdo and Ramos (2000) for further information. 
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economic arguments related directly to nature. Thomas Malthus used biological 

arguments in his studies, Schumpeter’s (1939) business cycles are similar to 

natural selection, Wilson (1975) applied principles of competition, reproduction, 

and natural selection to social interactions40, and Lo put forward other applications 

in economics (2004, 2005). But until recently, the Biological Approach has not 

consistently been used in finance. I divide it into two important and different lines:  

The first line is inspired by the biological systems and their functions to create 

mathematical applications capable of solving problems in a similar way to nature’s 

way of solving them. I call this approach Biologically Inspired Algorithms. The 

second line sees a financial system as an ecosystem where species live and 

compete for survival. I call that approach Financial Ecology. 

44..11..  BBIIOOLLOOGGIICCAALLLLYY  IINNSSPPIIRREEDD  AALLGGOORRIITTHHMMSS  

Biologically Inspired Algorithms (BIA) are born metaphorically from diverse 

sources including evolution, models of social interaction among organisms, 

biological neurons and natural immune systems. In recent years, taking natural 

processes as its inspiration, a considerable literature has emerged, and complex 

ever changing financial markets where populations compete for profit and survival 

are also there to exploit the power of BIA. It is not the aim of this article to 

exhaustively analyse all these methodologies, I only intend to give a general 

overview of BIA.  

                                                           
40 Sociobiology (named by Wilson) has been a productive line of research, see Barkow et al. (1992), Pinker (1993, 
1997), Crawford and Krebs (1998), Buss (1999), Gigerenzer (2000) and Trivers (1985). For an interesting review of 
evolutionary psychology, see Barrett, Dunbar and Lycett (2002). 
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Figure 6 
Biologically Inspired Algorithms (BIA) 

 
Source: developed by the author on the basis of Brabazon and O’Neill (2006) 

As Figure 6 shows, BIA can be divided into four main groups: 

a) Neural Networks: Artificial Neural Networks41 is a modelling methodology 

inspired by the workings of the human brain and can be constructed for purposes 

of prediction, classification and clustering. With this non-parametric modelling tool 

there are three main items to bear in mind: i) connection topologies, ii) training 

methods, and iii) learning algorithms. These have recently been applied to 

financial markets with interesting results [see, for example, Baestanes et al. 

(1994), Hutchinson et al. (1994), Gately (1996), Ruggiero (1997), Zirilli (1997), 

Franses and Van Homelen (1998), Hu et al. (1999, 2004), Yao and Tan (2000) or 

Fernandez-Rodriguez et al. (2000)]. 

b) Immune Systems: Artificial Immune Systems are inspired by the natural 

immune system. The processes used in these applications are a negative 

selection, based on the ability of the immune system to discriminate between self 

and non-self, and the clonal expansion-selection algorithm, inspired by the clonal 

selection and affinity maturation process of B cells. A more detailed explanation 

and financial applications can be found in Brabazon and O’Neill (2006). 

                                                           
41 General information can be found in Patterson (1996) and Torra (2004). 
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c) Evolutionary Computation: In Evolutionary Computation (or Evolutionary 

Algorithms) solutions evolve according to rules of survival, crossover and 

mutation. Some interesting applications in this group are Genetic Algorithms, 

Genetic Programming, Grammar Evolution and Differential Evolution. Genetic 

Algorithms42 adopt a population unit of analysis where each member encodes a 

potential solution. Evolution in the population is simulated by means of pseudo-

natural selection according to the quality of the solution and these solutions are 

disturbed by crossover and mutation in an attempt to uncover better solutions. 

Genetic Programming43 (similar to Genetic Algorithms) is applied directly to 

solutions and not to indirect encoding solutions. Grammar Evolution44 can evolve 

computer programs, rule sets or sentences in any language using molecular 

biologists’ ideas as the genotype and phenotype. Differential Evolution45 is 

inspired by the field of evolutionary computation and social algorithms. Good 

solutions are evolved and affected by mutation, recombination and fitness-based 

selection. A substantial body of literature applies evolutionary methodologies to 

financial markets with promising results [Bauer (1994), Deboeck (1994), Colin 

(1994), Neely et al. (1997) or Varetto (1998)]. 

d) Social Systems: Social Systems (or Social Models) exhibit flexibility, 

robustness, self-organization and communication between individuals. The two 

most popular models are Particle Swarm Models and Ant Colony Models. Particle 

Swarm Models (or Particle Swarm Optimization Algorithms) present particles 

which encode solutions moving in an n-dimensional search space in an attempt to 

uncover better solutions. Each particle has a memory of the best location it has 

found and also knows the best location found to date by all the particles in the 

population. The size and direction of each particle’s movement is a function of its 

own history and the social influence of its peer group [Kennedy et al. (2001)]. Ant 

Colony Models are a family of population-based, optimisation and clustering 

algorithms that are metaphorically based on the activities of social insects. Each 

individual follows a limited set of rules but the interaction of the activities of these 

individuals gives rise to a complex emergent, self-organised structure [Bonabeau 

                                                           
42 More information is available in Holland (1975), Goldberg (1989) and Mitchell (1996). 
43 See Koza (1992, 1994). 
44 See O’Neill (2001) and O’Neill and Ryan (2001, 2003). 
45 See Storn and Price (1995, 1997) or Price (1999). 
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et al. (1999)]. Financial applications of social models can be found in Brabazon 

and O’Neill (2006). 

In conclusion BIA’s seem a great tool for modelling financial markets. First of all, 

this is because financial systems and prices defined in POE markets are affected 

by multiple unpredictable factors in a non-linear way [Brock et al. (1991)]; 

Second, BIA’s are solutions to optimize problems that are common in finance (e.g. 

portfolio selection and management); and finally, BIA’s can model a financial 

system as an ecosystem where different species are interacting, an idea I am 

going to develop in the next section. What is clear is Biological Inspired Algorithms 

remain an enormous field to explore, and will be potentially useful for financial 

analysis and forecast.   

44..22..  FFIINNAANNCCIIAALL  EECCOOLLOOGGYY  

We live in a world where traditional financial hypotheses are not fulfilled. Financial 

systems are a minus sum game where efficiency usually fails. Financial markets 

are complex ever changing systems ruled by irrational active and passive 

investors and arbitrageurs. Each investor (including arbitrageurs) holds a different 

portfolio according to his beliefs, necessities, fears and expectations. He tries to 

find satisfactory rather than optimal solutions and is affected by his behavioural 

biases [Simon (1955), Lo (2004)]. An Analytical Financial System as well as a 

hypothetical Global Financial System will never be completely information efficient 

(the best of cases would be adaptively efficient) and efficiency will evolve over 

time according to certain parameters that include actors and other economic and 

legal variables. Marginal efficiency and anomalies have allowed us to rethink the 

role of indexes in our world because passive investments are not always optimal, 

even if the market is efficient. The study and quantification of different index 

biases is essential to developing correct investment strategies, a point that I leave 

for future research. In spite of this, and until this detailed research is done, I 

present here an alternative vision of financial systems. Taking into account ideas 

and approaches from ecology, I develop a market structure along with its rules of 

evolution which has been inspired by other pioneering studies [Hirshleifer (1977), 
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Farmer and Lo (1999), Farmer (2002), McGoun (1997), Frankfurter (2006) or 

Niederhoffer (1997)]. My approach is simple, incomplete and quantitative, but the 

ecological vision of financial systems is still in its infancy. My intention is not to 

define an extensive model but to give some ideas and reflections on the parallels 

between ecology and finance. I might summarize my aim by saying that the 

following paragraphs will raise more questions than answers.  

44..22..11..  FFIINNAANNCCIIAALL  OORRGGAANNIISSMM  EECCOOLLOOGGYY  IINN  AA  DDYYNNAAMMIICC  GGLLOOBBAALL  FFIINNAANNCCIIAALL  

SSYYSSTTEEMM::  DDEEFFIINNIITTIIOONNSS  

I see a Global Financial System as an ecosystem where competition determines 

evolution of the market46. As in Biology, a financial ecosystem is a system formed 

by the interaction of a community of organisms with their environment. It is 

necessary then to study in detail these two elements: environment and 

organisms. 

Environment Analysis 

The Financial Environment is a dynamic aggregation of all conditions and elements 

which make up the surroundings and influence the development and actions of 

individuals. I call these elements ecological factors. Ecological factors are 

elements related to POE markets, products, actors and techniques (parts of the 

Global Financial System defined in point 2) that act on organisms. It is possible to 

classify ecological factors as: i) External vs. Internal; ii) Abiotic47 vs. Biotic48; iii) 

Limiting49 vs. Non-limiting; and iv) Global vs. Regional. For further information see 

Figure 7. 

 

                                                           
46 General accepted biological definitions are used here. See Dajoz (2001) or Smith and Smith (2001). 
47 Characteristics related to the environment. 
48 Factors related to interactions among individuals. 
49 Limiting factors limit growth, size or distribution of organisms by their presence or absence [Liebig (1840)]. 
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Figure 7 
Ecological Factors in a Global Financial System 
POE markets  
Regulations, technologies, legal 
boundaries 

External, Abiotic, Limiting, Global and 
Regional. 

Products  
Availability, liquidity, legal 
conditions 

External, Abiotic, Limiting, Global and 
Regional. 

Actors  
Relationships External, Biotic, Limiting, Global and 

Regional 
Personal characteristics Internal and Biotic 
Techniques  
Uses, technology, models External, Biotic, Limiting, Global and 

Regional 
Source: Authors’ own 

 

Although ecological factors directly affect organisms living in the ecosystem, and 

also the environment itself, few studies analyse them in detail. Historically, some 

attempts have tried to cover ecological factors from the traditional financial point 

of view. There are studies relating liquidity or legal constraints to efficiency or 

technologies to trade, but perhaps with the exception of Behavioural Finance and 

its specialization in internal ecological factors, few studies have analysed 

ecological factors from an evolutionary or ecological point of view. An interesting 

field is developing for academics and researchers and in my opinion, mathematical 

models or empirical studies matching ecological factors with species living in a 

Global Financial System will be of considerable interest. How will trade be affected 

by regulations, changes in technologies, legal boundaries, liquidity or legal 

constraints to exchanges of financial products? How will efficiency be affected by 

the number of traders and species, their evolution as a group or their strategies? 

How will the probability of survival be determined by relationships between 

species, personal characteristics (including behavioural biases) or products used in 

each strategy?50 These questions and others can be dealt with using a new 

ecological approach.  

 

                                                           
50 Survival analysis seems particularly useful for these studies. See Cox and Oakes (1984) for an introduction to Survival 
analysis. 
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Organism Analysis 

Once ecological factors have been analysed, it is necessary to pay attention to 

populations living in the environment organized and controlled by ecological 

factors. Traditional and more modern approaches trying to classify organisms 

(basically investors) can be found in Figure 8.  

Figure 8 
Traditional and Modern Classifications of Investors  

Classification 1 Institutional Vs Individual Investors 
 

Classification 2 Domestic Vs Foreign Investors 
 

Classification 3 Smart Money Vs Noise traders 
 

Classification 4 Active Vs Passive Investors 
 

Classification 5 Holders, Rebalancers, Valuators and 
Shifters 

 
Classification 6 Producers Vs Speculators  

 
Note: Classification 1 and 2 distinguish investors according to the information they have [asymmetrically informed 
traders, Kyle (1985)] and the restrictions they face (foreign investors have legal constraints in some markets for 
example). Classification 3 divides investors following Black (1986) between smart money (arbitrageurs) and noise 
traders that forecast with error prices and volatilities. Noise traders are not necessarily individuals, institutions can act 
as noise traders too [Hughen and McDonald (2005)]. Classification 4 divides investors according to their beliefs 
regarding efficiency. Classification 5 is presented in Leibowitz (2005). Holders follow a buy and hold strategy (they 
are passive investors or active investors with psychological biases that stop them changing positions). Rebalancers 
(usually institutions or funds) rebalance portfolios constantly to follow their portfolio allocation strategies. Valuators 
trade according to whether they believe something is cheap or expensive (active investors or arbitrageurs). Finally, 
Shifting occurs when a fundamental change in asset allocation is required usually due to monetary needs. All the 
groups presented can act as shifters at one moment or another. Classification 6 can be found in Zhang (1999). 
Producers participate in the market for their own needs rather than speculation (hedgers, tourists, financiers, among 
others) while Speculators are professional participants in the market (hedge funds, arbitrageurs, traders, etc.) 
 
Source: Authors’ own 

 

I propose a different approach, providing a more extensive classification of all 

organisms living in a financial ecosystem. 
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Organisms of a population can be classified into groups in which species can be 

distinguished.51 Species in financial markets are not only different because of their 

characteristics, but basically because of their behaviour regarding investments. 

What really helps us to distinguish between groups and species are activities 

regarding investment. Despite being a member of one species, an individual can 

act at a specific point of time as if it were another species, thus using an 

investment strategy that is typical of another species.  

I start the organism analysis with a simple example. Imagine our Global Financial 

System is an Ecosystem located in a distant place. The ecosystem is quite distinct. 

It is placed at the end of a river which forms a little but growing delta. The river 

brings sediment and food for organisms living in the delta, but also determines 

delta’s evolution, size and form. The river’s flow, despite its fundamental 

importance for the configuration of the delta, is only one of the aspects of a more 

general phenomenon that defines the delta’s form and physical evolution, that is, 

the climate. This includes the winds, temperatures, rains and the tides. The delta 

is also affected by another important element: organizers. Organizers live in the 

countryside, near the delta, taking care of it and defining its structure by making 

canals or moving earth, just as beavers do when they build their dams. Producers 

are other organisms to take into account. They use the delta for different activities 

creating thereby foods for other species. However, they do not live in the delta. 

There is a wide variety of Plants in the delta too. Some are few in number, 

concentrated in one particular area, while others are widespread, some even 

venturing into the countryside or establishing themselves on the banks of the 

river. All the plants feed from the sediment and minerals provided by the river and 

by the activities of the producers’ and predators, and are affected by the climate. 

They provide refuge and a place where predators can stay and live during their 

feeding activities, thus they can be called providers too. In the the waters of the 

delta, defined by organizers, producers, providers and the climate, we can find 

fish, the main food source for predators. The population and behaviour of the fish 

depend directly on the organizers, producers, providers and the climate. Predators 

are the most extensive and interesting group inhabiting the ecosystem. It is a 

                                                           
51 That is, the taxonomic category composed of individuals possessing common characteristics and behaviour 
distinguishing them from other categories of individuals of the same taxonomic level. See Lo (2005b) for a financial 
approach to species classification. 
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general group including a great many of species that have one thing in common: 

they eat fish, although each species uses different techniques to hunt them.  

In our example, the river, the flow, the sun and the winds, that is, the climate as 

a whole is the real economy, while the delta ecosystem is clearly the Global 

Financial System or, if we think geographically, the Global POE market. The 

Organizers are those actors or organisms living off the real economy or political 

institutions and defining and affecting the delta with their activities. They are the 

Government and Public Organizations creating laws to control and govern the 

Global Financial System, determining boundaries or limits and thus establishing 

the delta’s existence and characteristics. Producers are organisms that use the 

Global Financial System for their own needs rather than speculation [Zhang 

(1999)]. In this group we can find financiers searching for funds, hedgers, tourists 

buying and selling currencies, etc. Producers, with their activities, are generating 

food for providers and predators. Fish in our analogy can be interpreted as profits, 

and their presence is directly affected by the real economy, that is, by organizers’, 

producers’ and providers’ activities. Providers are another large group of 

organisms that feed from minerals (the trade and manipulation of financial 

products). Minerals depend directly on the climate (economic cycle) and other 

organisms’ activities. Producers and also predators generate waste through their 

activities that can be interpreted as minerals. Among the providers we find 

organisms owning markets (companies that provide and control stock, futures or 

derivatives markets), brokers, dealers and market makers (providing access to 

the market or running it), and also information or software providers. In this 

group I finally include advisors, commissioners and other financial experts that sell 

their knowledge to other participants.52 The producers’ main objective is to 

stabilize the delta for the other organisms’ activities, providing platforms for 

hunting or hiding (providing platforms to trade, access to the market, analytical 

tools for investment strategies, advice, etc.) meaning that providers is a highly 

appropriate name for them. Finally we have predators. Predators (investors) 

pursue fish (profits) and can be classified according to their hunting strategies 

(investment strategies). Traditionally two essential species have been defined: 

                                                           
52 In the first version of this paper I called them parasites. Because of the negative meaning of this word, I have not used 
it here, but there is a note about parasitism in the species relationship section.  
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passive and active investors. Passive investors are bears waiting for their prey to 

jump out of the water in a specific part of the delta because they believe the 

chance of finding a fish is the same wherever they wait (this is perhaps true for a 

perfect market but not always with real markets). Active investors think 

differently. They are convinced that fish are not equally distributed throughout the 

delta and try to find strategies to profit from that situation. Among the passive 

investors we find different strategies as total market exposure, index followers or 

buy and hold strategies. Active investors use infinite strategies too: arbitrage,53 

contrary, momentum and technical or fundamental strategies for example. 

All actors in a Global Financial Market can be associated with one of these four 

global groups (producers, providers, organizers, predators). In more detail, if we 

separate the activities of each actor in a financial market, we can match each 

activity with one species.54 A qualitative analysis of organisms (such as the one 

here) can be useful but models covering and explaining the dynamics and 

structure of this ecosystem are required. Models covering this approach are partial 

and incomplete. The learning process, competition, survival, mutation, the effect 

of ecological factors over species and other essential ideas of financial ecology 

have not yet been included in existing models.55 I leave model development for 

further research, given that this is a huge field of investigation. 

Species relationships 

Ecologically it is possible to talk about three basic types of relationship among 

groups and species: competence, predation and mutualism. 

Competition is a type of interaction where individuals of the same or different 

species look for the same scarce resource or commodity. In our opinion 

                                                           
53 I consider them active investors because real arbitrage assumes risk and does not use the market portfolio strategy. 
54 Sophisticated financial intermediaries such as banks or insurance companies have different strategies in their normal 
activities (advice, access to markets, information sellers, own investment, etc.) and each activity can be associated to a 
group. 
55 Figlewski (1978, 1982), Luo (1995, 1998, 2001, 2003), Niederhoffer (1997) or Patel et al. (1991) can be cited as 
pioneering studies. 
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competition is the most important relationship in a financial ecosystem. 

Organizers compete for power in political spheres, providers compete among 

themselves for trade, predators compete for benefits and some kind of 

competition can also be established among producers. Competitive relationships 

open new possibilities for parallelisms. Can intraspecies and interspecies ecological 

models help us to analyse a financial ecosystem? Can territorial or temporal 

competition be defined in similar terms to those used in ecology?  

Predation means one species feeding on another species. It should not be a 

common interaction in a financial ecosystem but it exists.56 Parasitism can be 

analysed as slight predation and it is more common than predation. For example, 

when providers do not provide real value they act as parasites feeding from 

predators causing them illnesses (reduction in profits) or death (elimination from 

the market). Predation, parasitism and Epidemiology (the study of illnesses) must 

be used to analyse inefficiencies, understood as symptoms of market power, 

abuses, illegal or barely legal activities, and as indicators of quality in the 

performance of actors in the ecosystem, both in developed and emerging markets.  

Finally, mutualism means two species obtaining profits from mutual interaction.  

On the empirical hand, it is fundamental to understand an ecosystem, but is more 

useful to modelize it. Classical mathematical models developed by Lotka and 

Volterra, Nicholshon and Bailey or Hassell and Varley may be extraordinarily 

useful for these purposes [see Dajoz (2001) for more information].  

44..22..22..  FFIINNAANNCCIIAALL  OORRGGAANNIISSMM  EECCOOLLOOGGYY  IINN  AA  DDYYNNAAMMIICC  GGLLOOBBAALL  FFIINNAANNCCIIAALL  

SSYYSSTTEEMM::  SSTTAATTUUSS  AANNDD  EEVVOOLLUUTTIIOONN  

The state of the financial ecosystem evolves over time and is the result of the 

interaction between the climate (as an abiotic factor) and organisms (as biotic 

                                                           
56 Predation includes activities as the elimination of naïve investors, abuses, or insider practices.  
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factors). The rules that define evolution and survival in the ecosystem are 

summarized below. The ideas presented here complete and extend the Adaptive 

Market Hypothesis presented in Lo (2004, 2005). 

1) Individuals act in their own self-interest to ensure their own survival. 

2) Individuals make mistakes and do not act always rationally. 

3) Individuals learn, adapt and change their feeding activities using trial and error. 

They select strategies and develop heuristics according to experience, positive and 

negative reinforcement. 

4) Individuals do not have the same propensity to learn, adapt and change their 

feeding activities. They are affected by psychological biases57 and other ecological 

factors that define their propensity to change and adapt. 

5) Individuals do not hold the same portfolio because they use different 

investment strategies. 

6) Investment strategies fit differently to the market, so they bring different 

probabilities of survival.  Investment strategy fitting is not related necessarily to 

rationality. 

7) The survival probability associated with each investment strategy is not 

constant over time. It evolves according to the ecosystem’s evolution. 

                                                           
57 Trivers (1985, 1991), Waldman (1994), Hirshleifer (1999) or Daniel and Titman (1999). 
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8) Organisms establish relationships among themselves, and these relationships 

are not stable over time. 

9) Ecological factors define natural selection and the survival of organisms.  

10) Organism interaction drives adaptation, innovation and mutation. I see 

adaptation as changes in investment strategies, and innovation and mutation as 

the creation of new investment strategies. 

11) Surviving individuals transmit, directly or indirectly, their investment 

strategies to offspring (reproduction). Offspring can be analysed as new investors 

entering the Global Financial Market over time.  

12) Non surviving individuals disappear from the market. 

13) The state of the ecosystem determines future evolution.  

Some interesting conclusions can be drawn analysing these ideas regarding 

financial ecosystem evolution: i) Behavioural Finance becomes a key issue in 

financial analysis because individuals commit errors, are affected by behavioural 

biases or learn and adapt their investment strategies; ii) Investment strategies 

provide different survival probabilities. This should be analysed carefully from an 

empirical point of view, but it seems clear from a conceptual point of view. 

Moreover, profitability is cyclical in each investment strategy (and in each financial 

product) according to market evolution; iii) Ecological factors (both abiotic and 

biotic) define natural selection and the evolution of groups and species in our 

financial ecosystem. The number of individuals (inside each group or species) 

changes over time according to the characteristics of the ecosystem. Changes or 

rebalances in some ecological factors affect population presence or absence; iv) 

Natural selection and organism interaction define evolution and marginal efficiency 
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in the market; v) The equity risk premium is not constant, it varies with market 

participants’ characteristics (demographics or behavioural biases) and ecosystem 

status; vi) Individual risk preferences are not stable over time; vii) Active 

strategies add value if they provide a better risk-return relation or outperform the 

average return of the market and this is only possible by adapting strategies in 

the face of changes in the financial ecosystem. 

55..  CCOONNCCLLUUSSIIOONNSS  

The market, in contrary to what is defended in traditional finance, is not a zero-

sum game. There are commissions, fees, advisors or brokers that live off the 

market and off investors. EMH is not fulfilled in our actual world. Financial markets 

are very different from markets in the 1970s. The world has changed, and what 

seemed plausible thirty years ago is difficult to imagine now. The evolution of 

technologies, direct market access through internet by individual traders, and the 

increase in money invested directly through these channels may have changed the 

market and its efficiency. But market efficiency is also affected by investor 

rationality, correlations in irrational trades and limitations in arbitrage, elements 

that are seen nowadays from a different perspective. It has been shown 

empirically that anomalies and other inefficiencies have been growing too. The 

CAPM has played an important role in finance, but tells us more when 

assumptions are not fulfilled. The market portfolio is not the proper mix among 

risky securities for everybody when assumptions are not sustainable in the real 

world, contrary to what is defended by traditional finance. The conclusion then is 

clear: a passive strategy is not optimal and is not located in the efficient frontier, 

and index followers could be supporting a suboptimal strategy if they do not pay 

attention to index biases. Market Indexes present biases depending on how they 

are constructed, selected, and replicated (e.g. sample and construction biases, 

tracking error). In addition, other biases appear when the market is really 

inefficient (e.g. efficiency and active biases). Taking into account these biases is 

vitally important, and makes us rethink the meaning of outperformance or 

underperformance of the market. 
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After analysing in detail the circumstances which finance is facing, I have 

presented Ecology in Financial Markets as a promising discipline that can bring 

new ideas and approaches to financial analysis. Two lines of research within this 

discipline were looked at: Biologically Inspired Algorithms (BIA), (providing tools 

as Neural Networks, Artificial Immune Systems, Evolutionary Computation, and 

Social Systems) and Financial Ecology, which studies a financial system as an 

ecosystem where different organisms live and compete for survival. A qualitative 

analysis of a financial system has been provided in our article using this approach. 

I divide a financial ecosystem in four groups of organisms (Producers, providers, 

organizers and predators) and provide different rules that define evolution and 

survival in the ecosystem. 

66..  FFUUTTUURREE  LLIINNEESS  OOFF  RREESSEEAARRCCHH  

A deep analysis of indexes is required in order to study and quantify index biases. 

A good knowledge of these biases is essential to define investment strategies and, 

according to the results, market indexes should be revised. Secondly, the 

ecological approach seems a promising discipline to be exploited. More detailed 

analysis of financial systems as ecosystems and mathematical models applying 

these ideas should be encouraged. How predation, competition and mutualism 

relationships affect the financial system’s evolution must be analysed and 

mathematical models from ecology should be used in this objective. I will take 

steps in this direction with my future work. 

I would like to thank Dr. Maxim Borrell, Dr. Salvador Torra and Professor 

Sebastian Cano for their comments/opinions regarding this paper. 
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AABBSSTTRRAACCTT  

According to traditional financial theory, passive investing is an optimal strategy for 

the average investor. In practice, however, markets are not totally efficient, and 

indexes, even in a perfect market, are not always well designed. Passive investors 

must be aware that their investments are affected by five index biases: i)The sample 

bias, which is a statistical bias between population and sample, and is especially 

important in Hedge Fund, Fixed Income or Real Estate Indexes; ii) The construction 

bias, which appears when an index is not built using a capitalization-weighted 

Laspeyres methodology; iii)Tracking error, which is the difference between a 

portfolio and the index it tries to proxy; iv)The efficiency bias, which appears when 

indexes and market portfolios are not on the efficient frontier. In this case, mean-

variance efficient portfolios can obtain better risk-adjusted returns; v) The active 

bias, which compares the market return with the best achievable return (opportunity 

cost). This article discusses index foundations, uses and problems and thereby aims 

to redress the surprising absence of deep index analysis in the literature.  
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11..  IINNTTRROODDUUCCTTIIOONN  

Traditional financial approaches are clear: passive investing is the optimal strategy a 

rational investor must follow if he/she invests in an efficient zero-sum game market 

where CAPM hypotheses are fulfilled. A passive strategy means an investor buys and 

holds the total market, but because this is impossible, a proxy is needed: a market 

index. In their search for new tools, practitioners and academics have developed 

hundreds of indexes, have divided markets into pieces and have proxied markets, 

strategies and assets, taking sometimes for granted all these innovations. All these 

indexes can cover certain commercial necessities or even offer investors solutions to 

specific needs, but they are sometimes quite distant from the main objectives of an 

index. Given the essential role of indexes in traditional and modern finance, it is 

surprising that no deep analysis has been made into how they are theoretically 

justified or should be constructed. In this article I aim to continue the discussion 

started in Andreu (2008) and reflect on the theoretical foundations of indexing, its 

traditional and modern uses, current index characteristics, and the problems 

regarding indexing.  

The main objectives of the paper are twofold: to discuss index foundations and to 

pay special attention to market index biases. Passive investors following market 

indexes must be aware that their investment results are affected by the following 

five market index biases. The sample bias prevents the index from obtaining the 

market return because of a statistical bias between population and sample. How this 

bias is treated, especially in Hedge Fund, Fixed Income or Real Estate Indexes is of 

vital importance. The sample bias is sometimes created by ‘subjectivity’ in the 

application of index governance rules; I call this the selection bias. The construction 

of the index, the weights used by vendors, and the inclusions, exclusions or 

rebalancements are not trivial. One index can generate very different risk-adjusted 

returns depending on how it is calculated. Theoretically, an index must be 

constructed using a capitalization-weighted Laspeyres methodology, adjusting this 

for benefits not incorporated into prices and for inflation. However, in practice, other 

criteria are used which create the construction bias. Tracking error is the difference 

between a portfolio and the index it tries to proxy; this difference is caused by 
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commissions and turnover costs. Although an exact replication is impossible, tracking 

error and its exogenous and endogenous sources must be controlled and reduced if 

possible. The last two biases focus on how inefficiencies in the market create 

opportunities for different investment strategies. The efficiency bias ensures that it is 

difficult to find indexes and market portfolios on the efficient frontier, meaning that 

mean-variance efficient portfolios can obtain better risk-adjusted returns. There are 

different ways to create efficient portfolios, but the traditional strategy is return 

maximization or risk minimization using traditional or new risk measures as VaR 

[Andreu and Torra (2008)]. Finally, the active bias compares the market return with 

the best achievable return (opportunity cost). It is absolutely essential in my opinion 

to also index active strategies to provide a reference point for evaluating passive 

investors’ performance and active managers’ activity.  

The structure of the paper is as follows. In Section 2 I revisit the origins of indexing, 

its theoretical foundations and its functions and characteristics. This analysis is 

completed in Section 3 with a study of the aforementioned market index biases: the 

sample bias, the construction bias, tracking error, the efficiency and the active bias.  

Section 4 contains the conclusions, Section 5 suggests future research, Section 6 

contains the appendix, and Section 7 the references. 

22..  RREEVVIIEEWW  OOFF  MMAARRKKEETT  IINNDDEEXXEESS  

22..11..  OORRIIGGIINNSS  OOFF  IINNDDEEXXIINNGG  

Both practitioners and academics have contributed to the development of indexing. 

Practitioners created the first equity indexes in 1884 (Dow Jones Average), 1896 

(Industrial Average) and 1923 (S&P’s first capitalization-weighted index). On the 

other hand, the advances in Modern Portfolio Theory (MPT), the CAPM and the 

expansion of the efficiency analysis [Markowitz (1952), Sharpe (1964), Kendall 

(1953) or Fama (1970)] provided theoretical bases for passive investment 

strategies. However, indexing was ignored during its initial years1 because active 

                                                           
1 Only Wells Fargo, American National and the Vanguard Group launched indexed funds in the 1970s. 
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managers were thought to be better at selecting winning stocks. After the 1970s, 

disillusionment with active management started to become widespread and passive 

investment was seen as an alternative. Malkiel (1973) and Samuelson (1974) urged 

the introduction of mutual funds tied to indexes, and Ellis (1975)2 showed that 85% 

of active managers failed to beat the S&P500. Indexing grew exponentially and was 

supported by lower management costs, simplified manager selection and evaluation, 

superior average performance, and the enthusiasm for EMH and CAPM. Empirical 

evidence is clear on this point: in the last 20 years indexed institutional assets have 

grown 40% annually, although indexing is still a small part of the investing 

universe3.  

Indexing has also spread to other assets, although it is yet to be consolidated. Fixed 

Income Indexes appeared in the 1970s, and nowadays there are indexes for 

analytical markets such as Treasury, Agency, or Mortgage-backed Securities (MBS). 

Although the basic principles of indexing can be applied to these assets, they have 

special characteristics that are difficult to manage such as maturity, price formation 

and diversity. Commodity indexes based on commodity futures have been provided 

by S&P-Goldman Sachs, the Dow Jones Company or Reuters-Jefferies-CBR since the 

1950s, and Real Estate Indexes appeared in the 1960s. The NAREIT Index, the 

Morgan Stanley or Dow Jones Wilshire REITs Indexes are some of the most well 

known. Hedge Funds4, with their diverse strategies and data problems have been 

indexed since the 1990s by CSFB-Tremont or MSCI, although Hedge Fund Indexes 

may be considered a coarse approach to indexing. Other asset classes such as 

Private Equity, Venture Capital or Art have nascent indexes, but these have yet to be 

fully developed. For a brief summary of the origins and literature on indexing see 

Table 1 and Table 2 in the appendix. 

  

                                                           
2 See Ellis (1995), reprinted from 1975. 
3 Institutional indexed investments were 35% (USA) and 20% (UK) in 1999. Indexed equity mutual funds were only 5% 
(USA) in 1996 and equity indexed assets were only 10% (USA) in 1999 [Shoenfeld (2004), Hutchinson (1999), Malkiel 
(2000) or Malkiel and Radisich (2001)]. See Figure1 in the appendix for more information about the evolution of US 
institutional indexed assets. 
4 For more information about Hedge Funds, see Brown et al.(1999), Lamm (1999), Purcell and Crowley (1999), Agarwal 
and Naik (2000) or Gregoriou et al. (2005). 
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22..22..  TTHHEE  TTHHEEOORREETTIICCAALL  FFOOUUNNDDAATTIIOONNSS  OOFF  MMAARRKKEETT  IINNDDEEXXEESS    

In a perfect market,5 a passive strategy (buying and holding the total market ) is 

optimal. An investor should hold a capitalization weighted portfolio that replicates the 

whole market (commonly known as a market portfolio.) Indexes were developed to 

help passive investors realize this objective. Theoretically, a market index must 

proxy the total market using a capitalization approach thereby becoming a reference 

market portfolio (benchmark). Because indexing has basically been developed by 

practitioners, and for practical reasons, market indexes do not always replicate 

complete markets and are usually only ‘samples’. Also, thousands of indexes try to 

slice and break down analytical markets in industries, sectors, subsectors, even 

investment strategies. Moreover, indexes are calculated using different 

methodologies that do not always follow theoretical justifications. It can said, 

therefore, that market indexes are affected by certain biases.6 These are (i) the 

sample bias: this is the difference between the return of an index and the total 

market return it tries to proxy. It is a statistical bias between the population 

(universe) and the sample. Within this bias one special issue must be analysed: the 

selection bias. The selection bias is a source of sample bias generated during the 

selection of the index’s components; (ii)The construction bias: this is the difference 

between the return of an index (calculated using its individual weighting criterion and 

methodology) and the total market return. Theoretically, an index must be 

capitalization weighted, meaning that the further we go from this weighting, the 

more we increase the construction bias; (iii)Tracking error: this is the difference 

between the index (calculated without fees or transaction costs) and the real 

profitability and risk obtained by a passive investor following the index.   

 

Regarding the fourth and fifth biases, it must first be said that perfect markets do 

not exist. Markets are not zero-sum games, EMH is not always fulfilled and the CAPM 

hypotheses are not real assumptions. The conclusions of MPT in an imperfect market 

are also clear: the market portfolio does not provide the best mix of risky securities 

                                                           
5 A perfect market is defined as an efficient zero-sum game where the CAPM hypotheses are fulfilled. 
6 See Andreu (2008) for a detailed analysis of these conclusions.  
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for everybody and a passive strategy is not optimal and not located in the efficient 

frontier [Markowitz (2005), Hsu (2006)]. In this situation, the two remaining biases 

must be taken into account. These are (iv) The efficiency bias: this is the difference 

between the return of the market portfolio and the return that the efficient frontier 

pays for the assumed risk; and (v) The active bias: this is the difference between the 

total market return and the best investment opportunity using the best investment 

strategy (opportunity cost).   

This brief summary shows, therefore, that indexes have become more complex than 

they should be given their theoretical foundations. Today, dozens of index providers, 

local exchanges and financial firms calculate indexes by proxying markets, countries, 

sectors, asset classes or investment styles and by using lots of techniques and 

methodologies. There are always biases, and if these are really big for a specific 

index, a passive strategy following that index is sub-optimal, although such a 

strategy can also be understood as a hidden active strategy. Is it passive to follow a 

negotiation weighted sectorial market index of only 40 assets selected by a very 

subjective committee? I do not think so. With the theoretical analysis presented here 

I hope to conclude the discussion started in Estrada (2006) and Burr (2005).  

Given the future we can expect for indexing, it is necessary here to continue the 

study started in Andreu (2008). Indexes’ objectives, functions, and biases must be 

carefully observed and useful guidelines for active and passive investors must be 

established.  

22..33..  FFUUNNCCTTIIOONNSS  OOFF  AANN  IINNDDEEXX  

As can be seen in Andreu (2008), it is possible to define two types of markets: i) an 

Analytical Financial System (Analytical Market), which is a financial system with a 

Physical or Electronic (POE) market where only one type of asset is negotiated; ii) A 

Global Financial System (Global Market), which is a theoretical financial system that 

includes all products, investors, financiers, POE markets, techniques and 

intermediaries and can be defined as a Global World-wide market without 

boundaries, or as countries or monetary regions within certain boundaries.  
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The main objective of an index in a perfect market is to proxy the return and risk in 

an Analytical or Global Market. I shall call this objective performance measurement. 

An analytical market index represents the performance of an asset class whereas a 

global market index represents the global performance of all existing assets. Thus, 

indexes become references for evaluating active and passive managers’ results or for 

establishing asset allocation strategies.  

Table 3             
Major Index Providers.             

Provider Available Indexes 
 An Gl St In Rg Ma Cu He Fi Re Co Al 

Dow Jones/Wilshire             
FTSE International             
Morningstar Indexes             
MSCI Barra              
NASDAQ/OMX             
RUSSELL             
S&P             
Note: Available index families for major providers are presented in the table. A tick (cross) means the provider offers 
(doesn’t offer) this type of index. An=analytical stock market indices; Gl=global stock market indices; St=style indices 
(growth/value, socially responsible or strategy indices); In=industry/sector indices; Rg=regional indices; Ma=market 
capitalization indices (large, mid, small); Cu=customized indices. He=Hedge Fund indices; Fi=Fixed Income indices; 
Re=Real Estate indices; Co=commodity indices. Al=alternative strategy indices.  
Source: Author’s own, developed using Fabozzi (2000), Schoenfeld (2004) and Index Provider’s Websites from 
www.IndexUniverse.com. Data up to December 2008. 

When looking for ways to measure performance, practitioners have developed 

hundreds of indexes by dividing a market into pieces. Table 3 shows a brief summary 

of the most important index providers’ indices. As can be seen, typical divisions in 

stocks are style (growth vs value7, Socially Responsible Investments8, or even 

strategy benchmarks9), sector, industry, region (developed vs. emergent) or market 

capitalization (large-cap, mid-cap, and small-cap). In Fixed Income Indexes, 

common divisions are based on sector, structure, maturity or rating; whereas in 

Hedge Fund Indexes, style is one of the preferred criteria. There is no theoretical 

justification to break down a market unless each piece can be treated as a ‘different’ 

asset class (a different analytical market) with different risk and return 

characteristics. For example, if growth and value stocks are proven to have a 

different associated risk and return, we can create one index for the growth 

analytical market, and another for the value analytical market10. Despite the 

                                                           
7 Complete information in Platt et al. (2004). 
8 The Social Investment Forum defines this as an investment process that considers the social and environmental 
consequences of investments within the context of rigorous financial analysis. 
9 Strategy benchmarks are developed by proxying active investment strategies [Kuenzi (2003)]. 
10 Value stocks are attractive for their intrinsic value, whereas growth stocks show above-average earnings growth [see Fama 
and French (1993) for an introduction]. 
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historical interest in these questions, no consensus exists. Empirical literature shows 

contradictory results, and the category definitions are not totally accepted for all the 

participants in the market. It should be noted that almost all index providers and 

academics use a different criterion to classify stocks, bonds, or Hedge Funds into 

groups.11   

The second objective of an index, related to the discussion presented above, is 

exposure. This objective is clearly practical. Financial institutions might want to 

provide their clients with exposure to styles, market subsectors, countries or active 

strategies. It should be remembered here that the right exposure to an efficient 

market is total exposure to a global or analytical market (passive strategy). Other 

types of exposure can be understood as active strategies where we use a market 

index to provide them.  

Although they are less important in my view, other practical uses for indexes are as 

economic indicators (reflecting economic cycles bubbles, crashes, or the hopes and 

fears of economic actors) and as the basis for investment vehicles such as index 

funds, derivatives or ETFs [Schoenfeld (2004)].  

22..44..  BBUUIILLDDIINNGG  MMAARRKKEETT  IINNDDEEXXEESS::  CCHHAARRAACCTTEERRIISSTTIICCSS  OOFF  AA  ‘‘GGOOOODD’’  

IINNDDEEXX  

Before I start a detailed analysis of market indexes, I should describe some of the 

characteristics12 that a market index must have. From a theoretical point of view, the 

main objective of an index is to measure total market performance. This means that 

an index must be a representative complete investable capitalization-weighted 

portfolio. A market index is representative if it proxies well an analytical or global 

market; complete if it reflects all existing assets, investable if it uses available assets 

and capitalization-weighted if it is weighted according to components’ capitalization. 

If an index has these four characteristics, it ‘is’ the total market, if not, biases 

                                                           
11 See Fama and French (1993), Fung and Hsieh (2002), Schoenfeld (2004) or Andreu (2008) for some examples of this 
problem. 
12 A similar approach can be found in Schoenfeld’s (2004) seven key criterias. 
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appear. From a practical point of view, the following characteristics are also 

interesting: (i) clear rules (index component selection, rebalancements, treatment of 

coupons or cash flows in Fixed Income indexes, Hedge Funds inclusions or 

exclusions, etc.); (ii) easy access to data (still a key issue for Fixed Income or Hedge 

Fund indexes); (iii) availability of index based products to reduce costs and tracking 

errors; (iv) low turnover and transactional costs. 

33..  AANNAALLYYSSIINNGG  MMAARRKKEETT  IINNDDEEXX  BBIIAASSEESS  

This section contains a conceptual and theoretical analysis of market index biases. At 

the end of the article, in the appendix, Table 4 presents market index’s biases in 

different world indices such as stocks, Fixed Income, Hedge Funds, Real Estate and 

commodities. 

33..11..  TTHHEE  SSAAMMPPLLEE  BBIIAASS  

The sample bias is the difference between the return of an index and the total 

market return. This difference depends on which sample is chosen for the index. It is 

a statistical bias between population (universe) and sample13. It is also known as 

representation bias14. If the sample bias is not correctly taken into account, we can 

find that different market indexes can have very different performance and risk 

characteristics whilst proxying the same analytical market [Amenc and Martellini 

(2003) or Reilly et al. (1992)]. I analyse this bias in detail in the following 

paragraphs. 

Completeness and investability are two sides of the same coin, and the trade-off 

between them is clear. If an index is complete (i.e. if it contains all the existing 

assets at each point in time) the sample bias is zero, although the tracking error 

increases because of illiquidity, turnover and transactional costs and because it is 

impossible to buy all components. On the other hand, tracking error can be 

                                                           
13 Different sampling strategies are commented on in the tracking error section of this article. 
14 See Liew (2003). 
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minimized by limiting completeness and representativeness and by putting more 

emphasis on investability (i.e. all index components must be liquid and available, 

and costs must be lower) when selecting the sample, although this increases the 

sample bias.  

Float adjustment: A market index must proxy all the available assets in an analytical 

market. Some assets are not really part of the market because they are held by 

founders, directors, officers, family trusts, governmental bodies or venture capital 

firms; therefore, these must be eliminated from the calculation of outstanding 

assets15. This is the principal aim of float adjustment. It is very difficult to know 

which assets are not available because this information is not always public. Float 

adjustment is also a source of tracking error for index followers because it is not 

clearly defined (each index vendor uses a different methodology). It is also a source 

of selection and sample bias if the rules used to calculate float adjustments are not 

totally clear or not adjusted to representativeness guides.  

Selection bias: The selection bias is a source of sample bias. In theory, an index 

must be built using representativeness as the key consideration. In practice, other 

rules of governance (which have nothing in common with representativeness) are 

used to select index’s components, and to decide the moment and magnitude of the 

index’s rebalancements16. Governance rules can generate sample bias through 

‘subjectivity’ in their application and can disturb indexes in a more active way than 

would a passive tool. Again, a trade-off is clear. Continuous rebalancement or very 

strict governance rules can be useful for reducing selection and sample biases, but 

they also increase costs and consequently tracking error. The selection bias is more 

important in narrower stock indexes (those proxying sectors, countries or investment 

styles) because there is no agreement on what can be called ‘growth’ or on how 

many sectors can be defined in an economy. The selection bias is also very 

important in other assets such as bonds, Hedge Funds or REITs where constructing a 

good sample of the market is difficult and sometimes subjective. Although some 

voices call for less transparency in index construction rules [Gastineau (2002a, 

                                                           
15 The cases of Japan (1980s-90s), telecom privatization in Europe (1990s) and Yahoo’s inclusion in the S&P500 are clear 
examples of the need for this adjustment.  
16 Limited components, minimum ranges of capitalization, fluctuation bands or arbitrary rebalancements are some typical 
governance rules usually applied by index committees. Committees can be also affected by psychological biases (euphoria or 
panic) or by the agent problem. 
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2002b)], transparency and clear governance are the cornerstone of attempts to 

reduce selection bias and its related tracking error. 

The sample bias in Hedge Fund Indices: As we have seen before, the sample bias 

appears when the index portfolio does not fully represent the “universe” or 

“population”. The sample bias becomes especially important in Hedge Funds because 

it biases performance upward and risk downward [Fung and Hsieh (2002) and Park 

et al. (1999)]. There are various issues with this. First, it is difficult to define the 

‘universe’ when it grows constantly and is made up of a great variety of strategies 

[Amenc and Martinelli (2003)]. This heterogeneity means that more empirical studies 

are necessary to determine whether we can speak of one or more analytical markets 

inside the Hedge Fund family. Second, existing Hedge Fund Indexes are calculated 

with a small part of the population, sometimes with a fixed number of components, 

and using different inclusion and classification criteria (selection bias). Third, the 

sample bias is affected by other well known biases in the Hedge Fund literature: the 

survivorship bias (only surviving Hedge Funds are usually taken into account when 

building the indexes), the participation bias (available information is affected by the 

Hedge Fund manager’s ability to stop reporting information to the index vendor), and 

the instant history bias (index vendors backfill a fund’s historical returns when a fund 

is incorporated). Finally, not all Hedge Funds are available to investors, meaning that 

the trade-off between completeness and investability reaches a high degree of 

complexity. For all these reasons, some authors have proposed different ways of 

creating alternative Hedge Fund Indexes: Fung and Hsieh (2002) use FOFs (Fund of 

Funds), and Amenc and Martinelli (2003) use the Kalman filter, principal components 

and portfolio techniques.  

The sample bias in Fixed Income Indexes: Again, the sample bias with Fixed Income 

becomes especially important. Some points must be taken into account. First of all, 

the universe is broader than that of the stock. Second, the great variety of Fixed 

Income assets (maturities, risks, etc.) makes it difficult to speak about one or more 

analytical markets and consequently to decide whether one or more Fixed Income 

Indexes are needed. Third, the lack of public information about prices is also a key 

issue. There is no widely accepted source of bond prices, although some efforts have 

been made in that direction. Four, the selection bias is always present because each 

index provider uses different rules to select the index’s constituents. Finally, turnover 
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costs are high in Fixed Income Indexes, so sampling strategies such as Factor-Based 

Optimization or Stratified sampling are necessary. Although existing Fixed Income 

Indexes are calculated using very different rules, the statistical characteristics and 

high correlation between them suggest that they are measuring the same market 

[Schoenfeld (2004)].  

The sample bias in Real Estate: the first problem with this type of asset is the 

magnitude of the universe. Most of the attempts to create a Real Estate Index use 

only traded Real Estate, so the sample bias is clear because REITs or Real Estate 

assets created by securitization are only a small part of the universe. Despite this 

general approach, some attempts try to capture a bigger part of the market 

[Englund et al. (1999)]. The second problem is heterogeneity: Equity REITs, 

Mortgage REITs or Hybrid REITs are only some of the huge number of Real Estate 

assets, and it is difficult to determine if we are dealing with one or more analytical 

markets. Finally, Real Estate Investment Trusts (REITs) are actively managed Real 

Estate portfolios. The creation of REITs Indexes as a proxy of the Real Estate 

analytical market must be done with care because hidden active strategies disturb 

the supposed passive indexes.   

33..22..  TTHHEE  CCOONNSSTTRRUUCCTTIIOONN  BBIIAASS  

The construction bias is the difference between the return of an index and the real 

total market return and is caused by the use of different weighting criteria or 

methodologies in the construction of the index. The main objective of an index in a 

perfect market is to measure the total performance of an analytical or global market. 

As seen in Andreu (2008), the performance and risk of a passive strategy must 

coincide with the performance and risk supported by a hypothetical investor holding 

the total market. To get this result we must compare total market value at two 

points in time whilst taking into account all the benefits derived from holding the 

portfolio that are not incorporated into asset prices (dividends, offering rights, etc.) 

These are commonly known as total return indexes (as opposed to net return 

indexes17). The only theoretically based tool to achieve this aim is a Laspeyres index 

                                                           
17 Market Indexes measuring returns nets of dividends and rights offerings. 
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with capitalization weightings, which has been adjusted for inflation and for benefits 

not incorporated into prices. Despite this evidence, index vendors use different 

weighting criteria and construction rules to calculate market indexes. The use of 

different weightings is done to capture consciously or not the efficient and active 

bias. Equal-weightings, GDP weightings or alternative weightings are less affected by 

the incorporation of new assets to the market, but do not hold the macro-

consistency criterion and can be interpreted as hidden active strategies. In the 

following paragraphs, I revisit the most common construction rules and study how 

they generate the construction bias, paying special attention to this bias in Hedge 

Funds, Fixed Income and Real Estate. 

Available Data: The basic input needed for a good market index is information. 

Although most analytical markets provide enough trustworthy information, this is not 

the case for all markets. Emerging Stock, Fixed Income or Hedge Funds markets do 

not always provide all the necessary information: thin trading, bond price databases 

that are not widely accepted and even non-coinciding closing prices are part of this 

problem.  

Weighting criteria  

1) Market-Capitalization-Weighting (Value Weighting): This is the only theoretically 

based weighting criterion. It is consistent with a buy and hold strategy, with the 

Modern Portfolio Theory (MPT) and the macro-consistency criterion. It also has low 

turnover costs [Schoenfeld (2004), Cloyd et al. (2004) and Arnott et al. (2005)]. As 

was shown previously, the capitalization weighting must take into account float 

adjustments. 

2) Equal-Weighting: Here the portfolio’s components are held in the same 

proportion. This is possibly because for every defined period, the index is rebalanced 

by selling those assets that have risen and by buying those that have suffered a 

price decline. This weighting criterion can be seen as a pseudo-active strategy for 

two reasons. First, it is a contrarian strategy that tries to capture mean reversion by 

selling ‘winners’ and buying ‘losers’. Second, it captures the small firm effect thus 
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giving more weighting to smaller assets. Although this weighting criterion could 

generate higher risk adjusted returns through the capture of part of the efficient and 

active bias [Hamza et al. (2006)], it suffers from higher transactional and illiquidity 

costs. Liquidity-Tiered Weighted indexes or Structured-Tiered Weighted indexes are 

sophisticated variants of equal-weighted indexes. 

3) GDP-Weighting: In this instance, GDP is used to weight countries in the 

construction of worldwide market indexes or emergent market indexes. Because the 

weighting criterion is the GDP, indexes are rebalanced yearly. Although this 

weighting can produce superior returns, it has problems with the delay and reliability 

of the economic data and suffers from sample and construction bias.  

4) Price-Weighting: Here price is the only underlying variable taken into account, 

which means a higher priced stock will have a higher weighting in the index. A price-

weighted index measures the average price level of the market. The index value is 

obtained by dividing the sum of the current prices of the component stocks by a 

divisor. Price Indexes suffer from a higher tracking error because it is difficult to 

track this type of index and from a sample bias and construction bias. 

5) Alternative weighting criteria: This allows us to have as many alternative 

weightings as we like. Lo (2001) even suggests personal indexes (with personalized 

weightings) could be available in the near future. Until personal indexes arrive, some 

indexes are weighted using price, negotiation criteria, volume of operations or 

fundamental rules18.  

Construction rules:  Mathematical rules that are used to build market indexes are 

called construction rules. First of all, a market index should be a Laspeyres 

capitalization-weighted index19, but index vendors construct Paasche, Modified 

Laspeyres, Marshall-Edgeworth or Arithmetic Price Mean indexes and these are 

followed by hundreds of passive investors. In the end, I have decided not to include 

a complete list of most common index construction formulae here, although these 

                                                           
18 Fundamental Indexes in Arnott et al. (2005), Estrada (2006) or Hsu (2006). 
19 An arithmetic capitalization weighted mean is equivalent to a Laspeyres Index.  
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can be found in Broby (2007). Second, another important fact is how special events 

are treated. How cash/stock elections, dividends, mergers, spin-offs, splits or 

bankruptcies are treated is not a trivial matter. As a general rule, it should be 

remembered that all necessary adjustments must look for the correct measurement 

of an analytical market’s performance. Finally, periodical rebalancements affect 

market and indexer’s performances20 and reduce or increase the sample bias and 

tracking error. 

The construction bias in Hedge Fund Indexes: Almost all Hedge Fund indexes are 

equal-weighted. Only CSFB/Tremont uses a capitalization weighting approach21 

[Amenc and Martinelly (2003), Schoenfeld (2004) and Fung and Hsieh (2002)]. More 

sophisticated techniques such as the pure synthetic methodology have been 

suggested in the literature as means of solving data restriction problems [Amenc and 

Martinelli (2003)]. Another important issue in the construction of Hedge Fund 

indexes are fees. Managers’ fees must be eliminated before performance is 

measured, and there is no consensus as to how this must be done.  

The construction bias in Fixed Income Indexes:  Although almost all index providers 

use value-weighting and monthly reconstitution (because only some equal-weighted 

indexes are available), almost nobody uses the same rules to treat intramonth 

payments and principal repayments22.  

The construction bias in Real Estate Indexes: As seen before, most Real Estate 

Indexes are built using REITs. These indices are float-adjusted value-weighted 

portfolios with monthly or quarterly reconstitution. Other approaches to building Real 

Estate Indexes are mean or median price indexes, Crude Regression Models or more 

complex EQR or WRS models23 [Englund et al. (1999)].  

                                                           
20 Reactions to reconstitution activities were detected in the S&P500 and the Russell 3000 [Siegel (2003) and Madhavan 
(2002)].  
21 The opacity of the Hedge Fund industry makes it easier to construct Equal-Weighted Indexes than Capitalization-
Weighted Indexes.  
22 Despite differences in construction rules and sampling strategies, empirical evidence concludes that existing Fixed Income 
Indexes share similar statistical characteristics and a high correlation [Reilly et al. (1992) and Schoenfeld (2004)]. 
23 Contrary to Fixed Income Indexes, construction and sample biases generate performance and risk differences in Real 
Estate Indexes. For example, Breidenback et al. (2006) shows how betas can differ when using several Real Estate Indexes as 
market proxies.  
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33..33..  TTRRAACCKKIINNGG  EERRRROORR  

Tracking Error has been defined as the difference between portfolios’ performance 

when proxying the index and the index at a point in time. This difference is caused 

by commissions and turnover costs. Despite the importance of risk in an investment, 

no emphasis has been placed on applying it to tracking error measures. If pte  is the 

tracking error of the portfolio at a specific point in time ( t ), ptR  the portfolio’s return 

and bR  the benchmark return, tracking error is calculated as: 

bptpt RRe 
 

Using Chiang (1998), Frino and Gallagher (2001, 2002) and Frino et al. (2004) as a 

reference, I classify the sources of tracking error into two main groups: 

a) Exogenous component: This is derived from factors affecting the index 

maintenance and from market frictions. The exogenous component is formed by: i) 

Index Adjustments, which are additions, deletions, share issuances, share 

repurchases, spin-offs, mergers, takeovers, splits and periodical changes;24 ii) 

Dividends and rights offering, which are basically related to time delay in the receipt 

and re-investment hypothesis; and iii) Market Frictions, which are explicit 

transactional costs (brokerage fees and commissions) and implicit transactional costs 

(bid-ask spreads, price impact and wealth erosion25). 

b) Endogenous component: this arises from the portfolio replication of the underlying 

index (proxying the market), the benchmark volatility when the portfolio is not 

perfectly aligned with the index, and cash flow movements in the portfolio (flow-

induced trading, for example, in funds).  

                                                           
24 Blume and Edelen (2004) show tracking error can be very sensitive to changes in portfolio or index’s weightings. 
25 Wealth erosion appears when an index change is announced and becomes known to all participants. Then, it is possible to 
stablish a winning strategy against those who follow the index.  
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As we have seen, one of the most important sources of tracking error is the 

portfolio’s replication strategy. Understanding how the portfolio proxies the 

benchmark is absolutely essential to understanding tracking error. The following are 

four different strategies for achieving this: 

1) Full replication: This requires holding all the index’s components in the exact 

same proportion as the underlying benchmark. This strategy minimizes the sample 

bias and tracking error (if all the index construction rules are clear and public), but 

does not eliminate them. Full replication is difficult to implement due to money 

restrictions, transactional costs and illiquidity questions. 

2) Sampling strategies: These are sampled portfolio proxy indexes that do not hold 

exactly the same components, or do not hold these components in the same 

proportion. Here we find the following traditional statistical sampling strategies and 

specific financial approaches26: i)Traditional Sampling Strategies; these include 

random sampling or unequal-probability sampling and are clearly not optimal; ii) 

Stratified Sampling; this divides Index components into groups using dimensions. 

Some assets are then selected within each group and weighted using market 

capitalization. This approach is common to proxy Stock and Fixed Income Indexes; 

iii) Factor Analysis, or Principal Components Analysis; this looks for factors defining 

an index’s performance and risk and uses them to build proxy portfolios. Other 

techniques such as clustering or discriminant analysis can also help achieve this 

objective; iv) Sample quadratic optimization; this, along with other linear 

techniques, constructs minimum tracking error portfolios within a set of parameters. 

Least Square estimators or other more robust estimators (LAV, Huber M or Tukey 

redescending M-estimators) are used to define weightings in proxy portfolios 

[Hampel et al. (1986), Alderson and Zivney (1989), Duarte and Mendes (1998), 

Rudolf et al. (1999), Bamberg and Wagner (2000) and Huber (2004)]; and finally, v) 

Blended Approaches; these combine different sampling strategies to proxy different 

parts of a benchmark.  

 

                                                           
26 See Benedetto and Ferreira (2000) for a more complete analysis of modern sampling. 
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3) Derivatives based strategies: These provide another way of replicating a market 

index by using index based derivatives. This strategy eliminates common problems 

regarding sample strategies, rebalancements, component changes, etc. Tracking 

error is then only created by transactional costs, liquidity costs and counterpart and 

basis risk. Sample bias in this type of portfolio is also eliminated. 

4) Naïve Replication: Nanda and Peters (2006) show that a very long naïve buy and 

hold strategy can generate almost the same performance (risk-adjusted returns) 

than a specific index. The strategy consists of buying the existing stocks in a market 

and not changing them for a long time. Although this strategy should be analysed in 

the context of other markets, it seems an interesting idea to exploit.  

Once we have understood tracking error sources, we need to measure them. Some 

Tracking Error Measures have been defined in the literature by using performance 

differences, although these calculations do not incorporate risk [see Roll (1992), 

Pope and Yadav (1994), Rudolf et al. (1999), Frino and Gallagher (2001, 2002) and 

Frino et al.  (2004) for further information]: 

1) Average Absolute Tracking Error:  
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This measure calculates the average of the absolute differences between the 

portfolio and the benchmark’s return. 

2) Standard Deviation of Tracking Error: 
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This formula measures how the difference in returns varies between the index 

portfolio and the benchmark’s return. 
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3) Standard Error of the Residuals of a Return Regression: 

ptbtpppt RR    

If the return of the index portfolio p is regressed on the return of the benchmark 

index b, the standard error of the regression equation provides an estimate of the 

tracking error similar to pTE ,2 . Pope and Yadav (1994) note that if beta is not exactly 

equal to one, then the regression residuals will differ from pTE ,2 . 

4)Standarized measures:    
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If we have different indexed portfolios we can define standarized measures. We 

subtract the average tracking error of the group of indexed portfolios ( pTE ,1 , pTE ,2 ) 

from the pTE ,1  of each portfolio and divide it by the standard deviation of the funds’ 

tracking error ( p,1 , p,2 ) [Frino et al. (2004)]. 

Once tracking error has been measured, two interesting questions need to be 

answered. Is tracking error constant over time or does it present seasonal patterns? 

Is the proxy portfolio constantly underperforming or outperforming the market? Frino 

and Gallagher (2002) and Frino et al. (2004) introduce different strategies to test 

these ideas while analysing indexed funds’ returns. 

Up to now I have said that obtaining the benchmark’s return seems to be impossible. 

In some studies, even passive investment does not seem to be a superior alternative 
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to active funds after costs are taken into account. Chiang (1998) and Frino and 

Gallagher (2001, 2002) show Australian indexed funds suffer tracking errors of 

between 0.03 and 0.242, whereas tracking error is a little lower with American 

indexed funds. Despite these clear results, Nanda and Peters (2006) reach some 

curious conclusions in their paper. The construction of a very naïve portfolio at a 

specific point in time and its maintenance during a long period without any change 

can provide investors with an almost costless strategy to proxy the market, without 

following an index and its rebalancements. Treating this last result cautiously, it 

seems we should focus empirical studies on tracking error sources and on strategies 

to reduce it. In empirical terms, the literature has focused on exogenous factors and 

tracking error minimization models and has paid less attention to endogenous 

components and what I call here alternative strategies. It is obvious that funds 

following a full-replication have less tracking error, but differences in tracking errors 

when using alternative replication strategies have been not analysed. 

Regarding exogenous sources of tracking error, Frino and Gallagher (2001, 2002) 

and Frino et al. (2004) analyse the S&P500 and the Australian market. They 

conclude that revisions and share issuances have the greatest impact on tracking 

error, whereas spin-offs, dividends and transactional costs are less important. The 

cost of trading is positively related to tracking error, whereas share repurchases are 

found to be negatively related. In these studies, the authors also point out 

seasonalities in tracking error. These are basically created in March, June, 

September and December, and can be partly avoided by certain buying strategies 

[Blume and Edelen (2004)]. Finally, there is no evidence that index funds 

consistently outperform or underperform the benchmark. 

Regarding endogenous sources of tracking error, Blume and Edelen (2004) conclude 

that large index funds have lower tracking error because they usually use full-

replication techniques. Another interesting result is that tracking error is positively 

and significantly related to cash flows and index volatility.  

Most tracking error minimization models are linear and based on simple definitions of 

tracking error. From a practical point of view, quadratic objective functions are 

difficult to interpret so simple models have come out on top [Rudolf et al. (1999)]. 
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Finally, I should make two additional comments. First, tracking error is impossible to 

eliminate in a portfolio that proxies the market, although it must be controlled 

carefully by passive investors. Tracking error is generated by exogenous or 

endogenous factors, but tracking error sometimes hides active strategies or active 

bets taken by managers. These bets are not genuine tracking error. To determine a 

manager’s active bets, it is useful to use the Information Ratio. Second, alternative 

strategies are not necessarily related to a better replication of the market or a 

reduction in transactional costs. For example, some mutual funds and institutional 

investors use Internal or External Crossing, Alternative Trading Systems, Tax-

Efficient Strategies or Security Lending to generate returns to compensate tracking 

error deviations [Schoendfeld (2004)]. 

33..44..  TTHHEE  EEFFFFIICCIIEENNCCYY  BBIIAASS  

Efficiency bias: This is the difference between the return of the market portfolio 

and the return that the efficient frontier pays for the assumed risk (see Figure 2 for a 

graphic representation of this bias). The efficiency bias can also be defined in terms 

of risk. In this case it is the difference between the market portfolio’s risk and the 

efficient frontier’s risk for that return. The efficiency bias is so called because it 

reduces when efficiency in a financial market grows.  



CChhaapptteerr  22..  MMaarrkkeett  IInnddeexxeess  iinn  DDeettaaiill::  BBiiaasseess  RReevveeaalleedd 
 

 102 

 

Figure 2 
Efficiency bias in Market Indices 

 
Note: Two hypothetical portfolios are presented in the figure. The efficiency bias has been defined from the return point of 
view.  

 

Passive investors follow a specific market index. We have seen that market indices 

are biased, so it is easy to understand that they are not optimal portfolios but a 

proxy of the market portfolio (assumed to be mean-variance efficient). Roll (1992), 

Diacogiannis (1999) and Gómez and Zapatero (2003) show theoretically that the use 

of non-mean-variance efficient benchmarks generates suboptimal solutions to the 

investment problem. Imagine, then, the best market index you can construct, with 

the lowest sample bias and with correct building strategies and capitalization 

weightings. Although we can expect better results using this ‘good’ index, we are still 

unable to draw more optimistic conclusions regarding mean-variance efficiency. 

Haugen and Baker (1991) show the inefficiency of capitalization weighted portfolios, 

so our ‘good’ index clearly falls within this group. This result is confirmed in Hwang 

and Satchell (2002) who also showed that equally weighted portfolios are far from 
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Markowitz’s efficient frontier. It is therefore obvious that even when they use the 

best index, passive investors are suffering from the efficiency bias. 

Having established this, we must propose another strategy, namely, the replication 

of the market portfolio. In reality, financial markets are not perfect and even if the 

total market is held, the efficiency bias is inevitable. On balance, even if security 

market prices efficiently reflect the best estimation of future cash flows, and even if 

all investors rationally optimize the relationship between risk and expected return, 

the market portfolio is likely to be inefficient [Haugen and Baker (1991), Haugen 

(2001) or Markowitz (2005)].  

Given that the efficiency bias is almost always present, it is strange that it has not 

been directly analysed by more authors. Indeed, some of the conclusions from well-

known articles on anomalies, the CAPM utility, the calculation of betas or the validity 

of active investments should be clarified by taking into account the efficiency bias. 

The use of non mean-variance efficient portfolios leads to mistakes in portfolio 

performance measurement, asset allocation, risk measurement, as well as 

miscalculations in betas [Hwang and Satchell (2002)]. These examples are merely 

illustrative, but it is easy to understand the implications of the efficiency bias for 

every financial development.  

All this suggests that the empirical analysis and measurement of the efficiency bias 

would provide a broad and interesting field of research for future articles. Before 

starting such an investigation, additional comments must be made. One way to 

reduce the efficiency bias is by working for a better market efficiency. The reduction 

of illiquidities, transactional costs or trade limitations improves market efficiency and 

smoothes the efficiency bias. These measures must be implemented by institutions, 

governmental bodies and regulatory organisations, although investors are also 

equipped with the tools for carrying this out. The only way an individual or 

institutional investor can reduce the efficiency bias is by changing their portfolio to 

reach a point nearer to the mean-variance efficient frontier. This should be given 

careful consideration by any passive investor holding the total market or worse, a 

market index proxying the market. How to reach better mean-variance efficient 

points is not a new problem. As Markowitz (1952) showed in his pioneering article, 
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two basic strategies are available: the investor should return to benefit maximization 

or risk minimization. The great difference now is that this can be done with different 

and more powerful tools than those existing in the 1950s. The financial community 

can now manage risk with VaR, CVaR and Downside measures and can proxy 

volatilities using GARCH methodologies, tools which were not available in the early 

days of finance. The next question here is whether a return maximization or risk 

minimization strategy can be developed as a reference or benchmark once we have 

seen that traditional indexes are biased. Would it be beneficial to create a market 

index with the explicit intention of reaching points nearer to the efficient frontier? 

Would it be beneficial to create return maximization or risk minimization indexes? My 

answer is affirmative.  

Andreu and Torra (2008) built Minimum Risk Indexes (MRI) to eliminate the 

efficiency bias by using parametric Value-at-Risk as a risk measure while 

constructing an ‘efficient index’ based on optimization. Although this study has 

received criticism from some quarters, it should be seen as a work in progress. The 

results in Andreu and Torra (2008) conclude that MRI are more mean-variance 

efficient than existing market indexes. Other studies have indirectly discovered 

strategies to reduce the efficiency bias in market indexes. Different weighting criteria 

(equal or GDP weightings) have been exploited to construct mean-variance efficient 

portfolios. Jobson and Korkie (1981) and Nanda and Peters (2006) found equally 

weighted portfolios can be efficient and can outperform a cap-weighted index; 

Hamza et al. (2006) shows that GDP-weighted portfolios produce higher returns than 

cap-weighted indexes and the same author concludes that equal weighted portfolios 

dominate GDP and cap-weighted indexes in terms of adjusted risk-returns. Finally, 

Arnott et al. (2005) show that fundamental indexes27 provide better mean-variance 

returns than cap weighted indexes, these results being robust to time and cycles and 

to bear and bull markets. 

To conclude, because the market portfolio is not on the efficient frontier, each 

investor must consider the best way to optimize his portfolio. Passive investors must 

reconsider their objectives by taking into account efficiency and index biases. The 

buy and hold strategy may be substituted by a pseudo-active one (e.g. fundamental 

                                                           
27 Fundamental indexes are built using fundamental criteria to weight index components. 
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or minimum risk indices) in some cases. Consequently, frontiers between active and 

passive investment become blurred when we penetrate the heart of finance. 

33..55..  TTHHEE  AACCTTIIVVEE  BBIIAASS  

Active bias: This is the difference between the market return and the best 

investment opportunity using the best investment strategy (opportunity cost).  

Active management has been one of the most analysed items in finance. Traditional 

financial theory concludes that an average investor outperforms an efficient market 

only by chance. Things are quite different when the market is inefficient [Etzioni 

(1992)] or when investors follow a market index full of construction biases. Marginal 

efficiency permits active investors to outperform the market using anomalies. Some 

anomalies disappear when they are made public because active investors trade 

against them recovering efficiency [Timmermann and Granger (2004), Dimson and 

Marsh (1999)] whereas other pockets of inefficiency are impossible to eliminate. 

Empirically, the usefulness of active strategies is not clear. Some studies [Sharpe 

(1966), Jensen (1968), Ippolito and Turner (1987), Malkiel (2000, 2003), Lakanishok 

et al. (1992)] evaluate the risk-adjusted performance of professional managers and 

provide evidence that average mutual funds do not outperform a buy and hold 

strategy, whereas Williamson (1972) and McDonald (1974) suggest mutual funds 

generate excess returns. Kon and Jen (1979) show investor’s market timing 

capacities and Bauman et al. (2005) conclude that advisors help to generate a better 

investment performance. Other studies analyse predictability in financial markets 

using hundreds of financial variables with mixed results [see Andreu (2008) for a 

complete discussion]. Some conclude that predictability is possible whereas others 

deny this. In my opinion, some of the existing contradictions regarding the utility of 

active investment come from the fact that market index biases have never been 

taken into account. Empirical studies use market indexes without paying attention to 

their differences or biases or to the way they have been constructed. Most results 

are shown not to be robust to changes in indexes because market index biases play 

an important role that has never been deeply analysed. 
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Active investment is complementary rather than contrary to passive investment. The 

active bias can be solved using active or pseudo-active strategies. These strategies 

have been widely analysed [Grinold (1989)] but have not been indexed as a group of 

benchmarks that reflect opportunity costs. In my personal opinion, active 

benchmarks need to be developed for two reasons: 1) to measure active biases, and 

2) to evaluate active managers using the correct tools. An active manager can not be 

evaluated using the CAPM or a cap-weighted index because alpha generation, betas 

and performance are not correctly calculated using traditional market indexes. Active 

benchmarks or strategy benchmarks [Kuenzi (2003)] seem to be the solution. 

44..  CCOONNCCLLUUSSIIOONNSS    

Market indexes have been used since the beginning of the 1900s. Belief in market 

efficiency and Modern Portfolio Theory meant that passive investment was 

considered optimal and that indexes quickly spread to cover all existing assets, 

sometimes too fast. These indexes are affected by five biases because the market is 

not totally efficient and because practioners and academics do not always correctly 

develop market indexes.  

Given that an index must proxy a market, it is essential to correctly define the term 

‘market’. Market divisions using capitalization ranges, sectors, industries or 

investment styles cannot be justified if each piece cannot be treated as a different 

asset class (or analytical market) with different risk and return characteristics. A 

‘good’ market index must be a representative complete investable capitalization-

weighted portfolio: it should proxy a market that reflects all existing available assets 

and weights them using capitalization.  

This article first looked at the sample bias (i.e. statistical bias between population 

and sample). If an index is complete, the sample bias is zero but tracking error 

increases because of illiquidity, turnover and transactional costs. On the other hand, 

limiting completeness minimizes tracking error but increases the sample bias. The 

selection bias is an important source of sample bias. In practice, indexes’ rules of 

governance generate sample bias because they are ‘subjectively’ applied. The 
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sample bias is especially important in Hedge Funds, Fixed Income assets and Real 

Estate. The construction bias (i.e. the differences between indexes’ and markets’ 

returns due to construction criteria) is specially important in Hedge Fund Indexes. 

Theoretically, a market index must be built using a capitalization-weighted Laspeyres 

methodology which is adjusted for benefits that are not incorporated into prices and 

for inflation; however, in practice other criteria are used. Altering the weights or the 

construction methodology when building an index has clear performance and risk 

implications. Tracking error, the third bias, can be generated by exogenous (i.e. 

index adjustments, dividends, rights offerings and market frictions) and endogenous 

sources (replication strategy). Although it is impossible to eliminate tracking error, it 

must be reduced and be seen as a way of determining active bets taken by portfolio 

managers. The efficiency bias (i.e. the difference between the market’s return and 

the efficient frontier’s return for an assumed risk) emphasizes the fact that neither 

market indexes nor market portfolios are located in the efficient frontier. To reduce 

the efficiency bias, it is necessary to invest in mean-variance efficient portfolios, 

building them with, for example, return maximization or risk minimization processes. 

This idea is partly developed with Minimum Risk Indices (MRI) by Andreu and Torra 

(2008). Although the approach is simple, the technique seems to produce market 

indexes with less risk and higher return. Finally, the active bias (i.e. the difference 

between a market’s return and the best investment opportunity) can be reduced by 

using active or pseudo-active strategies. This paper has not tried to analyse active 

strategies although it should be noted that active strategies should be benchmarked 

as references of active bias and opportunity costs.  

 
55..  FFUUTTUURREE  RREESSEEAARRCCHH 

In our opinion, a theoretical analysis of indexes’ foundations, objectives and 

characteristics and an in depth study of index biases were necessary. This is because 

we have to understand why passive investors get specific results, or why an index 

performs in a given way before we embark on an empirical study of indexing. There 

was nothing in the literature that showed how proposed biases affect active and 

passive strategies or indexes’ performance. Future research should aim to complete 

this theoretical approach with empirical evidence regarding statistical index 

properties and index bias measurement. 
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66..  AAPPPPEENNDDIIXX  
 
 

Table 1 
Time Line of Index-Based Vehicles and Strategies 

Period Major Developments 
1890-1920s First Stock Market Indexes (Dow Jones and S&P’s pioneer indexes). 
1950-60s Modern Portfolio Theory, Efficiency and CAPM studies. 

Pioneering Commodity and REITs Indexes (Commodity Research 
Bureau Index, 1957; NAREIT Index, 1969) 

1970s First Institutional (1971/1973) and retail index fund (1976).  
First International Equity Index Fund (1979). 
Malkiel (1973) and Samuelson (1974) spread indexing. 
First Fixed Income Indexes. 

1980s Stock Index Futures and Options (US,1982;UK,1984; Japan,1986). 
Expansion of index funds. 
First Fixed-Income Index Fund. 

1990s Growth of index fund assets. Indexing grows in Japan and Europe. 
Launch of ETFs in Canada and US (TIPs, SuperShares, SPDR) 
(1991-1993). 
Investable Emerging Markets Indexes (EMI) and first EMI funds 
(1991-1994). 
Spread of Commodity and REITs Indexes (S&P-Goldman Sachs 
Commodity Index, 1991; Dow Jones-AIG, 1998; Dow Jones Wilshire 
REIT Index, 1991; Morgan Stanley REIT Index, 1994) 
First Hedge Fund Indexes. 

2000s Global ETF explosion (equity and fixed income). 
Float-adjustment. 
Options and SSFs on ETFs. 
Launch of commodity and currency ETFs. 
Development of alternative indexed assets (Art, Venture Capital, 
etc.). 

Source: Author’s own using Schoenfeld (2004), p.12 and p.627, and Bloomberg. 
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Table 2 
Indexing Literature by asset class: some guidelines 

Asset Literature 
Stocks Bamberg and Wagner (2000), Frino and Gallagher 

(2001), Madhavan (2002), Gastineau (2002a, 
2002b), Kuenzi (2003), Schoenfeld (2004), Blume 
and Edelen (2004) and Arnott et al. (2005) among 
others. 

Fixed Income 
Reilly et al. (1992) and Schoenfeld (2004) among 
others. 

Hedge Funds 

Park et al. (1999), Fung and Hsieh (2001, 2002), 
Amenc and Martinelli (2003) and Schoenfeld (2004) 
among others. 

Real Estate 
Englund et al. (1999), Schoendfeld (2004) and 
Breidenbach et al. (2006) among others. 

Emerging Markets 

Tyandela and Biekpe (2001), Frino and Gallagher 
(2002), Fernandes (2004) or Hamza et al. (2006) 
among others 

Source: Author’s own. 
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Table 4 
Biases in well-know Market Indices 

Stocks Sample Bias Construction Bias 
 Sample Bias Float adjustment Selection bias Weighting Formula Special Events Rebalancement 

Historical        
Dow Jones Averages    Pri A.M. Div, Spl, Spi, Mer, Tak, Rig Rare 
FTSE 100    Cap A.W.M. Div, Spl, Spi, Mer, Tak, Rig Quarterly 
NASDAQ Composite Index  (83.7%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Ongoing 
NYSE Composite Index    Cap L. Div, Spl, Spi, Mer, Tak, Rig Ongoing 
S&P500  (75%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Ongoing 

        
Total Market-USA        

DJ Willshire 5000    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Quarterly 
Morningstar US Market   (97%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Quarterly/Semi-annual 
MSCI US Broad Market  (99.5%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Quarterly/Semi-annual 
Russell 3000  (99%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Annual 
S&P1500  (85%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Ongoing 

        
Total Market-World        

DJ Wilshire Global     Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Monthly 
DJ Global Titans 50    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Annual 
FTSE All World  (98%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Annual 
MSCI ACWI    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Quarterly/Semi-annual 
Russell Global   (98%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Annual 
S&P Global 1200 (70%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Ongoing 
S&P/Citigroup BMI    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Annual 

        
Emerging Markets        

DJ Wilshire Emerging M.    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Monthly 
FTSE Emerging M.    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Annual 
MSCI Emerging M.    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Quarterly/Semi-annual 
S&P Emerging M.    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Quarterly/Semi-annual 
Note: The table does not try to include all existing market indices. Sample and Selection bias=a tick (cross) means the index presents a high (low) bias. %= market percentage 
captured by the index. Float adjustment= a tick (cross) means the index has (does not have) free float adjustment. Weighting: Pri=Price, Cap=Capitalization. Formula: 
A.M.=Arithmetic Mean, A.W.M.=Arithmetic Weighted Mean, E.W.A.=Equal Weighted Average. L=Laspeyres (L=AWM if weighting=capitalization). Special Events (Adjustments): 
Div=Dividend, Spl=Split, Spi=Spin-off, Mer=Merger, Tak=Takeover, Rig=Rights offering. Rebalancements=rebalancement periodicity.  
Source: Author’s own using Index Providers’ Websites from www.IndexUniverse.com. Data up to December 2008. 
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Table 4 (continuation 1) 
Biases in well-know Market Indices 

Stocks and Fixed Income Sample Bias Construction Bias 
 Sample Bias Float adjustment Selection bias Weighting Formula Special Events Rebalancement 

Style Indexes        
DJ Wilshire Style     Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Quarterly/Semi-annual 
DJ Sustainability World (10%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Annual 
FTSE4Good     Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Semi-annual 
FTSE RAFI    Fac ¿? ¿? Annual 
Morningstar Style    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Semi-annual 
Morningstar Wide Moat    Equ L. Div, Spl, Spi, Mer, Tak, Rig Quarterly 
MSCI Global Value&Growth    Cap ¿¿?? Div, Spl, Spi, Mer, Tak, Rig Semi-annual 
MSCI Equal Weigthed    Equ E.W.A. Div, Spl, Spi, Mer, Tak, Rig Quarterly/Semi-annual 
Russell Value&Growth    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Annual 
S&P Shariah (60%)   Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Monthly 
Jantzi Social Index    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Ongoing 
Ethibel Sustainability Index    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Semi-annual 
Domini 400 Social Index    Cap A.W.M Div, Spl, Spi, Mer, Tak, Rig Ongoing 

        
Fixed Income        

FTSE Global Bond    Mak A.W.M Cou, Acc, Rep, Rei Monthly 
Morningstar MCBI    Mak A.W.M Cou, Acc, Rep, Rei Monthly 
S&P NMBI    Mak A.W.M Cou, Acc, Rep, Rei Monthly 
LehmanBrothers F.Income    Mak ¿? Cou, Acc, Rep, Rei Monthly 
Merrill-Lynch Global Bond    Mak ¿? Cou, Acc, Rep, Rei Monthly 
JP Morgan Fixed Income    Mak ¿? Cou, Acc, Rep, Rei Monthly 
EuroMTS    Mak A.W.M Cou, Acc, Rep, Rei Monthly 
Note: The table does not try to include all existing market indices. Sample and Selection bias=a tick (cross) means the index presents a high (low) bias. %=market percentage captured 
by the index. Float adjustment= a tick (cross) means the index has (does not have) free float adjustment. Weighting: Pri=Price, Cap=Capitalization, Fac= Factors defined by the index 
provider, Equ=Equal, Mak=Market Value. Formula: A.M.=Arithmetic Mean, A.W.M.=Arithmetic Weighted Mean, E.W.A.=Equal Weighted Average. L=Laspeyres (L=AWM if 
weighting=capitalization). Special Events (Adjustments): Div=Dividend, Spl=Split, Spi=Spin-off, Mer=Merger, Tak=Takeover, Rig=Rights offering, Cou=Coupons, Acc=Accrued 
interest, Rep=Principal Repayments, Rei=Reinvestment hypothesis. Rebalancements=rebalancement periodicity.  
Source: Author’s own using Index Providers’ Websites from www.IndexUniverse.com. Data up to December 2008. 
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Table 4 (continuation 2) 
Biases in well-know Market Indices 

 Sample Bias Construction Bias 
 Sample (Sa) Selection (Se) Float (Fl) Survivorship (Su) Participation (Pa) Instant (In) Weighting Formula  Rebalancement 

 
Hedge Funds          

Dow Jones Hedge Fund       Cap A.M. Monthly 
FTSE Hedge Fund       Inv S.I. Annual 
S&P Hedge Fund       Equal E.W.A Monthly 
CASAM CISDM Hedge 
Fund 

   
 

  Equal A.M. Monthly 

CSFB/Tremont       Cap ¿? Quarterly 
Hennesse Group       Equal E.W.A Annual 
Hedge Fund Research       Equal E.W.A Monthly 
MSCI Barra Hedge       Med ¿? Quarterly 
Van Hedge       Equal E.W.A Monthly 

 Sample Bias Construction Bias 
 Sample Bias (Sa) Selection Bias (Se) Float Adjustment (Fl) Weighting Formula  Rebalancement 

Real Estate (REIT)*       
DJ Wilshire Real Estate    Cap A.W.M Quarterly 
FTSE EPRA/NAREIT    Cap P. Quarterly 
MSCI US REIT    Cap L. Semi-annual 
S&P/Citi Global Property    Cap A.W.M Quarterly 

       
Commodities       

Dow Jones AIG CI    Liq&Pro ¿? Annual 
Morningstar CI♠    Mag&Mom ¿? Annual 
S&P GSCI    Pro ¿? Monthly 
Goldman Sachs CI    Pro ¿? ¿? 
Reuters-CBR     Equal A.M/G.M. ¿? 
Note: The table does not try to include all existing market indices. Sample (Sa) and Selection bias (Se) =a tick (cross) means the index presents a high (low) bias. Float adjustment (Fl)= a tick 
(cross) means the index has (does not have) free float adjustment. Survivorship (Su), Participation (Pa) and Instant history (In) biases = a tick (cross) means the index presents a high (low) bias. 
Weighting: Inv=Investability, Equ=Equal, Cap=Capitalization, Med=Median Asset, Liq=Future’s Liquidity, Pro=Commodity Production, Mag=Magnitude, Mom=Momentum. Formula: 
S.I.=Simple Index, A.M.=Arithmetic Mean, A.W.M.=Arithmetic Weighted Mean, E.W.A.=Equal Weighted Average, G.M.=Geometric Mean, L=Laspeyres (L=AWM if weighting=capitalization), 
P=Paasche. Rebalancements=rebalancement periodicity. *All Real Estate Indexes present dividend, split, spin-offs, mergers, takeover and rights offering adjustments. ♠ Morningstar 
Commodity Indexes are really indexed active strategies. 
Source: Author’s own using Index Providers’ Websites from www.IndexUniverse.com. Data up to June 2008. 
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Figure 1 
Growth of US Institutional Indexed Assets 
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Note: Following Schoenfeld (2004), p.33. Source: Pensions and Investments, annual May Surveys. 
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AABBSSTTRRAACCTT  

Is it possible to create new Market Indices that are less risky than current ones? I 

propose a methodological approach to deal with this question using Value-at-Risk 

Minimization on the parametric VaR method. With this approach I can obtain the 

optimal weights each share must have in the Index to minimize Risk measured by 

VaR. The author apply the method to three different stock markets and estimate 

Covariance matrices by different length moving averages. I would like to point out 

two innovations in the paper. First, an error dimension has been included in the 

backtesting and, second, the Sharpe Ratio has been used to select the ‘best’ 

model from all models presented. Although the estimation methods used are very 

simple, results seem very interesting. All indices are less risky than the Spanish 

IBEX 35 and the Argentinian Merval (current Market Index) and, surprisingly, 

more profitable; this does not happen in the American DowJonesSM .This highlights 

two points. First, my indices could manage market risk without the problems of 

current risk measures [Basak and Shapiro (2001)]. Second, similar investment 

strategies could beat the market in some cases, thus questioning the Efficient 

Market Hypothesis. The possible applications of Minimum Risk Indices are clear: 

they could reduce the risk assumed by institutional and mutual funds that 

nowadays follow current Market Indices. They could also be used as a benchmark 

for risky assets or as a basis for developing derivatives. 

A short version of this article is going to appear in Applied Financial Economics, 

coauthored by Salvador Torra. 
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11..  IINNTTRROODDUUCCTTIIOONN  

Can we create new Market Indices that are less risky than current ones? Could 

these Indices beat market yield? The results of this paper, which deals with these 

questions, seem to imply that the answer to both questions could be affirmative in 

some cases.  

The market, to the contrary of what is defended in traditional finance, is 

sometimes a non-zero-sum game where EMH is not fulfilled. Investors’ 

irrationality, correlation in irrational trades and limitations in arbitrage create 

anomalies and other inefficiencies. In that situation, the market portfolio is not the 

proper mix among risky securities for everybody, so a passive strategy is not 

optimal and is not located in the efficient frontier. Index followers could be 

supporting a suboptimal strategy if they do not pay attention to index biases. 

Market Indexes present biases depending how they are constructed, selected, and 

replicated (sample bias, construction bias and tracking error). In addition, other 

biases appear when the market is really inefficient (e.g. efficiency and active 

biases) [Andreu (2008)]. In this paper, I present the Minimum Risk Strategy as a 

way to deal with the efficiency bias.  

There are three important reasons for creating new Market Indices. First, there is 

a huge interest in market risk analysis and management. This is clear from the 

Basel agreements and other documents1, or from the concern regarding a bearish 

market context and financial bankruptcies such as the Long Term Capital 

Management case, or the more recent Bear Stearns or Merrill Lynch disasters. 

Because of their special characteristics, such interest is perhaps greater when we 

speak about emergent markets. Second, because of the traditional Fama idea of 

efficient markets and models such as CAPM, which uses market yield as an 

essencial parameter, a lot of money is invested by following the market. Third, the 

efficiency bias shows us that a capitalization-weighted Index is not always located 

in the efficient frontier, therefore, there are other portfolios able to beat the 

market with lower assumed risk. The results of the paper seem to point towards 

                                                           
1 See the Group of Thirty (1993), the documents of the Basel Committee on Banking Supervision or England (1997). 
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that possibility, at least in the Spanish and Argentinian markets. For example, if 

Spanish mutual funds had followed the investment strategy presented here during 

2000-2004, they would have increased their profits by €58.5 billion2. 

Financial risk has historically been analyzed by multiple measures3 and models4. 

However, the increasing volatility in financial markets, derivatives and 

technological advances force academics to now treat market risk from another 

perspective [Simons (1996) and Hendricks (1996)]. One emerging perspective is 

Value-at-Risk [Riskmetrics (1995)]—a measure of risk that has been rapidly and 

widely accepted since it was introduced in 1995. There are four VaR calculation 

methods: (1) the Parametric Method, with the original Riskmetrics (1995) 

approach or similar approximations such as Jorion’s [Jorion (2001)]; (2) Historical 

Simulation and its evolutions [Boudoukh et al. (1998) and Hull and White (1998)]; 

(3) Stochastic Simulation (also known as the MonteCarlo Method) and its 

evolutions5; (4) Hybrid Methods such as Weighted Historical Simulation or mixed 

Stochastic and Historical Simulation [Boudoukh et al. (1998)]. Each VaR 

calculation method has its pros and cons and provides quite different VaR 

measures [Hendricks (1996)]. Also, after a method has been applied it is 

necessary to check its reliability using a backtesting process. All the methods 

discussed above have several problems regarding leptokurtosis or skewness, non-

linear positions or extreme returns. Other complementary techniques have 

therefore been developed to study extreme returns: Stress testing [Robinson 

(1996)], Conditional VaR or Extreme Value Theory with the Expected Shortfall 

method6. VaR has several problems, but if we can determine a controlled scenario 

with some interesting conditions, traditional VaR methods are reliable enough 

[Danielsson et al. (1998)] and easier to calculate than extreme value methods. 

VaR and complementary methods have grown rapidly over the last few years. 

However, no attention has been paid to VaR as a possible tool for market risk 

                                                           
2 Around €196,000 milion invested in Spanish mutual funds in 2003 according to FEFSI (Federación Europea de Fondos 
y sociedades de Inversión). Turnover and transaction costs are not included in the calculations. 
3 See Stone (1973), Pedersen and Satchell (1998) or Nawrocki (1999). 
4 See Markowitz (1952), Sharpe (1964) or Merton (1973). 
5 See Pearson and Smithson (2002), Frye (1996), or empirical studies in Pritsker (1997), Abken (2000), or Gibson and 
Pritsker (2000). 
6 See Pearson and Smithson (2002) or Neftci (2000). 
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management7 or portfolio optimization8 [Froot et al. (1994)]. This study is 

therefore involved in these areas because, in my opinion, portfolio optimization 

using VaR or Conditional VaR is a natural evolution of Modern Portfolio 

Management Theory. On the other hand, the idea of active indexing [Schoenfeld 

(2004)] has recently appeared as a framework to unify the traditional antagonic 

perspective of indexing and active investment. In this paper I propose the creation 

of new Market Indices through VaR minimization as another step in the direction 

of active indexing. These new Indices (created using VaR minimization) may be 

interesting for controlling market risk because better and more optimal 

instruments could then be used by institutions to reduce market risk. Moreover, 

the new indices could be used to estimate more stable Betas in the CAPM model, 

or as a reference for active investment strategies. With this methodology, 

therefore, mutual funds willing to beat the current Market Indices would have a 

clearer and more transparent active management benchmark to be compared with 

because active management performance measurement is known to be difficult 

today and is much criticized for its opacity. 

I first discuss the theoretical framework of Minimum Risk Indices and then apply it 

to the Spanish, American and Argentinian Stock Markets using weekly logarithmic 

returns to determine the optimal weight each share must have within the index to 

minimize risk. Using historical data from the period 1999–2004, where we can find 

bearish and bullish markets, I reconstruct the performance of our Minimum Risk 

Indices for the 2000-2004 periods. Despite the simple methods used to solve the 

problem, which can be easily improved by more complex econometric methods 

such as GARCH, my main objective has been achieved. Minimum Risk Indices 

have less risk and, in the Spanish and Argentinian markets, present higher returns 

than current Market Indices.  

This paper is organized as follows. In Part 2 I describe the theoretical framework 

of Minimum Risk Market Indices using VaR minimization. In part 3 I discuss the 

results for the three Stock Markets taken as applications of our methodology. In 

                                                           
7 Only a few examples can be found in Garman (1996), (1997a,c) or in Aragall (2002). 
8 Only a few authors, such as Sentana (2001) or Rockafellar and Uryasev (2000), have dealt with this question. 
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part 4 the paper draws conclusions. In part 5 the author outlines future research. 

Finally, in part 6 and 7 the Appendix and References are provided. 

22..  TTHHEEOORREETTIICCAALL  FFRRAAMMEEWWOORRKK  FFOORR  MMIINNIIMMUUMM  RRIISSKK  
MMAARRKKEETT  IINNDDIICCEESS  UUSSIINNGG  VVaaRR  MMIINNIIMMIIZZAATTIIOONN..  AA  
MMEETTHHOODDOOLLOOGGIICCAALL  PPRROOPPOOSSAALL  

If we want to use VaR as a risk management tool, we have to find a method that 

institutions and investors find easy to follow. These characteristics mean that 

parametric VaR is the most suitable method for our objectives. However, it is 

necessary to take into account the weaknesses of the parametric approach, which 

are basically related to its principal hypothesis of normality. If this Hypothesis is 

not fulfilled, the VaR measure will not be coherent [Artzner et al. (1999)]. In this 

study, I should be optimistic because the Central Limit Theorem should make 

Market Index returns similar to a Gaussian distribution if the number of shares 

forming the Index is high enough9. Indeed, as in the portfolio, I do not include 

non-linear positions, and I use weekly data at a 5% significance level to calculate 

the VaR, the parametric Gaussian approach is considered reasonably good 

[Hendricks (1996), Danielsson et al. (1998)].  

The problem to solve can be written as follows: 
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where Z  is the Normal distribution value at the desired significance level, the x 

vector contains the weight of each share within the alternative Market Index we 

are trying to build, N is the number of shares forming the Index, and   is the 

                                                           
9 See Appendix for further information. 
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logarithmic return Covariance matrix, which is assumed to be a Multivariate 

Normal. This problem is easy to simplify [Peña (2002)] using a Lagrangian 

optimization (see Appendix). The optimization result will provide the optimal 

weight each share must have within the Index to minimize risk using the 

estimated Covariance matrix. The literature contains several methods for 

estimating the Covariance matrix:  

a) The Historical Volatility Method: empirical studies show that this method is not 

very good because it pays no attention to time-varying volatility.  

b) The Moving Average Method: this method provides better estimations but also 

has some problems [Alexander (1996)]. 

c) The Exponential Weighted Moving Average Method [Riskmetrics (1995)]. With 

this method, the last observations in the data receive a higher weight, which 

solves the problems of the Moving Average Method. The decay factor election is 

critical [Hendricks (1996)]. 

d) The GARCH and E-GARCH Methods10. With these models [Engle (1982), 

Bollerslev (1986) and Nelson (1991)] it is possible to deal with heteroskedastic 

time dependent variance. GARCH Covariance estimations are clearly better than 

those from simple methods, but GARCH is not very used in the professional world.  

e) Variance and covariance estimations by Implied Volatility and other less well-

known methods such as those using the expectations of experts in the financial 

field.  

After the Covariance matrix has been estimated using one of these methods, the 

minimization method can be used to obtain the optimal weights each share must 

                                                           
10 See extended models in Johnson (2001). 
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have within the Index to minimize the Index’s market risk. With the historical data 

available, I can reconstruct the performance and evolution of Minimum Risk 

Indices to compare returns and risks between Minimum Risk Indices and current 

Market Indices.  

Once the reconstruction of Minimum Risk Indices is available for a certain market, 

the validity of each approximation must be checked by a backtesting process. This 

process will establish how well the model applied to the data fits the real market. 

The more the main objective is to analyse and control risk by VaR techniques, the 

more backtesting is needed to study market risk not controlled by the VaR model 

and extreme losses within the significance level.   

Finally, there is more than one Minimum Risk Index. With each Covariance matrix 

estimation method, I can build a different Minimum Risk Index. There are 

therefore a great number of these Indices, depending on the Covariance matrix 

estimation method and different parameters used by each method (data 

availability, moving average length or decay factor). Here we can see the 

importance of selecting the ‘best’ Index from all the approximations. Not too much 

work is available here and I only need to point to the paper written by Sarma et 

al. (2003). In my opinion the ‘best’ model should be selected in accordance with 

two key ideas:   

(1) The model’s capacity to explain reality or, in other words, the model’s capacity 

to be accepted by a periodic backtesting process. Risk not controlled by the model 

appears in extremely negative returns, but so far only the frequency of these 

extreme returns has usually been used for backtesting11. In this study I present a 

very simple way of incorporating the size of error in the traditional backtesting 

using the Excess Total Loss (ETL) measure. ETL is an ex-post measure that gives 

Total Losses beyond the VaR.  

                                                           
11 Few authors have tried to incorporate error size in the backtesting process [Blanco and Oks (2004) or Lopez (1999)]  
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(2) It is important to establish a relationship between return and risk in VaR 

measures [Dembo and Freeman (1998)]. To do so, I use Sharpe’s Ratio as a first 

approach and leave more appropriate tools such as the Reward-to-VaR Ratio 

[Alexander and Baptista (2003)] for future research. 

Selecting the ‘best’ model is a very complex process. Here I only provide some 

simple orientative approximations to the problem. Further research on this issue 

should be developed soon. 

33..  MMIINNIIMMUUMM  RRIISSKK  IINNDDIICCEESS  IINN  RREEAALL  MMAARRKKEETTSS..  SSOOMMEE  
EEXXAAMMPPLLEESS  

 

Using the theoretical framework developed in part 2, I am able to generate 

Minimum Risk Indices for each Stock Market I chose. As an example of how our 

methodology reacts to different Market Indices, in this section I apply it to the 

Spanish Stock Market (developing some Minimum Risk Indices for the IBEX35), 

to the American Stock Market (developing some Minimum Risk Indices for the 

Dow Jones Industrial AverageSM), and to the Argentinian Stock Market (developing 

some Minimum Risk Indices for the MERVAL). These examples have two 

objectives. First, it is interesting to test how Minimum Risk Indices work in Stock 

Markets with different volatility and efficiency. Second, each of the Indices 

represents a different way to build a Market Index12, and using them in my 

approximation is a first step to determining the importance of different weightings 

and construction rules in the calculation of a market index. As it can be seen in 

Andreu (2008), the sample and construction bias must be taken into account 

when analysing the performance of an index. In the Argentinian and American 

markets, the MERVAL and the DowJones show important construction and sample 

biases; first because they are weighted using negotiation and price, and second 

because they are not calculated using a Laspeyres capitalization approach. 

 

                                                           
12 See Appendix for more information. 
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The aim is to create Minimum Risk Indices based on the historical composition of 

the IBEX35, the Dow Jones Industrial AverageSM and the MERVAL for the 2000-

2004 period. To put it more simply: Minimum Risk Indices would be developed by 

taking into account only the shares contained in each Index in each period. In this 

way it is possible to determine whether a different weighting in the components of 

the actual Indices using a VaR Minimization criterion can reduce risk and to 

analyse how this affects the profitability of Market Indices. I call my Indices 

IndexVaR35 (IVaR35 for the Spanish Market, IndexVaR30 (IVaR30) for the 

American Market—35 and 30 are the numbers of traditional components of the 

IBEX35 and Dow Jones Industrial AverageSM (DJIASM)—and IndexVaRM (IVaRM) 

for the Argentinian Market. As I have mentioned, there is not just one Minimum 

Risk Index for each market, because with each estimation criterion we can create 

a Minimum Risk Index. The Covariance matrix was estimated in all the markets by 

the simplest estimation methods (the Historical method13 and the Moving Average 

Method using lengths of 4, 8, 10, 15, 25, 30, 40, 52, 60, 70, 78, 85 and 100 

weeks) in order to explain the method’s potential benefits, although the author 

knows these estimates can be improved by more complex methods.  In the end I 

decided to present IVaR35, IVaR30 and IVaRM Indices calculated only by some of 

these Moving Averages as being representative of the short, medium and long 

terms.  

Covariance matrices estimated with a few data (4-30 weeks) are problematical 

because the minimization process is difficult or rather unstable in some cases. 

Short-length Moving Averages change quickly in response to financial data but 

they consistently underestimate the VaR value and cause problems inside the 

minimization process because the positive and semi-defined Variance-Covariance 

Matrix condition is sometimes not fullfilled, which has an impact on the 

backtesting process. Medium-length Moving Averages (30-52 weeks) are more 

stable and VaR measures closer to real values.  Finally, long-length Moving 

Averages (e.g. 60-100 weeks) are the most stable but are less able to adapt to 

                                                           
13 Results in the 2002-2004 period were poor, similar to other empirical studies, so I decided not to generate a IVaR35 
using this estimation method.  
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volatile short-term changes. Despite the limited prediction capacity of Moving 

Averages14, results with these approximations are quite interesting.  

 
33..11  VVOOLLAATTIILLIITTYY  AANNAALLYYSSIISS    

 

The basic objective of the study is, by VaR minimization, to create Minimum Risk 

Market Indices that are less risky than current ones. Table 1 shows clearly how 

my Indices are less risky than the current ones in each market because overall 

volatility is lower. From the data, it is easy to see how the reduction in volatitily is 

greater in the Spanish Market than in the American or Argentinian Markets. It also 

shows that, in general, the longer the moving average, the less volatile, which 

means that risk is reduced. This seems not to be true in all the cases with the 

longest moving averages (52 and 78 in the IVaR35, 78-100 in the IVaR30 and 52-

78 in the IVaRM) for which volatility is more or less the same or increases slightly. 

As with longer lengths, it is more difficult to estimate short changes in volatility, 

which could mean that there is an optimal moving average length beyond which it 

is impossible to reduce risk using the moving average method. Improved Moving 

Averages (in the IVaR35 and in IVaRM) are a little more risky than those with no 

improvements. This result is rational because, firstly, multiple-step estimation is 

applied to avoid underestimating the risk and, secondly, the 0.01% weighting 

restricts one asset so that the portfolio can be less diversified and risk rises.  

                                                           
14 Hopper (1996) shows that more complex estimation methods such as GARCH do not provide better results than 
simple estimation methods with long-term data. 
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Table 1 
Market Indices’ Standard Deviation 
Approximation Standard 

Deviation 
 Standard 

Deviation 
 Standard 

Deviation 
Current Market 
Index 

IBEX35 0.02958 DJIASM 0.02610 MERVAL 0.05817 

Minimum Risk 
Index 

IVaR35 
 

IVaR30  IVaRM  

       
MA10 MA10 0.02387  0.02727  0.04970 
 MA10a 0.02397    0.04989 
 MA10b 0.02393    0.04983 
MA25 MA25 0.01811  0.02347  0.04655 
 MA25a 0.01835    0.04591 
 MA25b 0.01884    0.04587 
MA30    0.02354   
MA52 MA52 0.01736  0.02415  0.04796 
 MA52a 0.01760    0.04855 
 MA52b 0.01807    0.04838 
MA60    0.02383   
MA70    0.02452   
MA78 MA78 0.01742  0.02433  0.04805 
 MA78a 0.01835    0.04822 
 MA78b 0.01867    0.04971 
MA85    0.02451   
MA100    0.02533   
 

 

Volatility reduction is clearer in Figure 1, which shows cumulative volatilities. The 

first picture shows the Spanish Market. The first line represents the riskiest Index, 

which in our case is the current Market Index (IBEX 35). The second group of 

lines is made up of the MA10, MA10a and MA10b approximations. The third group, 

with half the IBEX 35 risk, is made up of the MA25, MA52, MA78 approximations 

and all their modifications. The most stable approximations are the modifications 

a, especially MA52a, which is less risky than MA25a and MA78a. This again 

indicates the existence of an optimal length for moving averages beyond which it 

is impossible to better estimate the covariance matrix and reduce risk with moving 

average methods. The second picture shows the American Market. The first line 

again represents the riskiest Index, which is now the MA10 approximation due to 

problems with the positive and semi-defined covariance matrix condition. Then, 
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and before observation 75, the second riskiest Index is the current Dow Jones 

Industrial AverageSM. Below the current Market Index, and with less risk, we find 

all the other MA approximations. The least risky approximations are MA25 and 

MA30 and the more data is used to build the MA, the riskier the Moving Average 

approximation seems to be, which supports the idea of the optimal length for 

moving averages. Finally, the third picture represents the Argentinian Market. The 

first line (the riskiest Index) is again the current Market Index (MERVAL). Below 

we can see the MA10,a,b as the second group of riskiest approximations, and 

below this group, with less risk, the other MAs. Again we can establish the idea of 

optimal length for moving averages because MA25 and MA30 have less risk than 

MA52, MA60, MA70, MA78, MA85 and MA100. 

Figure 1   
Market Indices’ cumulative volatility (IVaR35, IVaR30, IVaRM) 
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Note: here, volatility is variance.  In the first, second and third graphs, VIBEX35, VDOW30 and VMERVAL are the 
cumulative volatilities of the IBEX35, the DowJones Industrial AverageSM and the MERVAL, respectively, and 
VMA are the cumulative volatilities of each moving average approximation used for each market.  
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33..22..  AANNAALLYYSSIISS  OOFF  EEXXTTRREEMMEE  LLOOSSSSEESS  IINN  VVaaRR  MMIINNIIMMIIZZAATTIIOONN..  

 

Basak and Shapiro (2001) and Larsen et al. (2002) show that not allowing agents 

to assume more risk than a certain VaR value or to develop VaR minimizations can 

increase extreme losses, especially when return distributions are very different 

from Normal distributions. Following these ideas, Basak and Shapiro (2001) do not 

think it is useful to set limits on VaR values in institutions to control risk and 

Larsen et al. (2002) propose Conditional VaR minimizations. These results appear 

basically when distributions are heavily skewed or have long fat tails. In our case, 

the problems noticed by the above authors are not excessively important (see 

Table 2).  

 
Table 2 
Extreme Losses 

Highest Extreme Loss (%)  
IBEX35 11.1 DJIASM 15.4  MERVAL 15.3 
IVaR35  IVaR30   IVaRM  
MA10  11.2  10.8   12.1 
MA10a  11.2     12.1 
MA10b  11.2     12.1 
MA25  6.6  9.2   11.4 
MA25a  6.6     9.8 
MA25b  6.6     9.8 
MA30    8.4    
MA52  6.3  10.4   15.3 
MA52a  6.8     15.3 
MA52b  6.8     15.3 
MA60    9.2    
MA70    10.6    
MA78  6.4  10.5   11.4 
MA78a  7.6     10.9 
MA78b  7.6     10.0 
MA85    10.7    
MA100    10.9    
 

 

For the shortest moving average, extreme losses are similar to those of IBEX 35 

and lower in the American and Argentinean market and decrease when we 

increased the moving average length. There is a certain moving average length 

when extreme losses start to rise again (Ma78 in IVaR35, MA70 in IVaR30 and 
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more difficult to define in IVaRM), which again supports the existence of an 

optimal length moving average.  

  
33..33..  VVaaRR  AANNAALLYYSSIISS    

 

Each approximation has a different VaR measure that evolves over time. Figure 2 

shows how great changes in volatility that are common in moving average 

approximations are greater in short length moving averages than in long length 

ones. On the other hand, as these types of averages do not attach different 

weights to more recent data than to older data, moving averages are indicators of 

‘past’ volatility, regarding inappropriate Covariance estimations when price trends 

change15. This problem decreases when the lengths are longer16. Finally, I should 

point out that short moving averages usually underestimate VaR, so the losses 

beyond the VaR will be more frequent in those cases. The longer the moving 

average length, the lesser the underestimation of the VaR measure.  

                                                           
15 Beginning of 2000 and 2002-2003. 
16 Short moving averages collect short-term volatility better but face tendency changes more often; long moving 
averages collect long-term tendencies and only have problems when facing long-term changes. 
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Figure 2   
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Note: The figures in IVaR35, IvaR30 and IvaRM, (left to right and top to bottom) are the VaR evolution for 
each approximation in each market. 
 



  
CChhaapptteerr  33..  RReeffuunnddiinngg  MMaarrkkeett  IInnddeexxeess  uussiinngg  VVaaRR 

 136 

 
 
 

33..44..  RREETTUURRNN  AANNAALLYYSSIISS    
  

Figure 3 shows all the returns of Moving Average approximations. In the Spanish 

market, all our Indices have higher returns than the IBEX 35. These results are 

surprising but not unique. Other authors have constructed portfolios able to beat 

the market [e.g. Alexander and Dimitriu (2004, 2005) and Carosa (2005)]. There 

are two reasons for these data. First, the Spanish Stock Market is suffering 

efficiency bias and Minimum Risk Indices are harvesting part of it. Second, the 

way the IBEX35 is constructed generates sample and construction bias, even 

they should be relatively small comparing with these biases in other markets 

[Andreu (2008)].  
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Figure 3   
Evolution of the indices (IVaR35, IVaR30, IVaRM) 
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Note: 100 based. In the first, second and third graph RIBEX35, RDOW30 and RMERVAL are the evolution of 
IBEX35, DJIASM and MERVAL, and RMA are the evolutions of each moving average approximation in each market.  
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In contrast, in the American Stock Market, no Minimum Risk Index beats the 

market. In the IVaR30, the approximations with the worst returns are MA10. The 

other approximations performed quite well during the bearish market, being near 

the actual index or beating it in some periods, but they performed worse than the 

current index during and after the Iraq war in the bullish market. In the end, the 

best approximation in terms of profitability is the MA60, with a 20% lower return 

than the Dow Jones Industrial AverageSM. The same two reasons could be put 

forward in this case. The efficiency bias in the American market is clearly lower 

than in the Argentinian or Spanish case, but the sample and construction biases in 

the Dow Jones are theoretically important. How these biases seem to compensate 

among them avoiding the outperformance of our indices is an interesting idea to 

be analysed in the future. Finally, in the Argentinian Market, all approximations 

(except 78b) are able to beat the market. The same reasons put forward for the 

IBEX 35 are valid here. The efficiency biases seem to be especially important 

knowing a little about the Argentinian market. The construction and sample biases 

are very important taking into account the sample is not totally representative of 

the market and the index is constructed using a negotiation weighting.  

It is necessary to take into account some considerations. Firstly, it is essential to 

discover how efficiency affects these conclusions. This would mean calculating 

efficiency tests for each market and comparing results, but I must leave this for 

further research. Secondly, I must deeply analyse how other index biases affect 

risk and return. Finally, it is essential to analyse how results could improve using 

more powerful techniques to estimate variances and covariances.  

 
33..55..  IIVVaaRR3355,,  IIVVaaRR3300  AANNDD  IIVVaaRRMM  CCOOMMPPOOSSIITTIIOONN 

 

Each Minimum Risk Index has a different optimal composition. With short-term 

Moving Averages, the optimal composition changes frequently over the weeks, 

whereas it is more stable with long-term Moving Averages. This is important if we 

bear in mind that my index approximation needs a weekly adjustment, which 

means higher turnover and transaction costs with shorter moving averages. As 
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optimal compositions are calculated using a risk measure and the Covariance 

matrix estimation, they are not like current compositions of Market Indices.   

 
33..66..  NNOORRMMAALLIITTYY  AANNAALLYYSSIISS  AANNDD  BBAACCKKTTEESSTTIINNGG  

Normality analysis of logarithmic returns is not very positive, as it can be seen in 

Tables 3, 4 and 5. In all cases, the Normality Hypothesis has been rejected except 

in the case of Merval. In the case of IVaR35, the distributions have leptokurtosis 

and are slightly negatively skewed. In the case of IVaR30, the distributions are 

more leptokurtical, and negative skewness is especially important, affecting, as I 

have said, the probitability results. Finally, in the case of IVaRM, distributions are 

extremelly leptokutical and skewness is positive because of the evolution of 

Merval during the period analysed.  

 
Table 3 
Backtesting process in the IVaR35 
 Normality  Backtesting 
 Jarque-Bera Probability  Mean 

VaR(%) 
Errors % Errors Mean 

Error(%) 
IBEX35 12.22 0.002      
MA10 102.4 0.000  0.654 75 31 1.95 
MA10a 101.4 0.000  0.671 75 31 1.89 
MA10b 103.3 0.000  0.665 75 31 1.89 
MA25 32.9 0.000  1.446 43 18 1.35 
MA25a 40.86 0.000  1.557 37 15 1.35 
MA25b 48.3 0.000  1.582 36 15 1.37 
MA52 43.3 0.000  1.746 33 13 1.41 
MA52a 65.8 0.000  1.943 28 11 1.34 
MA52b 56.9 0.000  1.996 24 10 1.52 
MA78 45.6 0.000  1.843 33 13 1.41 
MA78a 116.2 0.000  2.136 25 10 1.46 
MA78b 124.95 0.000  2.192 22 9 1.63 
Note:  VaR value calculated at 5% significance level using data available from 242 weeks. 
Errors: losses worse than the VaR value. % Errors: ‘real’ significance level. Mean Error (%) shows the mean loss 
exceeding the VaR value. 
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Table 4 
Backtesting process in the IVaR30 
 Normality  Backtesting 
 Jarque-Bera Probability  Mean 

VaR(%) 
Errors % Errors Mean 

Error(%) 
DJIASM 271.4 0.000      
MA10 85.85 0.000  1.208 67 25.5 2.23 
MA25 62.09 0.000  2.221 38 14.5 2.03 
MA30 49.04 0.000  2.365 33 12.6 2.05 
MA52 124.2 0.000  2.825 22 8.3 2.78 
MA60 75.17 0.000  2.944 23 8.7 2.39 
MA70 123.32 0.000  3.062 20 7.6 2.80 
MA78 117.74 0.000  3.141 19 7.2 2.81 
MA85 130.40 0.000  3.205 22 8.3 2.41 
MA100 150.14 0.000  3.329 24 9.1 2.45 
Note:  VaR value calculated at 5% significance level using data available from 262 weeks. 
Errors: losses worse than the VaR value. % Errors: ‘real’ significance level. Mean Error (%) shows the mean loss 
exceeding the VaR value. 

 
Table 5 
Backtesting process in the IVaRM 
 Normality  Backtesting 
 Jarque-Bera Probability  Mean 

VaR(%) 
Errors % Errors Mean 

Error(%) 
MERVAL 4.28 0.111      
MA10 664.02 0.000  3.08 61 23.4 1.98 
MA10a 648.56 0.000  3.10 60 22.9 2.07 
MA10b 652.00 0.000  3.12 60 22.9 2.03 
MA25 534.82 0.000  4.47 38 14,5 2.02 
MA25a 619.22 0.000  4.64 33 12.64 2.04 
MA25b 623.62 0.000  4.69 31 11.87 2.02 
MA52 292.01 0.000  4.57 39 14.94 1.92 
MA52a 243.82 0.000  5.24 29 11.11 1.98 
MA52b 264.28 0.000  5.48 26 9.96 1.95 
MA78 276.73 0.000  4.38 42 16.09 1.85 
MA78a 207.70 0.000  5.59 29 11.11 1.90 
MA78b 177.41 0.000  6.15 26 9.96 1.99 
Note:  VaR value calculated at 5% significance level using data available from 261 weeks. 
Errors: losses worse than the VaR value. % Errors: ‘real’ significance level. Mean Error (%) shows the mean loss 
exceeding the VaR value. 

 

If we look at the backtesting results, though real errors are more frequent than 

the 5% significance level expected, they are not very large (around 2% higher 

than the VaR value in the IVaR35, 2.80% higher in the IVaR30, and 2% higher in 

the IVaRM). Errors are more controlled in terms of frequency in the case of 

IVaR30 than for the IVaR35 or IVaRM, but they are less controlled in terms of 

magnitude (the mean error in the American and Argentinian cases is higher than 
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in the Spanish case). Basak and Shapiro (2001) observed that setting VaR limits 

on institutions could lead to higher extreme losses than when these limits are not 

set. We can see from results, however, that this theoretical result is not clear 

here.  

33..77..  MMOODDEELL  SSEELLEECCTTIIOONN..  TTHHEE  BBEESSTT  IIVVaaRR3355,,  IIVVaaRR3300  AANNDD  IIVVaaRRMM 
 

We have seen how parametric VaR minimization could create Minimum Risk 

Indices with less risk and, in the Spanish and Argentinian case, with greater 

profitability than current market indices. In this paper I construct 12 

approximations using Moving Averages of different lengths for the Spanish and 

Argentinian market and 9 approximations for the American market. It is necessary 

now to decide which is the ‘best’ approximation to use in each market from all the 

approximations presented. I think this selection should be done on the basis of 

two ideas:  

(1) The model’s capacity to explain reality or, in other words, its capacity to be 

accepted by the backtesting process. After determining the number of returns 

lower than the VaR value (classic backtesting), it is important to also measure the 

error magnitude. This type of backtesting has not yet been developed and here I 

only propose a very simple method that deals with error magnitude using the 

Excess Total Loss (ETL) measure, which is defined as the total sum of all returns 

lower than the VaR value over the studied period. I will choose those 

approximations with the lowest ETL in order to take into account the risk ‘out of 

the model’. It is then necessary to select those approximations with less VaR or 

with less risk ‘within the model’.  
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Table 6 
Model Selection in the Spanish Stock Market 
 Backtesting Mean VaR (%) Sharpe’s Ratio 
 Errors Mean Error (%) ETL in 

2000-2004 
   

MA10 75 1.95 146.25 0.654  11.71 
MA10a 75 1.89 141.75 0.671  15.83 
MA10b 75 1.89 141.75 0.665  15.69 
MA25 43 1.35 58.05 1.446  4.18 
MA25a 37 1.35 49.95 1.557  7.75 
MA25b 36 1.37 49.32 1.582  10.70 
MA52 33 1.41 46.53 1.746  6.52 
MA52a 28 1.34 37.52 1.943  6.96 
MA52b 24 1.52 36.48 1.996  11.56 
MA78 33 1.41 46.53 1.843  8.03 
MA78a 25 1.46 36.5 2.136  6.25 
MA78b 22 1.63 35.86 2.192  10.54 

Note: in Sharpe’s ratio non-risk return has been considered equal to zero.  
 
 
Table 7 
Model Selection in the American Stock Market 
 Backtesting Mean VaR (%) Sharpe’s Ratio 
 Errors Mean Error(%) ETL in 

2000-2004 
   

MA10 67 2.23 149.42 1.208  -18.46 
MA25 38 2.03 77.14 2.221  -16.58 
MA30 33 2.05 67.80 2.365  -11.75 
MA52 22 2.78 61.21 2.825  -10.39 
MA60 23 2.39 55.03 2.944  -6.34 
MA70 20 2.80 56.18 3.062  -8.80 
MA78 19 2.81 53.56 3.141  -8.17 
MA85 22 2.41 53.14 3.205  -7.94 
MA100 24 2.45 59.02 3.329  -13.22 

Note: in Sharpe’s ratio non-risk return has been considered equal to zero.  

 

 

As we can see in Table 6, in the Spanish market, using ETL the best 

approximations are MA52a,b and MA78a,b. Moreover, studying the ‘controlled’ risk 

within the model, I conclude that the MA52a,b approximations are the least risky.  
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In the American Market, (see Table 7), the best approximations using the ETL are 

MA60, MA70, MA78, MA85 and MA100. Using the ‘controlled’ risk, I conclude that 

the best approximations are MA60, MA78 and MA85.  

 
Table 8 
Model Selection in the Argentinian Stock Market 
 Backtesting Mean VaR (%) Sharpe’s Ratio 
 Errors Mean Error(%) ETL in 

2000-2004 
  

MA10 61 1.98 121.1 3.08 27.73 
MA10a 60 2.07 124.2 3.10 26.31 
MA10b 60 2.03 122.2 3.12 26.62 
MA25 38 2.02 77.1 4.47 32.67 
MA25a 33 2.04 67.4 4.64 28.08 
MA25b 31 2.02 62.7 4.69 28.22 
MA52 39 1.92 75.2 4.57 27.03 
MA52a 29 1.98 57.7 5.24 29.69 
MA52b 26 1.95 50.8 5.48 24.78 
MA78 42 1.85 77.8 4.38 27.02 
MA78a 29 1.90 55.2 5.59 27.67 
MA78b 26 1.99 51.7 6.15 17.92 

Note: in Sharpe’s ratio non-risk return has been considered equal to zero.  

Finally, in the Argentinian market (Table 8), the best approximations by ETL are 

MA52a,b and MA78a,b, and, after using the ‘controlled risk’ measured by the VaR, 

I can conclude that the best approximations are MA52a and MA52b. 

(2) The relationship between return and risk, since Dembo and Freeman (1998) 

criticize not attaching importance to that point in VaR calculations. Here the 

author uses Sharpe’s ratio to analyse this relationship.  

In the Spanish market, Sharpe’s ratio in the MA52b approximation is bigger than 

in the MA52a approximation so I can conclude that MA52b is the best 

approximation with which to construct the Spanish Minimum Risk Index. In the 

American market, Sharpe’s ratio in the MA60 approximation is the lowest of the 

selected MAs, so MA60 is the best approximation with which to construct the 

American Minimum Risk Index. Finally, in the Argentinian market, Sharpe’s ratio 
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in MA52a is higher than in MA52b, so it is reasonable to conclude that MA52a is 

the best approximation to construct the Argentinian Minimum Risk Index. 

 

44..  CCOONNCCLLUUSSIIOONNSS  
 

In this article I propose using the VaR as an active risk measure to construct 

Minimum Risk Market Indices. I have used the parametric VaR approach to 

construct a very simple minimization problem in which the Covariance matrix 

among asset returns has to be estimated. Covariance matrix estimation can be 

done using many methods. There are, therefore, many ways of constructing a 

Minimum Risk Index—one for each way of estimating the Covariance matrix—so a 

method of selecting the best model is needed. This selection method must be 

based on the model’s capacity to be accepted by the backtesting process, (taking 

into account error frequency and error magnitude) and the return-risk 

relationship.   

I apply this method to the Spanish, American and Argentinian markets to create 

different Minimum Risk Indices (IVaR35, IVaR30 and IVaRM) for the 2000-2004 

period. Using the simplest Covariance matrix estimation methods, I achieve 

interesting results: my indices are less risky than the current ones (half the risk in 

the Spanish Market). Also, thanks to their optimal portfolio characteristics, the 

Spanish and Argentinian cases achieved bigger returns than those of the current 

market Indices, contrary to what is expected from the Efficient Market Hypothesis. 

These results show that both markets suffer from efficiency biases, and that 

Minimum Risk Indices could partially solve this. Part of the results, in the 

Argentinian case, can be due to the existence of an important sample and 

construction bias created by how the Argentinian index is built. This highlights an 

interesting discussion that needs to be dealt with care in future research and 

which must be based on the following ideas: (i) the ability to moving averages to 

estimate future covariance matrices and the possibility of obtaining better results 

with more complex estimation methods; (ii) the influence of the weighting process 
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and other construction rules on market indices (the sample and construction 

bias); (iii) the influence of market index biases in the performance and risk of 

indexes and how biases are additive or can be compensated among them; (iv) the 

Minimum Risk Index aproximation in order to prove the efficiency of a market and 

to solve the efficiency bias; and (v) whether it is possible to obtain better results 

by not limiting our Minimum Risk Index shares to the current Market Index 

components and to the particular and ‘legal’ timing of changes in components. 

The potential uses of Minimum Risk Indices are clear. Firstly, they are less risky 

and in some cases more profitable than current ones, which makes them a 

suitable benchmark of risky assets for mutual funds that currently follow market 

indices or a suitable base for derivatives. Secondly, Minimum Risk Indices may 

generate more stable Betas in the CAPM model, which is a possibility that must be 

developed in the future. 

 
55..  FFUUTTUURREE  LLIINNEESS  OOFF  RREESSEEAARRCCHH  

 

The results achieved by very simple methods in the examples presented are 

interesting but it must also be said that there is still a lot to do. First it is 

necessary to determine whether better Covariance estimations using EWMA or 

GARCH or HAC methods [Newey and West (1987, 1994)] can achieve better 

results in terms of risk and profitability. Perasan and Zaffaroni (2006) indicate 

EWMA could be even more powerful than more complex models as O-GARCH or 

Factor GARCH. Taking into account the complexity of applying complicated models 

in an empirical analysis I would like to start with EWMA in the near future. I also 

need to determine how the sample and construction biases affect eficiency tests, 

market index performance and the possibility of beating it. Finally, methods for 

selecting the ‘best’ model must be further developed since here I have only 

provided some general guidelines.  

I would like to thank Maxim Borrell and Daniel Liviano for their interesting 

comments and help. 
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66..  AAPPPPEENNDDIIXX  

 
66..11..  MMIINNIIMMUUMM  VVaaRR  IINNDDIICCEESS..  

 

The problem to solve can be written as follows: 
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Where Z  is the Normal distribution value at the desired significance level. The x 

vector contains the weights of each share within the alternative Market Index I am 

trying to build, N is the number of shares that make up the Index, and   is the 

logarithmic return Covariance matrix assumed to be a Multivariate Normal. This 

problem is easy to simplify [Peña (2003)]: 
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Where 1 is a Nx1 vector all of whose values are equal to one. 

Using a Lagrangian optimization (3) in which the optimal weights are the objective 

of our study and  is a positive constant: 
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)1'1(' xxxMínL     (3) 

As the Covariance matrix is positive and semi-defined, if the number of 

observations is bigger than the number of assets, first order conditions are 

enough for a minimum17. 
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To solve the solution: 
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The solution gives the optimal weight each share must have within the index to 

minimize market risk.   

In the empirical case for the Spanish, American and Argentinian Stock Markets, I 

use an iterative algorithm based on Newton’s method to make the minimization 

process and the command of the quadratic programming problem in Gauss with 

similar results. 

 

                                                           
17 Second-order conditions are also necessary in the other case. 
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66..22..  TTHHEE  NNOORRMMAALLIITTYY  HHYYPPOOTTHHEESSIISS  IINN  TTHHEE  PPAARRAAMMEETTRRIICC  VVaaRR  
AANNDD  TTHHEE  ‘‘BBEESSTT’’  MMOODDEELL  SSEELLEECCTTIIOONN  PPRROOCCEESSSS  

The return distributions of the indices are similar to those of a Normal distribution 

by the Central Limit Theorem, weekly data and VaR at a 5% significance level. 

However, when Normality is rejected, this affects extreme losses and the ‘best’ 

model selection process.  

If return distributions are Normal, error risk is equal to the significance level. In 

the best model selection, it should be enough to choose the approximation with 

the biggest mean and the lowest volatility or the one with an interesting 

combination of mean and volatility to allow this approximation to suffer fewer 

losses.  

If return distributions are not normal, extreme losses will not be controlled by the 

model. In this case, the main problem is negative skewness because leptokurtosis 

makes small gains and losses more likely. The importance of negative skewness 

should be determined and backtesting of the model should be performed in order 

to detect extreme losses that are not controlled by the model. In the ‘best’ model 

selection, error frequency, error magnitude and the return-risk relationship must 

be taken into account.  

 
66..33..  MMAARRKKEETT  IINNDDIICCEESS  AANNDD  TTHHEEIIRR  MMIINNIIMMUUMM  RRIISSKK  IINNDDIICCEESS 

 

In this section I will briefly explain how the Spanish IBEX35, the American Dow 

Jones Industrial AverageSM and the Argentinian MERVAL are built. It is also 

important to explain certain characteristics and problems I found and solved by 

creating the Minimum Risk Index for each Market.  
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The Spanish IBEX35: 

The IBEX35 is built using the 35 largest companies in the Spanish Stock Market 

in terms of market capitalization and liquidity. Every six months the components 

of the Index are checked, some shares are included or excluded but the total 

number of assets is maintained. The Index is calculated using a market 

capitalization weighting criterion. 

The Minimum Risk Indices I created for this market were named IvaR35, and 

comprise the 35 shares of the IBEX 35 at each moment with the optimal weight 

established by the VaR minimization process. I must point out one problem with 

the IBEX 35 Spanish Market Index. In the six-month revision of the composition 

of the IBEX 35, it is normal to include shares and companies with very little 

history on the Stock Exchange because it is relatively easy to be both new and 

one of the biggest 35 companies in the Spanish Market. During the period of our 

analysis I sometimes encountered this problem—especially in 1999-2000 because 

of the Internet and .com companies that grew quickly at that time. This makes it 

difficult to obtain complete data for all the IBEX 35 components in some periods 

and has important consequences in Covariance matrix estimation. After April 2000 

I solved this problem with the following techniques: 

a) Covariance matrix estimation using a multiple-step method: when I did not 

have complete data on the 35 shares, Covariance matrix estimation was done 

using a multiple-step method, estimating each individual value in the covariance 

matrix with all the available data.  

b) 0.01% Weighting: the above solution improved the results, but shares with 

short historical data tended to underestimate risk and therefore received high 

weights because of their ‘artificial’ low risk. With this approximation I forced these 

shares to have the minimum weight accepted for our study.  
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The approximations I finally developed are shown in Table 9:  

 

 

The American Dow Jones Industrial AverageSM:  

The DJIASM is built using the 30 biggest companies in the American Stock Market 

and, for the sake of continuity, composition changes are rare. Inclusions and 

exclusions of shares are therefore rare and basically related to corporate 

acquisitions or dramatic business events. The Index is calculated using a price-

weighting criterion. 

Using available data for the DJIASM I did not need to apply improvements to the 

Covariance matrix estimation. The good quality of these data means that I used 

the methodology with a greater number of moving average lengths. The Minimum 

Risk Index I created to this market was named IVaR30. 

Table 9 
Approximations used for Covariance matrix estimation in the IVaR35 
Approximation Method Length Improvements Applied. 

MA10 M.A. 10 weeks None 
MA10a M.A. 10 weeks Multiple-step Method 
MA10b M.A. 10 weeks Multiple-step Method and 0.01% 

Weighting 
MA25 M.A. 25 weeks None 
MA25a M.A. 25 weeks Multiple-step Method 
MA25b M.A. 25 weeks Multiple-step Method and 0.01% 

Weighting 
MA52 M.A. 52 weeks None 
MA52a M.A. 52 weeks Multiple-step Method 
MA52b M.A. 52 weeks Multiple-step Method and 0.01% 

Weighting 
MA78 M.A. 78 weeks None 

MA78a M.A. 78 weeks Multiple-step Method 

MA78b M.A. 78 weeks Multiple-step Method and 0.01% 
Weighting 

Note: M.A.: Moving Average. 
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 The approximations I developed are shown in Table 10. 

 

 

 

The Argentinian MERVAL: 

The MERVAL is built using the most traded companies in the Argentinian Stock 

Market. The weights of each share in the index are calculated using the number of 

transactions of these shares in the Stock Market and the Volume of these 

transactions, so the Index is calculated using a negotiation weighting criterion.  

The Minimum Risk Indices I created for this market were named IVaRM and 

comprise the shares of the Merval at each moment with the optimal weight 

established by the VaR minimization process. Every three months, the Merval 

composition is changed, and it is possible, as in the IBEX 35, to find companies 

with very little historical data. Calculations must then be improved using the same 

techniques as for the the IBEX 35. Table 11 shows the approximations I used in 

this paper. It is important to point out that approximation b is especially 

influenced in the Merval by the fact that there are a lot of stocks with a short or 

Table 10 
Approximations used for Covariance matrix estimation in the IVaR30 
Approximation Method Length Improvements Applied 

MA10 M.A 10 weeks None 
MA25 M.A 25 weeks None 
MA30 M.A 30 weeks None 

MA52 M.A 52 weeks None 
MA60 M.A 60 weeks None 
MA70 M.A 70 weeks None 

MA78 M.A 78 weeks None 
MA85 M.A 85 weeks None 
MA100 M.A 100 weeks None 
Note: M.A.: Moving Average. 
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no history when they enter the Index, this affects the performance and 

backtesting of the approximation. 
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It is always complicated to sum up conclusions in some lines. The task is even 

more difficult if conclusions derived from the thesis are so different and 

heterogeneous. My main objective was to contribute to the literature with a 

complete theoretical and empirical analysis of market indexes. An exhaustive 

theoretical study is provided in the first and second article, and an empirical 

application to deal with the efficiency bias is developed in the third one. 

Unfortunately, a complete empirical analysis regarding statistical characteristics of 

market indexes or bias measurement is still not complete, and was not included at 

the end.  

Perhaps one way to understand how this PhD thesis contributes to the literature is 

to know what questions it does not answer.  Limitations of my study are various. 

They are commented in each chapter, but I decided to sum up the most 

important: 

1. Regarding the first article, my approximation is theoretical and qualitative. A 

quantitative analysis should be developed in the future to measure and analyse 

market biases, completing in that way the work presented here. On the other 

hand, the ecological approximation is also totally qualitative. It is necessary to 

apply mathematical ecological models or quantitative analysis to prove, use and 

exploit all the ideas presented in this part. 
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2. Regarding the second article, one of the objectives was to sum up complete 

information about market indexes, information that is not available anywhere. 

Historical background, market index’s foundations, characteristics and biases are 

provided, but trying to cover that objective I left quantitative analysis again. 

Measures, solutions and empirical analysis of market index’s biases should be 

developed in the future.  

3. Regarding the third article, limitations are also clear. Minimum Risk Indices 

(MRI) are presented as alternative market indices that solve partially the 

efficiency bias using a minimization risk approach. The risk measure is easily 

improvable (CVaR or Downside Risk are better measures if normality is not 

fulfilled) and also the covariance matrix estimation (using EWMA or GARCH). 

Another important limitation is robustness. Even results seem hopeful the 

Minimum Risk Index approach should be used in out of sample periods and in 

other markets (only the 2000-2004 period and three markets were used in 

calculations).  Finally, the selection of the best index must be improved, defining 

clearer and structured processes.   

Once important limitations of the PhD thesis have been presented, it is time to 

pay attention to conclusions of this work. Conclusions, contributions and future 

research are presented in connection with the chapter that generated it but 

relating them with the rest of the thesis and with my future research. 

Conclusions in the first article, ‘Some Traditional Financial Ideas Revisited: the 

Market, Efficiency and Indexing under new Financial Approaches’ are commented 

in the next lines. Traditional financial theory concluded an investor could not 

consistently beat the market thus meaning that a passive investment strategy was 

optimal. The zero-sum game idea, CAPM conclusions and the EMH rule out the 

possibility of trading systems with expected returns in excess of what can be 

obtained following the market. According to traditional finance, the optimal 

strategy for an investor was to get the market return, to become passive. A deep 

analysis of these three bases brings us to different conclusions. Market is a minus-

sum game, efficiency failures are more common that expected and the CAPM 

hypotheses are not fulfilled in the real world. These conclusions are not trivial. In 
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this new scenario, the market portfolio is not optimal and not located in the 

efficient frontier, so passive investment strategies are suboptimal and biased.  

One of the innovations of the paper is that it classifies market index biases in five 

groups (sample bias, construction bias, tracking error, efficiency bias, and active 

bias). The second innovation here is to analyse a Financial Market as an evolving 

ecosystem. Taking into account ideas from ecology, I developed a market 

structure along with its rules of evolution inspired by other pioneering studies. An 

alternative organism classification is presented and market participants are 

classified in organizers, producers, providers and predators. Finally, the article 

discusses species’ relationships (competence, predation and mutualism) as 

determinants of the financial market’s status and evolution and 13 rules guiding 

the ecosystem evolution are provided. In this new framework, not full rational 

individuals act in their own self-interest, making mistakes, learning, adapting and 

changing their investment strategies. Every investor is unique, holds a different 

portfolio, and learns and adapts with a personal non-constant survival probability. 

Organisms interact, guided by ecological factors, and interaction drives to 

adaptation, innovation and survival.  Finally, surviving individuals transmit their 

knowledge to their offspring, meanwhile non surviving individuals disappear.  

The first article generates hundreds of lines of research. First, a complete 

empirical analysis of market indices is not available in the literature. A study of 

Normality, Skewness, Kurtosis, efficiency or co integration with a complete and 

unique data base of indexes is one of our first objectives for the future.  Second, 

the ecological approach is a huge source of investigation. Biologically Inspired 

Algorithms are perfect tools for modelling financial markets. Intraspecies and 

interspecies ecological models, territorial and temporal approaches, predation 

models or epidemiology studies should help academics in their study of financial 

markets. An enormous body of ecological literature is available to match ecology 

and finance. Analysis of survival probability using ecological factors or personal 

characteristics can be also interesting lines of research. Third, Behavioural Finance 

becomes a key issue in a market where individuals fail, learn and adapt. Finally, 

models covering and explaining the dynamics of the ecosystem are required and 

must be developed using the 13 rules presented in the paper.  
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Regarding some of the conclusions provided by the first article, the second one, 

‘Market Indexes in detail. Biases revealed’’ is developed. The first contribution of 

the article is it supplies a complete historical index analysis and definitions of 

index’s objectives and desirable characteristics. From a theoretical point of view, 

an index must be a representative complete investable capitalization-weighted 

portfolio that measures total market performance. The second contribution is a 

detailed study of market index biases, sources and strategies to solve or minimize 

them: 

i) The sample bias is a statistical bias between universe and sample with a clear 

trade off. If the sample bias is reduced building a complete index, tracking error 

increases, and vice versa. This bias is quite big in Hedge Fund, Fixed Income and 

Real Estate Indices because these assets have a huge and heterogeneous universe 

that is difficult to sample. Float adjustment is absolutely essential, but not all 

indexes have it, and clear rules for its application do not exist. The selection bias 

is generated by subjectivity in rules of governance.  

ii) The construction bias is generated by the application of different weighting 

criterions and construction methodologies instead of a Laspeyres capitalization 

index. Most commercial indexes are affected by this bias because index vendors 

use different weighting criterions and construction rules to build their indexes. In 

the construction process, it is also important how special events are managed. 

How dividends, mergers, spin-offs or splits are treated is not trivial. In some 

cases, the construction bias is so big, that indexes can be seen as hidden active 

strategies. The construction bias is important with Hedge Funds, Fixed Income 

and Real Estate. Almost all Hedge Fund Indices are equal-weighted, each Fixed 

Income index provider uses different construction rules and Real Estate Indices 

are built using median price indexes, EQR or WRS models.  

iii) Tracking error is the difference between a portfolio and the index it tries to 

proxy. The article pays attention to sources (exogenous vs endogenous), 

replication strategies (Full replication, Sampling strategies, Derivatives based 

strategies and Naïve Replication) and common tracking error measures used in 

the literature. It is important to conclude some ideas about tracking error: (i) it is 

impossible to eliminate; (ii) different sources have different impact on tracking 
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error; (iii) it is clearly seasonal; (iv) it can be used to discover hidden active 

strategies or active bets taken by managers using the Information Ratio; (v) 

alternative strategies as Internal Crossing, Tax-Efficient Strategies or Security 

Lending can be used to generate returns to compensate tracking error deviations. 

iv) The efficiency bias is the gap between the market portfolio’s return and 

efficient frontier’s return for the assumed risk. A market portfolio is almost never 

optimal, so, even an index has no sample or construction bias, and even tracking 

error is zero, an indexer suffers from efficiency bias. According to that conclusion, 

it seems rare that not many authors have analysed it directly. Conclusions about 

anomalies, the CAPM utility, calculation of betas or the validity of active 

investments should be revisited taking into account the efficiency bias. This bias 

can be reduced increasing market efficiency, or achieving more efficient portfolios 

using different investment strategies. Benefit maximization or risk minimization 

strategies (with traditional and new risk measures), fundamental indices or 

pseudo-active strategies should be developed to build more efficient portfolios and 

indexes. The efficient bias from an empirical point of view opens a wide field of 

research. How this bias is detected, measured and reduced, how more mean-

variance efficient indexes are created and replicated are extraordinary questions 

to answer. 

v) The active bias is the difference between the market return and the best 

investment opportunity (opportunity cost). Active management has been widely 

analysed in finance but, contrary to what is defended by traditional finance, it has 

a place in the financial arena. Markets’ inefficiencies and index’s biases make 

active strategies theoretically useful. Empirically it is quite different. The utility of 

active investments and price predictability is not clear in the literature. In my 

opinion, contradicting results are generated by the fact market index biases have 

never been taken into account. Empirical studies should rethink the utility of 

active strategies paying attention to biases presented in this thesis. With this 

adjustment, I am quite sure conclusions should be slightly different. More over, 

active strategies should be indexed, becoming benchmarks, to measure the active 

bias and to evaluate managers with correct tools. 



  
CCoonncclluussiioonnss    

 164 

The detection of market index’s biases show interesting fields to explore. How 

construction rules, sampling strategies, index committee decisions or other 

sources of market index biases affects the performance and risk of a market index 

have not been analysed in detail. Because market indices are used as proxies of 

the market, if the proxy is biased, the market is not well measured, and 

conclusions about the usefulness of active or passive investments, the CAPM or 

out performance or underperformance of the market must be redefined. 

Mathematical measures to compute sample, construction, efficiency and active 

biases must be developed. Tracking error measures should include risk in the 

future, and efficiency tests and mean-variance efficient portfolio analysis must be 

developed and compared to market index biases’ presence or absence.  Finally, a 

distribution analysis of market index biases can also be very interesting. 

Finally, the third article of the thesis ‘Refunding Market Indexes using VaR’ 

answers two main questions presented in the second article: if market indexes 

suffer from the efficiency bias, and if it can be solved using any strategy. Starting 

from the point most market indices are not in the efficient frontier and suffer from 

index biases, I try to develop more efficient indexes using a very simple strategy. 

Minimum Risk Indices are presented as alternative benchmarks. The process to 

create Minimum Risk Indices is deliberately easy. First of all, the selected risk 

measure is parametric VaR, a simple but reliable measure in our controlled 

scenario (non-linear positions, weekly data and 5% significance level), easy to be 

followed by all investors. Second, the Covariance Matrix estimation is developed 

using moving average methods, one of the most undemanding methodologies. 

Why moving averages are selected is clear. Results can be easily improved using 

more powerful methodologies. Third, once the covariance matrix is estimated, a 

minimization problem is solved to obtain the optimal composition of Minimum Risk 

Indexes. Four, it is possible to reconstruct index’s performance using historical 

data, and this performance is compared with current Market Indices. Five, a back 

testing process is used to determine how models fit real markets.  Finally, 

different Minimum Risk Indices are provided for each market and the ‘best’ index 

is selected using back testing and risk-adjusted performance.  

Using the theoretical framework presented above, Minimum Risk Indices are 

generated for the Spanish, American and Argentinean Stock Markets. The aim is 
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to create Minimum Risk Indices based on the historical composition of the 

IBEX35, the Dow Jones Industrial AverageSM and the MERVAL for the 2000-

2004 period. The Covariance matrix is estimated by the Moving Average Method 

using different lengths (4 to 100 weeks). Conclusions of the empirical application 

can be summed up in six: (1) Covariance matrices must be estimated using 

medium-length Moving Averages to provide stability to VaR. (2) Minimum Risk 

Indices show less risk than current indexes. The reduction of volatility is especially 

important in the Spanish case. (3) Extreme losses are similar to those of IBEX 

35 and lower in the American and Argentinean market. (4) Our Minimum Risk 

Indices outperform Spanish and Argentinean indices, revealing that they suffer 

from the efficiency bias and from the sample and construction bias in the 

Argentinean case. In contrast, no Minimum Risk Index outperforms the American 

market even the construction and the sample bias is also theoretically present in 

the Dow Jones Index. The underlying idea that should be developed in the future 

is if the American market shows such efficiency that it solves in part market index 

biases as the construction and sample biases. (5) Normality is rejected in the 

Spanish and American markets. In the back testing process, real errors are more 

frequent than the significance level, but they are only 3% higher than the VaR 

value. (6) The selection of the ‘best’ approximation is done using: (a) a back 

testing process that included frequency and magnitude of errors. The innovation is 

to define the Excess Total Loss (ETL) as measure of error magnitude. (b) Minimum 

Risk Index performance using Sharpe’s ratio.  The paper concludes that the 

MA52b, the MA60 and the MA52a are the best approximations in the Spanish, 

American, and Argentinean markets respectively.  

In this third article, a very simple methodology to build more efficient indexes was 

presented (Minimum Risk Indices). The construction methodology is deliberately 

simple because results can be easily improved using more powerful risk measures 

or estimation procedures. Approaches using CVaR, Downside risk, EWMA, GARCH 

or HAC estimations should be used to develop more efficient indices. On the other 

hand, results must be checked for robustness, applying the commented 

methodology in different markets and time periods. More over, Minimum Risk 

Indices should be analysed as a possible base for derivatives, as alternative 

benchmarks, or to calculate more stable betas. 
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It is possible to conclude, after some years of dedication to Market Indices, my 

main objective has been achieved, but future lines of research are overwhelming. 

When I started the PhD, my intention was to clarify some questions about 

indexing. Coming to the end of this trip, I may say, not only with hope but also 

with fear, that doors opened in every article and chapter, and there are more 

open doors now than at the beginning.  

 

 

 

 


