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CHAPTER 1

INTRODUCTION

1.1. Enzyme catalysis

Enzymes make up the biological machinery responsible for catalyzing the broad diversity
of chemical reactions that fuel the biological processes of every living organism. Every
enzymatic function is focused on accelerating any chemical reaction to time scales that are
biologically relevant which fall into the micro-milliseconds time range [1]. Since most of
non-catalyzed biochemical reactions would otherwise take place in time scales ranging
from minutes to millions of years, enzymes are outstandingly efficient catalysts achieving
rate-enhancements, with respect to aqueous solution, that can be superior to 15 orders of
magnitude under mild conditions [2,3] (see Figure 1). Indeed, enzymes represent the
most refined expression of chemical pre-organization. This allows to optimally orient a
variety of amino acid functional groups in the active site cavity for efficient substrate
binding and stabilization of the reaction transition state. Understanding the origin of such
efficient catalysis thus has a tremendous potential for elucidating factors responsible for
diseases as well as finding inhibitors of non-desired enzymatic functions. Furthermore, the
extraordinary efficiency, versatility and enantioselective control of enzymes finds wide use
in a variety of biotechnological applications, which redesign natural enzymes by
mutagenesis in order to catalyze non-naturally occurring chemical reactions of interest.
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Figure 1. Representation of the rate-enhancement of some enzyme-catalyzed reactions
(FBP, fructose-bisphosphatase ; ODC, orotidine 5’-phosphate decarboxylase ; MAN,
mandelate racemase ; PTE , phosphotriesterase ; CMU, chorismate mutase ; CPA, human
cyclophylin A ; CAN, carbonic anhydrase). Data extracted from references [1-3].

Specificity is the hallmark of enzymes. The original Lock and Key model by Fischer,
invoked to provide an explanation for enzyme specificity, regarded the enzyme as a rigid
molecule that is complementary in shape to its substrate. With the advent of X-ray
crystallography, the fascinating pictures of the precise pre-organization of the enzyme
active site rapidly spread the view of enzymes as static entities with a well defined native
structure that entirely determines the substrate binding mode and, ultimately, the
catalytic efficiency. However, the increasing number of X-ray structures for unbound
(apo) and bound (holo) states of enzymes rapidly changed this paradigm. The
experimental evidence showed that enzymes, indeed, are easily deformable structures that
require changes in conformation to bind substrates in the optimal position for efficient
catalysis. On the one hand, the induced fit model by Koshland [4] considers some degree
of plasticity in the enzyme and proposes that the enzyme deformations observed upon
ligand binding are “induced” by the ligand to optimize the network of interactions
between the enzyme and ligand. In the conformational selection model [5], on the other,
the ligand selects a conformation from a pre-existing equilibrium of conformations
accessible by the enzyme. The latter model takes one step further toward the dynamic
view emphasizing that enzymes are insrinsically flexible. It is believed that both the
induced fit and the conformational selection model contribute to describe the origin of
functional conformational changes. Nowadays the dynamic nature of enzymes is
commonly accepted and turns out to be the subject of study by many experimental and
computational groups aimed at characterizing the vast range of dynamic events involved
in the enzymatic function.
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The dynamic nature of enzymes is described by the concept of multidimensional free
energy surface as originally introduced by Frauenfelder and co-workers [6]. This rough
energy landscape is characterized by different conformational states, which in turn
comprise many conformational substates. The transitions between different
conformational states are rare and thus occur at slow time scales (beyond the microsecond
time scale), whereas faster fluctuations between substates within the same conformational
state take place in the range from picoseconds to nanoseconds. Slow dynamics correspond
to large-amplitude and collective conformational changes which are typically associated to
substrate binding and allosteric events, e.g. domain motions or relative motions between
subunits in oligomeric structures. Faster time scales, on the other hand, involve more
local fluctuations between closely similar structures such as sidechain rotations as well as
subdomain and loop motions (see reference [7] for review).

1.1.1. Experimental techniques to study protein dynamics

Nowadays protein dynamics can be studied by a wide range of complementary
experimental techniques suitable for different time scales and resolutions (Figure 2).

Loop/Subdomain

motions Folding/Unfolding

Bond
vibration Side-chain rotation Domain motions
-
—
Neutron Scattering H/D exchange
NMR relaxation
Fluorescence

Molecular Dynamics

Coarse-grained simulations

Figure 2. Time scales of dynamical events in proteins and techniques sensitive to
different time scales.
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In NMR, the relaxation of nuclei, after excitation with magnetic fields, detect
conformational transitions, at atomic resolution, spanning time scales from picoseconds
to seconds. Appealing NMR dispersion experiments on the cyclophilin A enzyme by Kern
and co-workers [8] unveiled that large-amplitude motions can be rate-limiting. The
observation of a global conformational change in the course of catalysis and the fact that
these motions are detected in the free enzyme with frequencies similar to the reaction
turnover indicated that the slow dynamics necessary for catalysis is both rate-limiting and
an intrinsic property of enzymes. Put it more succinctly, what limits the catalytic activity
of the enzyme is the ability to move.

Hydrogen-Deuterium (H/D) exchange [9] measure the number of hydrogen atoms, from
amide groups in the protein backbone, being exchanged by deuterium atoms when the
protein is dissolved in D,O. Studying the time and temperature dependence of the
number of exchange atoms provides insight into changes in solvent accessibility that are
intimately related to conformational fluctuations occurring at slow time scales (beyond
milliseconds).

Single-molecule fluorescence experiments illustrate very well the flexible nature of
enzymes, as pioneered by Xie and co-workers in the cholesterol oxidase study [10]. This
kind of experiments shows large fluctuations of the turnover rate constant with time,
which gives rise to a distribution of catalytic rate constants for a single enzyme.
Interestingly, such oscillations are observed to be correlated with fluctuations between
long-lived conformations exhibiting different reactivity, i.e. on-off states. Therefore the
large size of the activity fluctuations (the minimum and maximum catalytic rate can differ
by an order of magnitude) highlights the marked influence of the enzyme conformation
in determining the reactive properties (see references [11,12] for reviews).

Neutron scattering techniques provide dynamic information at faster time scales (from
picoseconds to few nanoseconds) by measuring the mean-square-displacement, which
quantifies the amplitude of motions accessible at a given time scale [13]. Even though the
amount of dynamic information that one can extract with neutron scattering is more
limited than with other techniques, such as NMR, it has found wide use in comparing
the local flexibility of different proteins. For instance, different studies on thermo-
mesophilic pairs of proteins showed that thermophilic enzymes are more flexible than
their mesophilic homologues at the fast time scales probed by neutron scattering [14,15].
This completely changed the traditional paradigm that thermophilic proteins are more
rigid than their mesophilic homologues and amazingly suggested that higher flexibility at
fast time scales does not necessarily imply higher catalytic activity. In section 1.4 this will
be extended.
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1.1.2. Computational techniques to study protein dynamics

Protein dynamics can be explored by all-atom simulations such as Molecular Dynamics
(MD) that describe the conformational fluctuations of the system at time scales ranging
from picoseconds to hundreds of nanoseconds. MD allows to follow the atomic positions
with time, identify the most relevant conformations as well as characterize conformational
transitions. In general the description of dynamical events in the microseconds time scale
or beyond is inaccessible by conventional MD with current computational power. In this
regard, impressive progress by Shaw and co-workers is being done to cover extremely
longer time scales by using a special-purpose machine for MD. They recently reported the
first 1-millisecond simulation for the bovine pancreatic trypsin inhibitor [16]. Despite the
increasing computing power, a wealth of more approximate methods are ongoingly
developed to cover longer time scales, e.g. coarse-graining. This will be covered in the
Methods section.

1.1.3. Controversy on the coupling between enzyme dynamics and catalysis

Despite the large amount of evidence from experimental and computational studies with
regard to the active role of enzyme motions in catalysis, nowadays there is an intense
debate in the biochemical and biophysical communities about the actual contribution of
dynamical effects in catalysis. The core of the controversy lies in what is understood by
“dynamical effects”. For many authors, such as Kern and co-workers, “dynamical effects”
in catalysis merely refer to “any time-dependent change in atomic coordinates” [7]. This
definition includes the concept of “coupled promoting motions” disseminated by
Hammes-Schiffer and Benkovic [17] which refer to a network of coupled protein motions
that occur in the progress along the chemical reaction coordinate. However, Warshel and
co-workers argue that the observation of correlated protein motions in the course of the
reaction is trivial [18], since any chemical reaction in solution is also subjected to coupled
motions of the environment and that what fully accounts for the enzyme catalytic effect is
the electrostatic pre-organization of the active site. What Warshel and co-workers
understand by “dynamical effects” is a transfer of energy from a conformational
coordinate to the chemical reaction coordinate in an inertial way [18]. Several studies
quantifying this contribution to lowering the barrier height conclude that the dynamical
effect is minimal [19,20], whereas others found that this is an important contribution
[21]. Schwartz and co-workers coined the term “rate-promotion vibrations” [21] to
describe these protein motions that transfer energy to the reaction coordinate and find,
instead, that protein compression modes can significantly reduce the energy barrier [22].

On balance, part of the origin of this controversy lies in semantic issues and thus an exact
and uniquely used definition of dynamical effects in enzyme catalysis is urgently needed.
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This will provide a consensus view approaching both experimental and computational
communities in a concerted effort to precisely determine the actual role of protein
motions in determining the outstanding efficiency of enzymes.
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1.2. Phosphorylation reactions by enzymes

The phosphorylation of proteins is fundamental in many processes of the cell including
division, differentiation and development as well as metabolic pathways. This is borne out
by the observation that one third of all proteins in the cell are phosphorylated [23].
Besides proteins, phosphate groups are present in a wide diversity of biomolecules,
ranging from nucleic acids, enzyme cofactors, metabolites and ATP [24]. The latter, in
particular, is frequently used by enzymes for phosphorylating other proteins. These
enzymes are termed kinases, whereas those removing the phosphate group are called
phosphatases. ATP is regarded as an abundant storage of chemical energy due to the high
exothermicity of its hydrolysis reaction that is in turn exploited for assisting endothermic
reactions. This chemical energy can also be transformed into mechanical energy for
muscular contraction or into osmotic energy for transporting ions against an electric
potential gradient across the membrane. Given the central role of phosphates, it is not
surprising that a broad range of malfunctions in the cell stem from the anomalous
behavior of phosphorylating enzymes. For instance, alterations in signaling kinases
involved in cellular division processes promote the formation of cancerous cells [23].

From the chemical point of view, studying the mechanisms of enzymatic phosphorylation
reactions is particularly necessary for unraveling how this kind of enzymes achieve their
tremendous catalytic power. For instance, fructose-bisphophatase and inositol-
phosphatase are estimated to enhance the reaction rate 10°' fold [3], which is the highest
rate-enhancement reported so far. The key of such outstanding rate-enhancement lies in
the ability to perform reactions that are extremely slow, due to the extraordinary kinetic
stability of phosphates in solution, at time scales suited for biological processes. Anions of
phosphoesters are very stable as they repel nucleophiles, being ~1.1.10" years, for
instance, the half-life time for attack of water on alkyl phosphate dianions [3]. Given the
observed dominance of phosphorylating enzymes in biological processes and their salient
catalytic power, a very extensive literature exists on mechanistic investigations of
enzymatic phosphoryl transfers. These investigations are carried out in combination with
mechanistic studies on uncatalyzed phosphoester hydrolysis in water to give insight into
strategies for enzyme catalysis (see references [25-27] for reviews).

1.2.1. Mechanisms of phosphorylation

The reaction mechanisms of phosphoryl transfer are more complex than those of
nucleophilic substitutions on carbon atoms as a consequence of the hypervalent character
of phosphorus. A nucleophilic substitution on phosphorus has three different
mechanisms: dissociative, concerted and associative [28] (Figure 3).



8 Introduction

o
5 | s
Concerted NTRREERS pone LG
A
o ©
o)
lye o 0
Nu~ P’ e’ 5 //8+ i
g Nu = P LG

Dissociative

(@)
Nu~ !=|’+ LG~

/ .,
- ,
o~

(0] o

Metaphosphate

Nu

Associative

Phosphorane

o o]
N Reaction path /
Nu i /F:*'-G — Nu Pt LG~
(@] : l “ 0
o L-
Reactants Products

Figure 3. Phosphoryl transfer mechanisms: concerted, dissociative and associative.



Phosphorylation reactions by enzymes 9

Dissociative mechanism

As a first step, the bond between P and the leaving group is broken leading to the
formation of a metaphosphate intermediate, which in a second step forms a bond with the
nucleophile. This intermediate species is an anion with a planar trigonal structure (Figure
4A). It is unstable in solution and has only been observed in a crystallographic structure

of fructose-1,6-bisphosphatase [29].

Concerted mechanism

The bond-breaking of the leaving group is carried out in concert with the bond-
formation of the nucleophile giving rise to a pentacoordinated phosphorus species that is
the transition state of the reaction. Depending on how synchronous is the formation and
breaking of the two bonds the transition state is defined as /oose, when it has more
dissociative character, or right, which is more associative [30]. It is widely believed that
most of enzymatic phosphorylations proceed in a concerted fashion [27].

Associative mechanism

As opposed to the dissociative mechanism, the bond-formation of the nucleophile occurs
prior to the bond-breaking of the leaving group leading to the formation of a
pentacoordinated phosphorus intermediate, also known as phosphorane (Figure 4B). What
provides stability to this species is the hypervalency of P and for this reason a wide variety
of synthetic phosphorane compounds have been obtained [31].

This pentacoordinated species can be stable enough to undergo a pseudorotation process,
in which both axial substituents are exchanged by two equatorial ones, while the third
equatorial position remains at its position as a pivot [31] (Figure 4C). This
pseudorotation process is of great importance with regard to reactions involving chiral
phosphates. In general nucleophilic substitutions lead to an inversion of the configuration
of the chiral center, but a retention of configuration can occur in case of pseudorotation.
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Figure 4. Intermediate species in phosphoryl transfer reactions. (A) Metaphosphate is
anion with a planar trigonal structure with three P-O bonds (B) 2D- (l¢ff) and 3D- (right)
representations of a phosphorane. The structure is a trigonal bipyramid centered at the P
atom, where the two substituents at axial positions form an angle close to 180° with bond
distances longer than those corresponding to the other three equatorial bonds at the
central plane of the molecule. (C) Pseudorotation process of a phosphorane.

1.2.2. Hypervalency in pentacoordinated phosphorus

The observation of pentacoordinated phosphorus compounds, and other hypervalent
molecules made by sulfur, silicon or halogen atoms, motivated a modification of Lewis'
rules, which establish that each element fulfills the octet by forming chemical bonds
between atom pairs that share two electrons. Historically two possible modifications were
suggested [32]. Valence Bond Theory first proposed an expansion of the valence shell by
allowing the promotion of electrons from occupied orbitals to empty & orbitals increasing
the number of electrons participating in chemical bonds. In this framework, the trigonal
bipyramid structure of pentacoordinated phosphorus compounds, like the paradigmatic
PFs, is explained by a sp’d hybridization of the phosphorus atom. The linear combination
of the 3s orbital, three 3p orbitals and one 3d orbital (with an electron promoted from the
3s orbital) yields five sp’d orbitals pointing to the vertices of a trigonal bipyramid. An
alternative to this hybridization scheme is the formation of chemical bonds with high
ionic character or fractional contribution of electrons not violating the octet rule. With
the advent of accurately computed wave functions along with wave function analysis
methods, such as the Natural Population Analysis by Weinhold and co-workers [33], the
hybridization scheme was shown to be incorrect as it implies a participation of 4 orbitals
in the chemical bonds that is too high. Instead, chemical bonds in these molecules are



Phosphorylation reactions by enzymes 11

shown to be delocalized and distinguished by a high ionic character, which implies a bond
order lower than one. These kinds of bonds thus turn out to be weaker than covalent
bonds. The 3-center 4-electrons bond scheme (3c4e) is in line with this description. A
central atom shares a bonding orbital with two atoms that provide an electron pair each
one (Figure 5). This model provides an explanation for the higher coordination number
of the central atom avoiding the necessity to expand the octet. It is worth pointing out
that the hybridization scheme, which is used in many chemistry text books, is obsolete
and do not represent properly the interactions responsible for hypervalency [32]. In this
thesis we have studied factors that influence the stability of pentacoordinated phosphorus
compounds.

[ENg LY

A—B ¢ - B—C| = A—B - C

Figure 5. Lewis structure of a 3c-4e bond model, which is represented by two resonance
structures.

1.2.3. Pentacoordinated phosphorus in enzymes: controversy on f-
phosphoglucomutase

A phosphorane formed in the course of an enzymatic reaction is a high-energy
intermediate that, if isolated, could provide a revealing picture of the enzyme in a high-
energy state in which the interactions between the substrate and the enzyme are the key
factors of catalysis. For this reason, it was of great interest the report in Science by Allen
and co-workers [34] of the first crystallographic structure of a pentacoordinated
phosphorus intermediate in the active site of an enzyme, S-phosphoglucomutase (5
PGM), which catalyzes the isomerization of f-glucose-1-phosphate (G1P) to f-glucose-6-
phosphate (G6P). This structure aroused much controversy from the very beginning
[35,36], since some authors argued that the phosphorane might have been wrongly
identified and that, instead, a MgFs salt formed under crystallization conditions was
likely to mimic the phosphoryl moiety of the phosphorane. In support of this idea,
theoretical studies by Webster [37] showed that a pentacoordinated phosphorus in the
active site of this enzyme could not be a stable species, but a transition state. Subsequently
Allen and co-workers defended their thesis by showing with quantitative analytical
methods that the enzyme does contain a phosphorus species in the active site [38].
Following the idea of the wrong assignment, NMR and kinetic assays by Waltho and co-
workers [39,40] convincingly demonstrated that the MgFs salt is indeed a potent
inhibitor of f-PGM that acts as a transition state analogue in similar conditions to those
of the original experiment. These were clear indications that the formation of the
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phosphorane intermediate is unlikely in this enzyme, but it still lacked a detailed
understanding of the phosphorylation mechanism. In this thesis we have studied the

reaction pathway of this phosphoryl transfer.
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1.3. Amino Acid Kinase family: large-amplitude motions
mediating function

The Amino Acid Kinase family of enzymes (AAK) comprises a series of enzymes that
catalyze a phosphorylation reaction and have important similarities in terms of sequence
and structure. The family members are: N-acetyl-L-glutamate kinase (NAGK),
Carbamate kinase (CK), Glutamate-5-kinase (G5K), UMP kinase (UMPK),
Aspartokinase (AK) and the fosfomycin resistance kinase (FomA). Rubio and co-workers
[41] have exhaustively studied this family and proposed that the shared fold among family
members is likely to give rise to a similar mechanism of substrate binding and catalysis.
These enzymes share the same o/f fold of the monomeric subunit and, among them,
NAGK is regarded as the structural paradigm of the AAK family, since it is the most
widely studied family member. Studies on the catalytic mechanism and dynamics of

NAGK thus can shed light on how the rest of family members perform their function
[41].

1.3.1. N-Acetyl-Glutamate Kinase

NAGK uses ATP to catalyze the phosphorylation of the amino acid N-Acetyl-L-
Glutamate (NAG) in the biosynthesis of arginine from glutamate in microorganisms and
plants (see Figure 6). NAG is one of the N-acetylated intermediates that are produced in
this anabolic route and its phosphorylation by NAGK turns out to be the key regulatory
step of the route in many organisms, since NAGK is feedback inhibited by the end
product arginine. What makes this route interesting from the medical point of view is the
fact that in mammalian cells the arginine biosynthesis proceeds through non-acetylated
intermediates. Therefore NAGK activity may be selectively inhibited and, given the
regulatory role of this enzyme in bacteria, it can be a potential target for antibacterial
drugs. From the chemical point of view, the reaction catalyzed by NAGK is relatively
uncommon as the phosphoryl group is transferred from ATP to a carboxylate group of N-
acetyl-glutamate, whereas most of kinases phosphorylate alcohol groups from protein
residues, e.g. serine or tyrosine, and metabolites.
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more than one chemical step.
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The regulation of NAGK activity by arginine inhibition has been thoroughly studied in
hexameric NAGKSs from Thermotoga Maritima and Pseudomonas Aeruginosa [42,43]. The
inhibition occurs allosterically, which means that arginine binding in one of the subunits
enhance the affinity of other subunits for binding a subsequent arginine molecule. The
transition from the unbound state to the inhibited state with six bound arginine
molecules involves a large conformational change that modifies the active site cavity as
well as the size of the central ring of the hexameric structure. Apart from arginine
inhibition, NAGK activity has been observed to be positively regulated in photosynthetic
organisms. This enhancement of NAGK activity occurs by forming a complex with the
signaling protein PII, which stabilizes the more active conformation and therefore
competes with arginine to bind NAGK [44]. The formation of this complex is promoted
in conditions of nitrogen abundance so as to enhance the production of arginine for
subsequent storage.

NAGK from Escherichia Coli (EENAGK), on the other hand, is an example of an
arginine-insensitive NAGK and turns out to be the best characterized enzyme among all
NAGKs and Amino Acid Kinase family members. Its mechanism of phosphoryl transfer
has been subjected to a wide range of crystallographic [41,45,46] and site-directed
mutagenesis studies [47]. It is a homodimer of 258 residues in each monomeric subunit,
which consists of a N domain that hosts the NAG binding site (NAG lid) and a C
domain that binds ATP. It is at the interface between these two domains that the
phosphoryl transfer reaction takes place (see Figure 7). This dimeric arrangement provides
only thermodynamic stability to the monomeric fold that has been evolutionary selected
to perform the catalytic function. This is borne out by kinetic studies that have not shown
evidence of cooperativity between both subunits [47].
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Closed

Figure 7. Structure of the open (unbound; PDB code 2WXB) and closed (with the ATP
analogue AMPPNP and the amino acid NAG; PDB code 1GS5) structures of the
EcNAGK dimer. The substrates ATP and NAG (ball and sticks) bind to the C (red) and
N domains (blue) respectively.

The first crystallographic structures of EcNAGK were solved for the bound state of the
enzyme (PDB codes 1GS5, 10H9, 10HA and 10OHB) and revealed an active site that
was too narrow to allow the substrates bind directly without a conformational
rearrangement. In the X-ray structure with code 1GS5, the ATP analogue AMPPNP and
NAG were optimally positioned in the active site to perform the phosphoryl transfer. The
reactive atoms are so closely positioned that continuous electron density was observed
between both atoms. A subsequent structure with a transition state analogue (AIFy)
provided insight into the actual interactions in the putative transition state structure. To
understand how the substrates achieve such optimal position in the closed active site it
was hypothesized that a more open conformation would be more accessible by the
enzyme in the absence of substrates. Several years after determining the first X-ray
structure, a more open conformation of the enzyme in the apo state was crystallized (PDB
code 2WXB) [46]. This confirmed the former hypothesis and shed light into a large-
amplitude conformational change enabling substrate binding. /n this thesis we have studied
the intrinsic dynamics of EcNAGK, regarding large-amplitude motions linked to substrate
binding. We have also explored the extent of conservation of these intrinsic dynamical features
among AAK family members.

1.3.2. Carbamate Kinase

Carbamate kinase (CK) catalyzes the formation of carbamate by using ATP and
carbamoyl phosphate (CP). CP plays an active role in the biosynthesis of pyrimidines,
arginine and urea. CK in other organisms makes the reverse reaction, which involves the
synthesis of ATP and carbamate from CP. CKs are homodimers that share the same o/
fold of the AAK family but adds a distinctive structural feature, which is a protruding
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subdomain close to the intersubunit surface. The X-ray structures of different bound
states of the enzyme in different organisms reveal that this subdomain undergoes
important conformational changes that open and close the CP site [48-50] (Figure 8). A
recent hypothesis states that the flexibility of this subdomain might play a role in
enhancing the specificity of this enzyme for CP with respect to more abundant analogues,
such as bicarbonate or acetate. In this thesis we have analyzed the flexibility of the protruding
subdomain.

Open Closed

Figure 8. Structures of Carbamate Kinase from Pyrococcus Furiosus (left) and
Enterococcus Faecalis (right). The protruding subdomain of each subunit is colored in
red. The two structures show different conformations of this subdomain (open and

closed).

1.3.3. Uridine Monophosphate Kinase

UMPK catalyzes the phosphorylation of UMP using ATP to yield ADP and UDP. It
mediates one of the multiple steps of the biosynthesis of UTP, which is a precursor of
RNA, DNA and phospholipids. Bacterial UMPK is a hexamer regarded as a trimer of
dimers in which each subunit has the typical fold of the AAK family [51]. The interesting
structural feature of UMPK is the assembly of the subunits in each dimer. In contrast to
NAGK or CK, where helices that build hydrophobic contacts between the two subunits
are crossed (in an angle of ~65°), in UMPK the analogue helices are parallel (Figure 9A).
This leads to a hexameric assembly that is significantly different to that observed in
hexameric NAGKs.

The activity of hexameric UMPKs is regulated by the nucleoside triphosphates GTP and
UTP. GTP is an allosteric activator, whereas UTP, the end product of the biosynthetic
route, is an inhibitor. This mechanism of activity regulation is known to balance the
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synthesis of purine and pyrimidine bases. The X-ray structures determined for the UTP
[52] and GTP [53] bound states of UMPK from Eschericia Coli reveal a large
conformational change, in which GTP triggers the opening of each dimer (Figure 9B). In
this thesis we have studied how this conformational change is related to the different assembly
of this enzyme.

Figure 9. UMPK and its allosteric regulation. (A) Ribbon diagram of EcUMPK structure
(B) Schematic representation of the conformational transition between UTP and GTP
bound states of UMPK. Each area with the same color refers to one of the dimers. This
figure has been reproduced from reference [53].
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1.4. Thermostability in enzymes

Of particular importance is the fact that enzymes achieve their outstanding efficiency
under very specific environmental conditions. Factors like temperature, pressure or salt
concentration have a tremendous impact on enzyme activity, but the broad versatility of
the enzyme machinery allows finding enzymes adapted to extremely diverse
environments. Of particular interest are thermophilic and hyperthermophilic proteins
from organisms that grow at very high temperatures ranging from 50 to 120°C. Such
adaptation to high temperatures requires very resistant proteins to heat denaturation and
elucidating the origin of this resistance attracts the attention for designing proteins with
enhanced thermal stability for a wide range of applications.

There has been a surge of experimental and computational studies comparing
thermophilic proteins with their corresponding homologues working at room
temperature, known as mesophilic. From studies in the last 20 years, it seems that there is
not a unique strategy adopted by evolution to thermostabilize proteins. One of the main
problems when interpreting the differences observed between thermo-mesophilic pairs of
proteins is that not all these differences necessarily have to be related to differences in
thermal adaptation and, perhaps, other properties derived from the different nature of the
organisms may be involved.

Structural and amino acid sequence comparisons between a vast range of thermophilic
and mesophilic proteins point to some features that correlate with increased
thermostability. In the following, an overview of the several features that, in general, are
required for protein thermostability is provided.

1.4.1. Sequence and structural requirements for protein thermostability

The observation in thermophilic proteins of a larger proportion of charged residues
(arginine, lysine, aspartate, glutamate and histidine) at the expense of uncharged polar
residues, with respect to mesophilic homologues, has strongly supported the primary role
of electrostatic interactions in protein thermostability (see references [54,55] for reviews).
Charged residues are important for thermal stability because they form salt bridge
interactions between oppositely charged residues. These are very intense non-bonding
interactions that are known to strengthen with temperature [56-58]. This is borne out by
the fact that the desolvation penalty required to form a salt bridge decreases with
temperature. At low temperature, salt bridge interactions are destabilizing because the
interactions of solvent-exposed charged residues with water are more favorable than
within a salt bridge. In other words, the cost of disrupting the interactions between
charged residues and water molecules (desolvation penalty) is not balanced by the
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formation of an electrostatically favorable salt bridge. Water molecules are less efficient
screening electrostatic interactions at high temperature, e.g. water dielectric constant
decreases from 86 to 70 when increasing the temperature from 0°C to 50°C. This implies
that upon raising the temperature the desolvation penalty decreases to the extent that
charged residues interacting through a salt bridge become more stable than being highly
exposed to the solvent. For this reason, salt bridge interactions are considered to be
uniquely suited for protein thermostability [59].

Salt bridge interactions are observed to participate in networks of electrostatic interactions
making cross-links across the whole protein that stabilize the tertiary structure.
Computational studies also indicate that these networks are further optimized in
thermophilic proteins [60]. Obviously, in a network of electrostatic interactions, not only
the attractive interactions between pair-wise salt bridges are present, but also repulsive
interactions as a result of nearby residues with the same charge. Interestingly, what makes
the networks of thermophilic proteins more stable is the fact that the magnitude of
repulsive interactions is minimized. The importance of such optimization in thermophilic
proteins was impressively demonstrated by site-directed mutagenesis studies [61] showing
that a single mutation Arg — Glu at the surface of a thermophilic cold-shock protein
destabilizes electrostatic interactions to the extent that the unfolding temperature
dramatically drops in ~20°C. Overall, both the number of charged residues and their
spatial distribution within the protein are determinants of the impact of electrostatic
interactions on thermal stability. Based on this idea, computational protein design
methods [62] have been successful in thermostabilizing different enzymes by optimizing
charge-charge interactions at the surface.

A complementary view of the stabilizing effect of charged residues is based on the fact
that the higher content of charged residues at the surface of thermophilic proteins
provides the surface with enhanced hydrophilic character. Findings from simulations
[63,64] indicate that such increased affinity for water gives rise to a more dense water
shell surrounding the protein that protects the protein core against water penetration,
which ultimately drives protein unfolding.

Related to the increased number of charged residues at the surface of thermophilic
proteins is the fact that hydrophobic residues are more densely packed in the protein core
with respect to mesophilic homologues. From the structural point of view, thermophilic
proteins also exhibit shortened loops at the surface. These two features are consistent with
the idea that thermophilic proteins are able to maintain the robustness of the structure to
a higher extent.
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1.4.2. Dynamical requirements for protein thermostability

The dynamical requirements for protein thermostability are more controversial. Since
thermophilic proteins unfold at higher temperature and are less active than their
mesophilic homologues at lower temperature, thermophilic proteins have been
traditionally considered more rigid. According to the corresponding states hypothesis,
thermophilic and mesophilic proteins achieve similar flexibility at their respective
temperatures for maximum activity.

Nevertheless, experimental and simulation techniques able to explore atomic motions at
different time scales have indicated that the panorama is more complex and that there is
not a unique strategy for protein thermostability. Some of these studies found
thermophilic proteins to be more rigid than their mesophilic homologues [65-69],
whereas others showed the opposite [14,15,70-73]. This lack of consensus stems from the
absence of a unique mechanism of thermostability and, on the other hand, from the fact
that these techniques explore different aspects of protein dynamics among the vast
diversity of dynamic events that occur in a broad range of time scales. For instance, in the
case of enhanced flexibility in thermophilic proteins, as shown by neutron scattering at
fast time scales [14,15], the larger structural fluctuations can entail an increase in
conformational entropy of the native state that provides more stability [74]. On the other
hand, NMR relaxation experiments [69] probing slow time scales show that large-
amplitude motions linked to substrate binding and catalysis in a thermophilic adenylate
kinase do not occur as frequently as in a mesophilic homologue at low temperature,
which supports the corresponding states hypothesis. This is a clear indication that a
proper definition of flexibility requires the specification of time scale and type of motion.
For this reason, the flexibility regarding different dynamic events is not directly
comparable and, ultimately, their linkage to stability and function do not have to be
necessarily the same. Moreover, it is worth recalling that differences in dynamics between
thermophilic and mesophilic homologues are not completely related to thermostability,
since adaptation to other required properties are likely to alter the dynamics.

One of the most intriguing dynamical mechanisms of protein thermostability was
proposed few years ago by Zaccai and co-workers based on neutron scattering
experiments [15]. They observed that the mean-square-displacement at short time scales
of a thermophilic enzyme was less sensitive to temperature changes than the
corresponding mesophilic homologue. These results motivated the authors to suggest that
this can be a plausible mechanism for thermophilic proteins to control the structural
fluctuations at high temperature to avoid unfolding. In this thesis we have explored the
dynamical basis of these results.



22 Introduction

1.4.3. Exchange between thermostability and catalytic activity

When a thermophilic enzyme exhibits more restricted motions than a mesophilic
homologue, a dynamical reason is usually considered to be at the origin of the lower
activity at room temperature. However, computational studies by Warshel and co-
workers [75] suggest, instead, that a thermophilic enzyme is less active at room
temperature because the active site is less pre-organized than in a mesophilic homologue.
This implies that the energy barrier for the chemical step is higher requiring more
elevated temperatures to be surmounted. They argue that a mesophilic enzyme invest
more folding energy in a highly pre-organized active site at the expense of lower stability.
The reason for such tradeoff between stability and activity is that the formation of an
active site cavity is thermodynamically unfavorable. Thus it is clear that the study of the
relationship between enzyme thermostability and activity offers a convenient way to shed
light into the aforementioned controversy on the role of enzyme dynamics in catalysis.



References 23

L.5.

10.

11.

12.

13.

14.

15.

16.

References

Wolfenden R, Snider MJ (2001) The depth of chemical time and the power of
enzymes as catalysts. Acc Chem Res 34: 938-945.

Radzicka A, Wolfenden R (1995) A proficient enzyme. Science 267: 90-93.

Lad C, Williams NH, Wolfenden R (2003) The rate of hydrolysis of
phosphomonoester dianions and the exceptional catalytic proficiencies of protein
and inositol phosphatases. Proc Natl Acad Sci U S A 100: 5607-5610.

Koshland DE (1958) Application of a theory of enzyme specificity to protein
synthesis. Proc Natl Acad Sci U S A 44: 98-104.

Monod J, Wyman J, Changeux JP (1965) On nature of allosteric transitions - A
plausible model. / Mol Biol 12: 88-118.

Frauenfelder H, Sligar SG, Wolynes PG (1991) The energy landscapes and
motions of proteins. Science 254: 1598-1603.

Henzler-Wildman K, Kern D (2007) Dynamic personalities of proteins. Nazure
450: 964-972.

Eisenmesser EZ, Millet O, Labeikovsky W, Korzhnev DM, Wolf-Watz M, Bosco
DA, Skalicky JJ, Kay LE, Kern D (2005) Intrinsic dynamics of an enzyme
underlies catalysis. Nature 438: 117-121.

Katta V, Chait BT (1993) Hydrogen-deuterium exchange electrospray-ionization
mass-spectrometry - a method for probing protein conformational-changes in
solution. / Am Chem Soc 115: 6317-6321.

Lu HP, Xun LY, Xie XS (1998) Single-molecule enzymatic dynamics. Science
282:1877-1882.

Min W, English BP, Luo GB, Cherayil B], Kou SC, Xie XS (2005) Fluctuating
enzymes: Lessons from single-molecule studies. Acc Chem Res 38: 923-931.
Smiley RD, Hammes GG (2006) Single molecule studies of enzyme
mechanisms. Chem Rev 106: 3080-3094.

Gabel F, Bicout D, Lehnert U, Tehei M, Weik M, Zaccai G (2002) Protein
dynamics studied by neutron scattering. Q Rev Biophys 35: 327-367.

Fitter J, Heberle J (2000) Structural equilibrium fluctuations in mesophilic and
thermophilic alpha-amylase. Biophys J 79: 1629-1636.

Tehei M, Madern D, Franzetti B, Zaccai G (2005) Neutron scattering reveals the
dynamic basis of protein adaptation to extreme temperature. J Biol Chem 280:
40974-40979.

Shaw DE, Maragakis P, Lindorff-Larsen K, Piana S, Dror RO, Eastwood MP,
Bank JA, Jumper JM, Salmon JK, Shan Y, Wriggers W Atomic-Level
Characterization of the Structural Dynamics of Proteins. Science 330: 341-346.



24

Introduction

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

Agarwal PK, Billeter SR, Rajagopalan PTR, Benkovic SJ, Hammes-Schiffer S
(2002) Network of coupled promoting motions in enzyme catalysis. Proc Natl
Acad Sci US A 99: 2794-2799.

Kamerlin SCL, Warshel A (2010) At the dawn of the 21st century: Is dynamics
the missing link for understanding enzyme catalysis? Proteins: Struct, Funct,
Bioinf78: 1339-1375.

Roca M, Oliva M, Castillo R, Moliner V, Tunon I (2010) Do Dynamic Effects
Play a Significant Role in Enzymatic Catalysis? A Theoretical Analysis of Formate
Dehydrogenase. Chem Eur ] 16: 11399-11411.

Pisliakov AV, Cao ], Kamerlin SCL, Warshel A (2009) Enzyme millisecond
conformational dynamics do not catalyze the chemical step. Proc Natl Acad Sci U
SA106: 17359-173064.

Antoniou D, Schwartz SD (2001) Internal enzyme motions as a source of
catalytic activity: Rate-promoting vibrations and hydrogen tunneling. / Phys
Chem B 105: 5553-5558.

Quaytman SL, Schwartz SD (2007) Reaction coordinate of an enzymatic
reaction revealed by transition path sampling. Proc Natl Acad Sci U S A 104:
12253-12258.

Cohen P (2001) The role of protein phosphorylation in human health and
disease - Delivered on June 30th 2001 at the FEBS Meeting in Lisbon. Eur J
Biochem 268: 5001-5010.

Westheimer FH (1987) Why nature chose phosphates. Science 235: 1173-1178.
Hengge AC (2005) Mechanistic studies on enzyme-catalyzed phosphoryl
transfer. In: Richard JP, editor. Advances in Physical Organic Chemistry, Vol 40.
pp. 49-108.

Cleland WW, Hengge AC (2006) Enzymatic mechanisms of phosphate and
sulfate transfer. Chem Rev 106: 3252-3278.

Lassila JK, Zalatan JG, Herschlag D (2011) Biological Phosphoryl-Transfer
Reactions: Understanding Mechanism and Catalysis. Annu Rev Biochem 80: 669-
702.

Allen KN, Dunaway-Mariano D (2004) Phosphoryl group transfer: evolution of
a catalytic scaffold. Trends Biochem Sci 29: 495-503.

Choe JY, Iancu CV, Fromm H]J, Honzatko RB (2003) Metaphosphate in the
active site of fructose-1,6-bisphosphatase. / Biol Chem 278: 16015-16020.

Jencks WP (1972) General acid-base catalysis of complex reactions in water.
Chem Rev 72: 705-718.

Swamy KCK, Kumar NS (2006) New features in pentacoordinate phosphorus
chemistry. Acc Chem Res 39: 324-333.



References 25

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

Reed AE, Schleyer PV (1990) Chemical bonding in hypervalent molecules - the
dominance of ionic bonding and negative hyperconjugation over d-orbital
participation. J Am Chem Soc 112: 1434-1445.

Reed AE, Curtiss LA, Weinhold F (1988) Intermolecular interactions from a
natural bond orbital, donor-acceptor viewpoint. Chem Rev 88: 899-926.

Lahiri SD, Zhang GF, Dunaway-Mariano D, Allen KN (2003) The
pentacovalent phosphorus intermediate of a phosphoryl transfer reaction. Science
299: 2067-2071.

Blackburn GM, Williams NH, Gamblin SJ, Smerdon SJ (2003) Comment on
"The pentacovalent phosphorus intermediate of a phosphoryl transfer reaction".
Science 301: 1.

Allen KN, Dunaway-Mariano D (2003) Response to comment on "The
pentacovalent phosphorus intermediate of a phosphoryl transfer reaction”.
Science 301: 1.

Webster CE (2004) High-energy intermediate or stable transition state analogue:
Theoretical perspective of the active site and mechanism of beta-
phosphoglucomutase. / Am Chem Soc 126: 6840-6841.

Tremblay LW, Zhang GF, Dai JY, Dunaway-Mariano D, Allen KN (2005)
Chemical confirmation of a pentavalent phosphorane in complex with beta-
phosphoglucomutase. / Am Chem Soc 127: 5298-5299.

Baxter NJ, Olguin LF, Golicnik M, Feng G, Hounslow AM, Bermel W,
Blackburn GM, Hollfelder F, Waltho JP, Williams NH (2006) A Trojan horse
transition state analogue generated by MgF3- formation in an enzyme active site.
Proc Natl Acad Sci U S A 103: 14732-14737.

Golicnik M, Olguin LF, Feng GQ, Baxter NJ, Waltho JP, Williams NH,
Hollfelder F (2009) Kinetic Analysis of beta-Phosphoglucomutase and Its
Inhibition by Magnesium Fluoride. / Am Chem Soc 131: 1575-1588.
Ramon-Maiques S, Marina A, Gil-Ortiz F, Fita I, Rubio V (2002) Structure of
acetylglutamate kinase, a key enzyme for arginine biosynthesis and a prototype
for the amino acid kinase enzyme family, during catalysis. Structure 10: 329-342.
Ramon-Maiques S, Fernandez-Murga ML, Gil-Ortiz F, Vagin A, Fita I, Rubio V
(2006) Structural bases of feed-back control of arginine biosynthesis, revealed by
the structures of two hexameric N-acetylglutamate kinases, from Thermotoga
maritima and Pseudomonas aeruginosa. / Mol Biol 356: 695-713.
Fernandez-Murga ML, Rubio V (2008) Basis of arginine sensitivity of microbial
N-acetyl-L-glutamate kinases: Mutagenesis and protein engineering study with
the Pseudomonas aeruginosa and Escherichia coli enzymes. / Bacteriol 190: 3018-

3025.



26

Introduction

44.

45.

46.

47.

48.

49.

50.

51.

52.

Llacer JL, Contreras A, Forchhammer K, Marco-Marin C, Gil-Ortiz F,
Maldonado R, Fita I, Rubio V (2007) The crystal structure of the complex of P-
IT and acetylglutamate kinase reveals how P-II controls the storage of nitrogen as
arginine. Proc Natl Acad Sci U S A 104: 17644-17649.

Gil-Ortiz F, Ramon-Maiques S, Fita I, Rubio V (2003) The course of
phosphorus in the reaction of N-acetyl-L-glutamate kinase, determined from the
structures of crystalline complexes, including a complex with an AlF4- transition
state mimic. J/ Mol Biol 331: 231-244.

Gil-Ortiz F, Ramon-Maiques S, Fernandez-Murga ML, Fita I, Rubio V (2010)
Two Crystal Structures of Escherichia coli N-Acetyl-L-Glutamate Kinase
Demonstrate the Cycling between Open and Closed Conformations. J Mol Biol
399: 476-490.

Marco-Marin C, Ramon-Maiques S, Tavarez S, Rubio V (2003) Site-directed
mutagenesis of Escherichia coli acetylglutamate kinase and aspartokinase III
probes the catalytic and substrate-binding mechanisms of these amino acid kinase
family enzymes and allows three-dimensional modelling of aspartokinase. J Mo/
Biol 334: 459-476.

Marina A, Alzari PM, Bravo ], Uriarte M, Barcelona B, Fita I, Rubio V (1999)
Carbamate kinase: New structural machinery for making carbamoyl phosphate,
the common precursor of pyrimidines and arginine. Protein Sci 8: 934-940.
Ramon-Maiques S, Marina A, Uriarte M, Fita I, Rubio V (2000) The 1.5
angstrom resolution crystal structure of the carbamate kinase-like carbamoyl
phosphate synthetase from the hyperthermophilic archaecon Pyrococcus furiosus,
bound to ADP, confirms that this thermostable enzyme is a carbamate kinase,
and provides insight into substrate binding and stability in carbamate kinases. /
Mol Biol 299: 463-476.

Ramon-Maiques S, Marina A, Guinot A, Gil-Ortiz F, Uriarte M, Fita I, Rubio V
(2010) Substrate Binding and Catalysis in Carbamate Kinase Ascertained by
Crystallographic and Site-Directed Mutagenesis Studies: Movements and
Significance of a Unique Globular Subdomain of This Key Enzyme for
Fermentative ATP Production in Bacteria. / Mo/ Biol 397: 1261-1275.
Marco-Marin C, Gil-Ortiz F, Rubio V (2005) The crystal structure of
Pyrococcus furiosus UMP kinase provides insight into catalysis and regulation in
microbial pyrimidine nucleotide biosynthesis. / Mol Biol 352: 438-454.

Briozzo P, Evrin C, Meyer P, Assairi L, Joly N, Barzu O, Gilles AM (2005)
Structure of Escherichia coli UMP kinase differs from that of other nucleoside
monophosphate kinases and sheds new light on enzyme regulation. J Biol Chem

280: 25533-25540.



References 27

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

Meyer P, Evrin C, Briozzo P, Joly N, Barzu O, Gilles AM (2008) Structural and
Functional Characterization of Escherichia coli UMP Kinase in Complex with Its
Allosteric Regulator GTP. J Biol Chem 283: 36011-36018.

Kumar S, Nussinov R (2001) How do thermophilic proteins deal with heat? Ce//
Mol Life Sci 58: 1216-1233.

Karshikoff A, Ladenstein R (2001) Ion pairs and the thermotolerance of proteins
from hyperthermophiles: a 'traffic rule' for hot roads. T7ends Biochem Sci 26:
550-556.

de Bakker PIW, Hunenberger PH, McCammon JA (1999) Molecular dynamics
simulations of the hyperthermophilic protein Sac7d from Sulfolobus
acidocaldarius: Contribution of salt bridges to thermostability. / Mol Biol 285:
1811-1830.

Danciulescu C, Ladenstein R, Nilsson L (2007) Dynamic arrangement of ion
pairs and individual contributions to the thermal stability of the cofactor-binding
domain of glutamate dehydrogenase from Thermotoga maritima. Biochemistry
46: 8537-8549.

Vinther JM, Kiristensen SM, Led JJ (2011) Enhanced Stability of a Protein with
Increasing Temperature. / Am Chem Soc 133: 271-278.

Thomas AS, Elcock AH (2004) Molecular simulations suggest protein salt
bridges are uniquely suited to life at high temperatures. J Am Chem Soc 126:
2208-2214.

Spassov. VZ, Karshikoff AD, Ladenstein R (1994) Optimization of the
electrostatic interactions in proteins of different functional and folding type.
Protein Sci 3: 1556-1569.

Perl D, Mueller U, Heinemann U, Schmid FX (2000) Two exposed amino acid
residues confer thermostability on a cold shock protein. Nar Struct Biol 7: 380-
383.

Gribenko AV, Patel MM, Liu J, McCallum SA, Wang CY, Makhatadze GI
(2009) Rational stabilization of enzymes by computational redesign of surface
charge-charge interactions. Proc Natl Acad Sci U S A 106: 2601-2606.
Melchionna S, Sinibaldi R, Briganti G (2006) Explanation of the stability of
thermophilic proteins based on unique micromorphology. Biophys J 90: 4204-
4212.

Sterpone F, Bertonati C, Briganti G, Melchionna S (2009) Key Role of Proximal
Water in Regulating Thermostable Proteins. / Phys Chem B 113: 131-137.

Wrba A, Schweiger A, Schultes V, Jaenicke R, Zavodszky P (1990) Extremely
thermostable ~ D-glyceraldehyde-3-phosphate  dehydrogenase  from  the
Eubacterium Thermotoga-Maritima. Biochemistry 29: 7584-7592.

Lazaridis T, Lee I, Karplus M (1997) Dynamics and unfolding pathways of a
hyperthermophilic and a mesophilic rubredoxin. Protein Sci 6: 2589-2605.



28

Introduction

67.

68.

69.

70.

71.

72.

73.

74.

75.

Zavodszky P, Kardos ], Svingor A, Petsko GA (1998) Adjustment of
conformational flexibility is a key event in the thermal adaptation of proteins.
Proc Natl Acad Sci U S A 95: 7406-7411.

Butterwick JA, Loria JP, Astrof NS, Kroenke CD, Cole R, Rance M, Palmer AG
(2004) Multiple time scale backbone dynamics of homologous thermophilic and
mesophilic ribonuclease HI enzymes. / Mol Biol 339: 855-871.

Wolf-Watz M, Thai V, Henzler-Wildman K, Hadjipavlou G, Eisenmesser EZ,
Kern D (2004) Linkage between dynamics and catalysis in a thermophilic-
mesophilic enzyme pair. Nat Struct Mol Biol 11: 945-949.

Hernandez G, Jenney FE, Adams MWW, LeMaster DM (2000) Millisecond
time scale conformational flexibility in a hyperthermophile protein at ambient
temperature. Proc Natl Acad Sci U S A 97: 3166-3170.

Grottesi A, Ceruso MA, Colosimo A, Di Nola A (2002) Molecular dynamics
study of a hyperthermophilic and a mesophilic rubredoxin. Proteins: Struct,
Funct, Gener 46: 287-294.

Wintrode PL, Zhang DQ, Vaidehi N, Arnold FH, Goddard WA (2003) Protein
dynamics in a family of laboratory evolved thermophilic enzymes. / Mol Biol 327:
745-757.

Colombo G, Merz KM (1999) Stability and activity of mesophilic subtilisin E
and its thermophilic homolog: Insights from molecular dynamics simulations. /
Am Chem Soc 121: 6895-6903.

Stone MJ (2001) NMR relaxation studies of the role of conformational entropy
in protein stability and ligand binding. Acc Chem Res 34: 379-388.

Roca M, Liu H, Messer B, Warshel A (2007) On the relationship between
thermal stability and catalytic power of enzymes. Biochemistry 46: 15076-15088.



CHAPTER 2

OBJECTIVES

The main objective of the present thesis is to provide a global picture of different
properties important for the enzymatic function: reactivity, dynamics and
thermostability. By means of a variety of computational methods we have
examined these properties in a set of enzymes.

1) Reactivity

The first part examines the pentacoordinated phosphorus species that can be either
an intermediate or a transition state in the widely catalyzed phosphoryl transfer
reactions in enzymes. Taking into account the difficulty in distinguishing the
different types of phosphoryl transfer mechanisms, the main objectives of this part
are:

29
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Objectives

2)

Find a methodology properly describing the interactions present in
pentacoordinated phosphorus compounds for subsequent application in
QM/MM studies.

Characterize the electronic structure of pentacoordinated phosphorus
compounds.

Analyze systematically the inductive effects exerted by phosphorane
substituents on the structure as well as polarization effects mediated by
external electric fields.

Evaluate the viability of the pentacoordinated phosphorus observed in the
controversial structure of the S-phosphoglucomutase enzyme and calculate

the reaction mechanism.

Dynamics

The second part is focused on the role of large-amplitude motions in the enzymatic

activity of the Amino Acid Kinase (AAK) family. The objectives of this part are:

3)

Describe the most accessible modes of motion of the EeNAGK enzyme
Identify dynamical features common to AAK members.
Study the effects of the oligomeric assembly on the dynamics associated to

ligand binding processes.

Thermostability

The last part aims to gain insights into the dynamical properties associated to

thermal stability as observed by neutron scattering experiments on a thermo-

mesophilic pair of enzymes:

Characterize the intramolecular dynamics of the two enzymes at different
time scales.
Approach the complex diffusional behavior of these enzymes in the crowded

solution studied taking into account inter-protein interactions



CHAPTER 3

METHODOLOGY

3.1. Quantum-Mechanical methods

Quantum Mechanics (QM) is the most rigorous framework for the development of a
computational method aimed to describe a molecular system at the atomic level. A& initio
methods aim to solve the time-independent Schrédinger equation to find the wave
function which concentrates all information of the microscopic system.

HY = E¥ (3.1)

H is the non-relativistic Hamiltonian operator, which consists of five contributions:
kinetic energy of nuclei and electrons, nuclei-electrons attraction, nuclei-nuclei repulsion
and electron-electron repulsion:
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where 7 and j run over electrons, # and / over nuclei, h is the Planck’s constant divided by
27, m, is the mass of the electron, 7 is the mass of nucleus 4, V2 is the Laplacian
operator, ¢ is the charge of the electron, Z; is the atomic number of nucleus # and 7, is
the distance between particles @ and 4. The complexity of this problem lies in the inter-
dependence or correlation of nuclei and electrons of the system. An analytical solution of
this differential equation is not possible and some approximations have been devised to
circumvent this problem leading to a wealth of methods that widely differ in terms of
accuracy and computational cost.

Born-Oppenheimer approximation

Since the electron mass is much lower than that of the nuclei, the motion of the electrons
will be fast enough to instantaneously adapt to the nuclei motion. In most of the
situations, it is reasonable to assume that the motion of electrons and nuclei are
decoupled. Only in those systems in which the fundamental and excited states are close in
energy, this approximation fails as the motion of electrons and nuclei can be strongly
coupled. The assumption of the Born-Oppenheimer approximation separates the wave
function into a nuclear and an electronic part.

w(r; R)) = Yo (r;; R)Wn(R)) (3.3)

Now the problem lies in solving the Schrédinger equation for each nuclei configuration,
i.e. the electronic Schrodinger equation, which is written as:

(He + Vi) We(ri 5 Rj) = EoWe(r;; R)) (3.4)

where Hg includes the terms of Eq. (3.1) that depend on the electrons and Vj, is the
nuclear-nuclear repulsion for a fixed nuclear configuration R;. Note that the nuclei kinetic
energy term of the full Hamiltonian is cancelled and that the inter-nuclei coulombic
repulsion energy here becomes a constant that adds to the electronic energy.

From the Born-Oppenheimer approximation then emerges the concept of Potential
Energy Surface (PES), which is the surface defined by the electronic energy for all nuclear
coordinates (potential energy). This concept is fundamental and sets the grounds of many
aspects of chemistry. This will be addressed in section 3.4. At this stage, an accurate
representation of the molecular system requires the use of two families of methods. The
first one aims to solve the electronic problem, whereas the second one explores the
configurational space of the nuclei over the PES, the so-called conformational space. As we
will see, in general, an accurate solution of the electronic problem is generally achieved at
the cost of a reduced knowledge of the conformational space and vice versa. Therefore,
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one always seeks a balance between the accuracy of the calculation of the potential energy

and the extent of sampling of the PES.

The Electronic Problem

The simplification of the Schrédinger equation made by the Born-Oppenheimer
approximation is not enough to analytically find a wave function of the molecular system.
After having neglected the electron-nuclear correlation, now it is the correlation between
the electrons that makes the problem particularly troubling. Of course, this is an
exception for atoms with only one electron (hydrogenoid atoms), whose analytical
solution, as we will see, will be very useful to find a solution for poly-electronic systems.
The basis of many computational methods aimed at finding a solution to the electronic
problem is the Hartree-Fock method.

3.1.1. Hartree-Fock Method

Because the complexity in solving the electronic problem lies in the inter-electronic
interactions, approximations in this direction are needed. Let us first assume a system of
N non-interacting electrons. In such a system, the Hamiltonian is separable and can be
expressed as a sum of one-electron Hamiltonians, in which the electron-electron
interaction term represents a Coulombic interaction potential between the electron and
the electrostatic field generated by the rest of electrons. The eigenfunction of the
corresponding Hamiltonian becomes the product of N monoelectronic wave functions,
known as Hartree product. This product, however, does not fulfill the antisymmetry
principle that describes the behavior of fermions, such as electrons. The most compact
and simple way of expressing an antisymmetric function is the use of a Slater
determinant, where each row correspond to an electron and each column to a

monoelectronic orbital with a given spin, known as spin-orbital y.
From the application of the exact Hamiltonian to a Slater determinant with a closed-shell

configuration, the energy takes the following form:

N/2 N/2N/2

E= ZZH” + ZZ(Z}U - Ki}) (3.5)
i i

where Hj; corresponds to the kinetic and potential energy of each electron moving in the
field of the nuclei, /j is the electrostatic repulsion between a pair of electrons and Kj is the
exchange interaction between electrons of the same spin. The exchange interaction has
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not a classical counterpart as arises from the antisymmetry of the wave function fulfilling
the Pauli principle that establishes that electrons with the same spin have a reduced
probability of being close to one another.

According to the Variational principle, the better the approximation to the exact wave
function, the lower the energy. In order to find the best wave function of a poly-electronic
system described with a single Slater determinant, the energy, as expressed in Eq. (3.5),
requires to be minimized. By imposing the condition of minimizing the energy with
respect to the molecular orbitals, subject to the constraint that the molecular orbitals are
orthonormal, the Hartree-Fock equations are obtained.

fi)(i = E&iXi (3.6)

where f; is the monoelectronic Fock operator and takes the following form:

1 S G
fi=—3Vi= ) 2 ) (B0 - KO) 67)
kL 7

where /; and Kj are the one-electron Coulomb and Exchange operators respectively. This
monoelectronic Hamiltonian includes a potential that accounts for the interaction
between an electron and the rest of electrons in an average way. With this Hamiltonian,
the electrons only feel an effective potential created by the rest of electrons and do not
interact instantaneously, i.e. their motion is not correlated. In practice, to solve the
Hartree-Fock equations it is convenient to expand the molecular orbitals as a linear
combination of basis functions: ¢ = X7 a;;. This approach is known as the Linear
Combination of Atomic Orbitals approximation (LCAO). This expansion must be as
reduced as possible to minimize the computational cost, but requires enough flexibility to
reproduce the exact wave function. The resulting equations are known as the Roothaan-
Hall equations.

As the effective potential of the Fock operator requires to know the target wave function
beforehand, the solution of the equations is achieved iteratively starting from an initial
guess of the solution. The solution is converged when a self-consistent field (SCF) is
achieved. Because the correlation is not considered in the calculation of the inter-
electronic interaction, the energy difference between that obtained with the Hartree-Fock
method, in the limit of an infinite basis set, and the exact energy is named correlation
energy.

The Hartree-Fock method provides the best possible solution for a wave function
described with a single Slater determinant. Subsequent improvement of the wave function
can be achieved by including more Slater determinants, thus recovering part of the
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correlation energy. One can differentiate two types of correlation: dynamical and static.
The dynamical correlation arises from a Hartree-Fock wave function that is improved by
small contributions of many other determinants representing alternative configurations.
This reflects the inter-dependence of the motion of electrons. The static correlation, on
the other hand, is related to wave functions in which the contributions of few
determinants dominate the description of the wave function. This is typical of molecules
with nearly degenerate Slater determinants, in which different electronic configurations
are necessary for the description of the molecule.

Based on the Hartree-Fock method there are two different ways for computing the wave
function. The first one simplifies the Hartree-Fock calculations by parameterizing
integrals with the aim to make the calculations much faster. Indeed, the Hartree-Fock
method requires the calculation of a high number of Coulomb and exchange integrals.
This is the computational bottleneck, whose computational cost scales as V¥, where NV is
the number of basis functions. The parameterization of the integrals is made against
experimental data and in some cases can increase the accuracy of Hartree-Fock. The
methods following this philosophy are called semi-empirical. The second possibility
represents a family of methods that use the Hartree-Fock wave function as a starting point
toward finding an improved wave function and recovering the correlation energy. These
are the so-called post Hartree-Fock methods. Of course, the computational demand of this
alternative is notoriously higher.

3.1.2. Post Hartree-Fock Methods

Namely three types of post Hartree-Fock methods can be distinguished:

Perturbation theory

The Rayleigh-Schrodinger perturbation theory provides a scheme by which the wave
function can be gradually improved by adding corrections to a given order. The idea
behind this is to express the true Hamiltonian as a sum of a more tractable Hamiltonian
(Hp), for which the solution of the Schrédinger equation is known, and a perturbation
V).

—~

The A parameter varies from 0 to 1 and allows expressing both the wave function and the
energy as a Taylor expansion of increasing order corrections. Perturbation theory allows
obtaining the expressions of the corrections to any arbitrary order.
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In the Moller-Plesset (MP-n) approach, the more tractable Hamiltonian (Hy) is expressed
as a sum of Fock operators: Hy = Y1 f;. The eigenvalue of this Hamiltonian is the sum of
the energies of the occupied Hartree-Fock orbitals. This does not correspond to the
Hartree-Fock energy, since this counts twice the electron-electron repulsion, so that the
perturbation must correct this double-counting and include the electron-electron
repulsion term of the true Hamiltonian. Therefore the perturbation adopts the form:

occ occ 1 occ occ 1
V= —— i — =K :
V=225 22l =3k) )
ij>i i

The first-order correction (MP1) to the zeroth-order energy gives the Hartree-Fock
energy. Therefore, one needs, at least, the second-order correction (MP2) to recover part
of the correlation energy, which is computed as:

occ occ virt virt

=Bt D 3 DY (¢18119080) = $ialts@n)]” ;)

gt —€g,—¢
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The former equation shows that the approximation to the correlation energy is made by
considering many excited configurations, which ultimately requires the calculation of a
huge amount of integrals. The MP-n method is not variational and thus one may obtain
energies lower than the exact one.

Apart from MP2, in the present thesis we have used the spin-component-scaled MP2
(SCS-MP2) method [1] developed by Grimme which outperforms the standard MP2 in
the description of the correlation energy. This is a semi-empirical modification of MP2 in
which the MP2 correlation energy is partitioned into parameterized contributions from
parallel and antiparallel spin components.

Configuration Interactions (CI)
The wave function is expanded with Slater determinants that represent excitations
(singles, doubles, triples, etc.) over the fundamental configuration.

ch] :a()lpO+ZaSlPS+ZaDlPD+zaTlPT+.“ (311)
S D T

When all possible excitations that can be generated from the Hartree-Fock determinant
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are included in the expansion, we have a Full Configuration Interaction (FCI), which
provides the best solution for a given basis set. One of the main problems of truncating
the CI expansion is that is not size consistent. This means that the energy of a system
comprised of two non-interacting fragments is not the same as the sum of the energies of
the two fragments calculated separately. This property is important for describing
correctly dissociation reactions.

Coupled Cluster Theory
Coupled Cluster Theory describes the full-CI wave function as:

lpcc = eT‘PO (312)

1 1 =1
T _ T2 4T3 4. = ) Tk
T =14+ T+oT?+ 2T + kE—Ok!T (3.13)

where T is the cluster operator and is given by:
T:T1+T2+T3+"'+TN (3.14)

The T; operators generate all possible i excited Slater determinants. The advantage of
using the exponential of T is that for a truncated T, the corresponding Taylor expansion
provides all coupled excitations of order 7. For instance, in the case of the CCSD method,
where T=T+T, (single and double excitations), the wave function takes the following

form on the basis of Eq. (3.13) and (3.14):

1 1
eTi+T2 — 1 + T, + (TZ + E"[‘12> + (TZTl _|_ng3) + ... (3.15)

From this expansion, the operator not only includes all single and double excitations, but
also higher order excitations that result from coupling single and double excitations. The
inclusion of higher-order excitations in this way is what makes this method size
consistent. Nowadays, the CCSD(T) method [2], in which the triples contribution is
estimated from perturbation theory, is considered the “gold standard of quantum
chemistry” for its good compromise between computational cost and accuracy (it almost
recovers all correlation energy).
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3.1.3. Semi-empirical Methods

Upon increasing the size of the molecular system, with Hartree-Fock the number of
integrals to compute increase hugely (as N') and with the aim to reduce the
computational demand, the semi-empirical methods compute only a fraction of all
integrals and parameterize some of them. These parameters are chosen to reproduce
experimental data (thermochemical and structural), thus giving the semi-empirical
adjective.

All semi-empirical methods make the approximation of ignoring core electrons on the
basis that these will be less sensitive to changes in the chemical environment. The
remaining valence orbitals are represented with a minimal basis set of Slater-type orbitals.
The main differences among semi-empirical methods lie in the number of neglected
integrals and the way they are parameterized.

CNDO (Complete Neglect of Differential Overlap)(3,4]

All one-electron integrals are parameterized and among all two-electron integrals (pv|Ac),
only those integrals of the type (pp |AL) have non-zero parameterized values. If p and A
belong to the same atom A, the integral adopt a unique value yaa. When the atoms
involved are different (A and B) the integral depends parametrically on the respective yaa
and yss values and the inter-atomic distance (7as). All three- and four-center integrals are
neglected. Overall, the computational cost decreases from N to less than N2, since the
number of integrals to compute is drastically reduced and the remaining ones are already
parameterized and do not require explicit calculation.

INDO (Intermediate Neglect of Differential Overlap)(5]

The INDO method increases the flexibility of the CNDO method for computing one-
center two-electron integrals. The integrals between different types of orbitals are
distinguished and adopt different parameterized values, in contrast to CNDO.

NDDO (Neglect of Diatomic Differential Overlap)

The NDDO complements the improvement of INDO over CNDO, in describing one-
center two-electron integrals, by adding flexibility to the two-center two-electron
integrals. All integrals (uv|Ao) are explicitly computed provided that p and v belong to

the same atom, and A and © are centered in the other atom.

Based on the NDDO formalism, Dewar and Thiel reported the MNDO (Modified
Neglect of Differential Overlap) method [6]. They suggested modeling the two-center two-
electron integrals as interactions between multipoles. By replacing the continuous charge
clouds by classical multipoles the calculation is much simpler, thus reducing the
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computational demand of these integrals. The nuclear repulsion energy, named as core-
core term, in NDDO-based methods must be corrected, since the electron-electron terms
do not compensate repulsion between nuclear charges and, at long distances, uncharged
atoms or molecules experience a net repulsion. Therefore the core-core term needs to be
modified and the way this is corrected underlies the difference among a variety of
NDDO-based methods. In MNDO, the core-core term adopts the following form:

Vun (A B) = Z,Z5(s45515455) (1 + e~%aRap + g~aBRap) (3.16)

where Z;” denotes that the nuclear charge has been reduced by the number of core
electrons. One of the limitations of MNDO was that the repulsion was still too high and
this had detrimental consequences in the description of hydrogen bonds. To alleviate this
problem, the core-core term was modified by adding four Gaussian functions to each
atom in AM1 (Austin Model 1) method [7] by Dewar and co-workers:

VANL(A,B) = VNINDO(A, B)

77 4 4 (3.17)
+ ; B (Z akAe_bkA(RAB_CkA)Z + Z akBe_ka(RAB_CkB)Z)
AB & k

AM1 is one of the most broadly used semi-empirical methods in a variety of applications.
However, because the parameterization process of AM1 had not been optimal, Stewart
reported a reparameterization of AM1, and modified the core-core term using two
Gaussian functions for each atom, in the so-called PM3 (Parameterized Model 3) [8].
RM1 (Recife Model 1) [9] is another more recent reparameterization that keeps the same
expression of the core-core term of AM1 and that generally yields better results than AM1
and PM3.

d orbitals in NDDO models

To increase the flexibility of the basis set for an improved description of the wave
function, d orbitals are especially necessary for hypervalent atoms such as phosphorus.
Some of the methods mentioned above have been extended to use d-orbitals by adopting
different strategies.

Thiel and Voityuk kept the original expressions and parameters of MNDO and extend it
to the use of d-orbitals in the MNDO/d model [10]. Following the same philosophy as
MNDO, new one- and two- electron integrals involving d-orbitals were parameterized.
This model represented a significant improvement over AM1 and PM3 in the description
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of hypervalent atoms. Based on the MNDO/d formalism, an extension of AMI to d-
orbitals for P, S and Cl atoms was described by Winget and co-workers in the AM1*
model [11]. The only difference with standard AM1 is that the core-core term involving
the newly parameterized atoms adopts a different expression with two element-pair
specific parameters.

An alternative AM1 model with d-orbitals was developed by Nam and co-workers, called
AM1/d-PhoT [12] for P, H and O atoms involved in phosphoryl transfer reactions.
Given that one of the main problems of the standard AM1 was the overstabilization of
hypervalent structures, in AM1/d-PhoT the original core-core term of AM1 includes a
parameter (G that attenuates the artificially attractive interactions involving P atoms:

VAN (A, B) = VRN PO (A, B)

77 4 4 (3.18)

+ﬁG§1aleGsBcale (Z ay e DreaRap=cra)® 4 z akBe—ka(RAB—CkB)Z>

B
k k

where Gy for P is 0.3537 and 1.0 for H and O. In this model, a complete
reparameterization of AM1 was done based on a set of compounds typically involved in
phosphoryl transfer reactions following different mechanisms. Another specific
reparameterization of AM1 for phosphoryl transfer reactions was done by Arantes and
Loos [13], but this did not incorporate d-orbitals and was focused on C, H, O, P, and S
atoms.

Following the idea of adopting modified core-core expressions with two element-pair
specific parameters, Stewart made an extensive parametrization using a very large set of
compounds (~9000) for 70 atomic elements in the development of PM6 (Parameterized
Model 6) [14]. A specific core-core term was also designed for improving the description

of hydrogen bonds.

3.1.4. Basis sets

The mathematical functions usually employed to construct the wave function are inspired
in the atomic orbitals of the hydrogen atom, for which there is an analytical solution to
the Schrédinger equation. As these orbitals have a physical meaning, it thus seems
reasonable to use a basis set with this type of atomic orbitals (Slater-type orbitals, STOs)
centered at the nuclei to construct the wave function of molecules. The radial part of

STOs is given by:
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R(r) = Nr"1le=¢T (3.19)

where /V is a normalizing constant, 7 is the principal quantum number, 7 is the distance
of the electron from the nucleus and {'is a constant that accounts for the partial shielding
of the nuclear charge by the electrons.

In practice, however, evaluation of the three- and four-center integrals is computationally
inefficient with STOs and, given the large number of integrals to compute, an alternative
type of function is needed. In this regard, the computationally more efficient Gaussian-

type orbitals (GTOs) are usually preferred for building the basis set.

R(r) = Nxiyizke=or’ (3.20)

where o determines the width of the Gaussian, x, y, z are the Cartesian coordinates and
the integers 7, j and k determine the type of orbital. The problem with GTOs stems from
their poorer representation of their behavior at short (near the nucleus) and long distances
with respect to STOs. This underlies the preference of semi-empirical methods in the use
of STOs, where three- and four-center integrals are discarded. To combine the
computational efficiency of GTOs with the accurate radial shape of STOs, a combination
of GTOs is usually employed to represent a given STO. When a basis function is defined
as a linear combination of Gaussians, called primitives, it is referred to as contracted basis
function. When one contracted basis function is used for each atomic orbital, the wave
function is called to be described with a minimal basis set. This is the case of the STO-3G
basis set, where each atomic orbital is represented with three primitives. For increasing the
flexibility of the basis set, double-zeta (DZ) and triple-zeta (TZ) basis sets, which contain
two and three basis functions for each atomic orbital respectively, are generally used.
Given that valence orbitals are those involved in chemical bonding and, thus, are more
sensitive to changes in the chemical environment than core orbitals, the Spliz-Valence basis
sets developed by Pople and co-workers are commonly used. Such a basis contains one
contracted basis function for core orbitals and double- or triple-zeta basis sets for valence
orbitals. This is the case, for instance, of the 6-31G basis set. Moreover, to increase the
mathematical flexibility of the basis set to describe molecular orbitals, functions with
higher angular momentum than that of the valence orbitals are also employed, which are
called polarization functions. In addition, by using diffuse functions one can also add
further flexibility by enabling the basis set to locate electron density far from the nucleus,
which is especially needed for describing negatively charged atoms. For instance, the 6-
31+G(d) basis set widely used in this thesis is a DZ basis set including diffuse and 4~
polarization functions.
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Pople basis sets are characterized by using a segmented contraction, which means that
different primitives are used for describing basis functions of the same angular
momentum. Following the same philosophy, the Alhrichs basis sets are optimized to a
higher extent and allow using smaller basis sets to achieve similar accuracy, thus, reducing
the computational cost. As an alternative to segmented basis sets, the correlation-consistent
split-valence basis sets (cc-pV7rZ) developed by Dunning and co-workers use a general
contraction, i.e. the same primitives are used for describing basis functions of the same
angular momentum. The advantage of this approach is that it makes more efficient the
calculation of integrals involving the same primitives, as they are required to be computed
once only.

In general, for a proper use of post Hartree-Fock methods it is vitally important to use
large basis sets with diffuse and polarization functions of high angular momentum to
recover a high percentage of the correlation energy. For instance, this is the case of a Full-
CI calculation, which would yield the exact solution with an infinite basis set. Large basis
sets are also employed for carrying out single point calculations on molecular geometries
that have been energy minimized with a smaller basis set. Because the geometrical
parameters are less sensitive than the energy to the size of the basis set, such procedure
achieves a good compromise between computational cost and accuracy in determining
both energy and structure.

3.1.5. Density Functional Theory methods

Methods based on Density Functional Theory (DFT) follow an alternative route to the
Schrédinger equation for describing the molecular system. In DFT, what fully determines
the properties of the molecular system is the electron density, as demonstrated by the
Hohenberg-Kohn theorems [15]. The first theorem establishes the existence of a one-to-
one correspondence between the electron density and the wave function. It proves that
the density determines the external potential, which determines the Hamiltonian, which
in turn defines the wave function. In this regard, the system energy depends exclusively
on the density and, as a consequence, the energy turns out to be a functional of the
density. Nevertheless, this theorem only proves the existence of this functional, but does
not indicate its expression. The second theorem proves that the electron density follows
the variational principle, like the wave function, and therefore the better the
approximation to the exact electron density the lower the associated energy. Although this
theorem provides a criterion to ascertain whether a given electron density is better than
other, it does not indicate how to improve it in a systematic way. With the Hohenberg-
Kohn theorems in hand, DFT, in principle, provided an alternative way to the
Schrodinger equation, but the ignorance of the exact functional made this theory
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unpractical. It was not until Kohn and Sham [16] found a practical way to find the
properties of a system directly from the density that the breakthrough in DFT-based
methods started.

The fundamental idea behind the Kohn-Sham method is to consider the real system as a
fictitious system of non-interacting electrons whose density is the same as that of the real
system where electrons do interact. The energy functional thus adopts this form:

E[p(r)] = Thilp(r)] + Vhe[p(r)] + Vee [p()]+AT[p(r)] + AV [p(r)] (3.21)

where Ty is the kinetic energy of non-interacting electrons, Vye the nuclear-electron
interaction, Vee the classical electron-electron repulsion, AT the correction of the kinetic
energy due to the inter-electronic interaction and AVe the quantum corrections to the
electron-electron repulsion energy. The corrections to the kinetic energy and inter-
electronic repulsion are gathered in the so-called Exchange-Correlation term E.[p(r)].
The Kohn-Sham equations that are obtained are mathematically very similar to Hartree-
Fock equations:

hFSXi = &iXi (3.22)

where hXS is the Kohn-Sham monoelectronic operator:

N ,
1 z P
th:__vz_E k +f dr' +V (3.23)
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V. is the one-electron operator whose expected value is E,..

There is great parallelism between the Kohn-Sham and Hartree-Fock equations, but it is
important to remark an important difference. Hartree-Fock is an approximate theory,
whereas the Kohn-Sham method provides the exact solution provided that the exact
E.[p(r)] functional is known. Because of the ignorance about the form of this functional,
a wealth of approximations has been developed.

Exchange-Correlation functionals

A huge diversity of functionals has been developed under different approximations to
evaluate separately the exchange and correlation contributions to E... These functionals
are built by mathematical expressions and parameters that are fitted to experimental data
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and, for this reason, DFT methods could be regarded as semi-empirical methods,
although their number of parameters is generally much lower than in those actually
classified as semi-empiricals.

Local Density Approximation functionals (LDA)

These functionals are based on the uniform electron gas, in which the energy at a given
position depends only on the density value at that point. For this model, the analytical
expression of the exchange functional was derived by Slater (Eq. (3.24)) and has a simple
form, in contrast to the most widely used LDA correlation functional which corresponds
to the mathematical model by Vosko, Wilk y Nusair (VWN) [17].

1/3
Ex[p(r)] 9“(5) f p*/3(r)dr (3.24)

R

LDA is too inaccurate for describing molecular properties because of overbinding in
chemical bonds and the underestimation of barrier heights. The application of these
functionals is limited to solid-state physics.

Generalized Gradient Approximation functionals (GGA)

Because the electron density of a molecule is not uniform, it is reasonable to improve the
LDA approximation by taking into account not only the local density, but also the
change of density at a given position, i.e. the gradient. The methods that include a

functional of the density gradient as a correction to the LDA functional are known as
GGA functionals:

[Vp(r)l

i [p(0)] = ek lp(0)] + Aeye
where &, is defined as the energy density, which conveniently rewrites E [p(r)] as:

Exclp(t)] = f p(D)exe [p(0)]dr (3.26)

Among all GGA corrections developed for the exchange contribution, the functional
derived by Becke (B) [18] is the most popular and incorporates a single parameter (£).



Quantum-Mechanical methods 45

2

X
Ae’? x] = _’Bpl/s(r) 1 + 6Bx sinh~1x (3.27)

%)
pM3(r)

(3.28)

Regarding the correlation part, the functionals developed by Lee, Yang y Parr (LYP) [19]
and Perdew and Wang (PW91) [20] are the most utilized. The LYP functional was
designed to compute the full correlation energy and not a correction to LDA.

Of course, the next possible improvement can be achieved by including an additional
correction to a GGA functional with the second derivative of the density. Such type of
functional is known as meta-GGA.

Hybrid functionals

From the Hellmann-Feynman theorem, it is established that the Exchange-correlation
energy of the interacting real system can be computed from the non-interacting system
according to the following expression:

Eyc = (1 — a)ERFT 4 gEHF (3.29)

This expression is known as the Adiabatic Connection since it connects a non-interacting
system with a system that does interact. The advantage of this is that one can approximate
the E. energy by including part of the exchange energy of a non-interacting system,
which we do know how to calculate it exactly. This is the exchange energy from a
Hartree-Fock calculation. The idea behind this is to add part of the exact Hartree-Fock
exchange energy to the GGA functionals. The optimal fraction of Hartree-Fock exchange
is optimized against experimental data and varies widely among hybrid functionals.
Among them, B3LYP is the most widely used functional. It uses the 3-parameter Becke
functional [18] along with the LYP correlation functional.

Exd™P = (1 — a)ER2? + aEYF + DAEY + (1 — ©)E¢PA + cE¢YP (3.30)

where a4, b and ¢ were optimized to 0.20, 0.72 and 0.81 respectively. Despite the
popularity of B3LYP, it has important shortcomings such as the underestimation of
barrier heights or the bad description of non-covalent interactions. Indeed, a unique
functional able to describe accurately, in main-group elements and transition metals, all
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different types of molecular interactions and chemical reactions has not been developed so
far. For this reason, and because of the parameter-dependence of standard functionals, a
plethora of functionals have been designed to serve a specific purpose. For instance,
MPW 1K [21] was optimized for properly describing the kinetics of H-atom abstractions,
whereas mPWIN [22] was developed for halide/haloalkane nucleophilic substitution
reactions. Therefore, the choice of the XC functional must take into account the
molecular properties of interest.

One of the main limitations of current functionals is their inaccurate description of long-
range dispersion interactions, which are responsible for non-covalent interactions such as
dative or stacking interactions. The problem stems from the incorrect description of the
asymptotic -1/t° dependence of the dispersion interaction energy on the inter-atomic
distance. As already mentioned, the energy in current XC functionals depends on the
local density and its derivatives, which are also local, so they cannot be accurate in
describing electron correlation at long distances. Different approximations for including
dispersion interactions have been reported in the literature. For instance, a modified
version of the exchange functional by Perdew and Wang (PW) was obtained by Adamo
and Barone in the mPWPWI1 functional [23], which is used in the present thesis for
describing pentacoordinated phosphorus compounds. Nowadays, the recent M06 family
of functionals by Zhao and Truhlar [24] are among the most accurate and widely used for
describing non-covalent interactions and the kinetics and thermochemistry. In recent
years, there have also been sound advances in the development of DFT-D methods [25]
by including semi-classical corrections of dispersion interactions to standard exchange-
correlation functionals. Overall, the different approaches made by many authors to
describe exchange-correlation effects have contributed to increase noticeably the number
of functionals currently available.

3.1.6. Wave Function Analysis

From the optimized wave function, many molecular properties can be derived besides the
energy, such as atomic partial charges or chemical bonds. Because an operator for such
properties does not exist, a proper criterion to partition the molecule into atoms requires
to be defined. In the following, some of the widely used methods developed to analyze the
wave function are described.

Atoms in Molecules

The Atoms in Molecules (AIM) theory [26] developed by Bader characterizes the
chemical bond on the basis of the topology of the electron density. The density gradient
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determines, by definition, the direction in which the density grows more steeply. The
trajectories defined by the gradient field end at points where the local density is maximum
(attractor), which corresponds to the nucleus. In the context of AIM, the set of
trajectories that share the same nucleus, along with the very nucleus, define the azom.

The electron density displays other stationary points that are located between two
attractors (called bond critical points) which contain information about the chemical
bonds of the molecule. The two trajectories of the gradient field that link the bond critical
point with the respective attractors and that are orthogonal to the inter-atomic surface
define the bond patrh, which is the line of maximum density between two nuclei.

The topological features of the electron density at the bond critical point allow
characterizing the type of interaction established between the atoms linked at this point.
From the Hessian matrix at the bond critical point, the Laplacian of the density VZp(r) is
extracted. In particular, the Laplacian determines whether electron density accumulates at
the bond critical point, V2p(r) < 0, which characterizes covalent bonds, or decreases,
V2p(r) > 0, as known for non-covalent interactions such as hydrogen bonds, dative
bonds or ionic bonds. Indeed, the specific requirement of a chemical bond to be classified
as covalent is that the Energy Density, H(r), at the bond critical point, which is another
property of the density, be negative. This density property indicates whether the charge
accumulation at the critical point is stabilizing, which is known for covalent bonds.

The rigorous partition of the electron density into areas defining the constituent atoms
allows computing partial atomic charges by means of the numerical integration of the
electron density associated to each atom.

Qi = Zy — f p(r)dr (3.31)
Qg

where Qy is the volume associated to the atom with nucleus 4.

Electrostatic Potential

When studying molecular interactions in polar molecules it is of great udility the
electrostatic potential of the molecule. The electrostatic potential at a given position is a
measure of the attraction or repulsion that the molecule would exert on a unit charge
located at that position and is given by:
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where the first and second terms correspond to the nuclear and electronic contributions
respectively. The electrostatic potential is calculated over a surface that encompasses
nearly all the electron density and, by means of a color map, highlights regions of the
molecule with different potential and, thus, reactivity.

Natural Bond Orbital

The Natural Bond Orbital analysis [27] developed by Weinhold and co-workers allows to
describe the optimized wave function by means of narural orbitals. These orbitals are the
best functions to construct a minimum basis set for describing the wave function. Such a
description allows to interpret the wave function on the basis of the classical Lewis’
concepts of localized electronic structure of molecules.

This basis set of natural atomic orbitals (NAOs) localizes the electron density at single
atoms and pairs of atoms. This localization characterizes, on the one hand, orbitals from
inner shells and lone pairs and, on the other, chemical bonds. It is a complex
mathematical procedure structured in such a way that the NAOs concentrate the highest
percentage of the electron density and thus build the most representative Lewis structure
of the molecular system. The natural bond orbitals (NBOs) are those that result from the
combination of two NAOs belonging to a pair of bonded atoms. The contribution of
each atom to the bond can be analyzed as well as the hybridization of the corresponding
NAOs being combined, which ultimately aids to determine the type of chemical bond.

The electron density is not totally recovered by the computed natural orbitals. The
minimum part of the density that remains to be described by the determined Lewis
structure corresponds to the partially occupied antibonding NBOs. The occupation of
these orbitals arises from delocalization effects in which the antibonding NBO withdraw
charge from an occupied NBO. The charge transfer that accompanies the formation of a
given interaction can be evaluated by means of a second-order perturbative analysis,
which characterizes hydrogen bond interactions, conjugation and hyperconjugation
events.

The NBO analysis also provides a scheme to obtain partial atomic charges from the wave
function that is called Natural Population Analysis. The occupation of NAOs within the
same atom results in the total number of electrons that are assigned to that atom, which
ultimately yields an atomic charge named as natural atomic charge.
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3.2. Molecular Mechanics

The previous section clearly states that quantum-mechanical methods provide the most
accurate description of the molecular electronic structure. However, a complete
description of a molecular system extends beyond the knowledge of the electronic
structure of a single molecular structure and, as invoked by the Born-Oppenheimer
approximation, the potential energy surface requires to be explored. For large systems,
such as proteins, the computational expense of quantum-mechanical methods makes this
exploration unaffordable. The alternative is represented by Molecular Mechanics methods
which vastly reduce the cost of the energy calculation by using force-fields constructed
with parameterized mathematical expressions that only depend on the nuclear positions
and ignore the electrons.

Molecular mechanics force fields express the energy of a molecular system as a summation
of different contributions expressed as mathematical functions the parameters of which
have been optimized according to experimental data and quantum-mechanical
calculations. The most popular force-fields (AMBER [28], CHARMM [29], GROMOS
[30] and OPLS/AA [31]) differ in the expressions of their functions and the strategies
used for parameter optimization. Among them, the OPLS/AA force field developed by

Jorgensen and co-workers has been the choice made in this thesis.

The energy of the system in any MM force field divided into bonding and non-bonding
terms (£ = Ey+E,). In the following, we describe these terms as defined by the OPLS
force field.

3.2.1. Bonding interactions

The energy associated to bonding terms is computed with functions that model the
energy penalties due to deviations of internal coordinates from their reference values. The
expression of the bonding terms of the OPLS force field are the following:

bonds angles

1 1
E, = Z Eki(di —dgo)* + Z Eki(ei ~04)
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The first term corresponds to the stretching between each pair of bonded atoms modeled
by a harmonic potential, whose force constant reflects the bond strength. The second
term is the angle bending contribution, also modeled by a harmonic potential. The
description of these two contributions with a simple harmonic potential is, in principle,
sufficient as non significant deviations from the equilibrium position are expected. The
third term corresponds to proper torsions which model the energy changes due to bond
rotations, which are responsible for the main conformational changes of the molecule.
This periodic potential indicates the number of minimum energy conformations resulting
from the bond rotation. Other force fields add a fourth term that models improper
torsions which define out of the plane bendings.

3.2.2. Non-bonding interactions

The non-bonded terms comprise Van der Waals and electrostatic pair-wise interactions.

n n O'. . 12 O'. . 6 q.q .
Enp = 4ei [(=L) - (Z2) |+—=2 (3.34)
T Ty Ty
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The former are modeled with a Lennard-Jones potential, which describe the inter-atomic
repulsion at very short distances and the stabilization by virtue of dispersion interactions
at relatively long distances. The pair-wise &; and o parameters determine the depth and
the distance of the interaction energy well respectively. The simplest model for
electrostatic interactions is the Coulomb’s law, which defines the interaction energy
between two point charges separated by a given distance. The non-bonding energy is
scaled by 0.5 for those pairs of atoms separated by four consecutive bonds (1-4
interactions).

Non-bonded interactions underlie the most time-consuming part of the MM calculation,
since the direct evaluation of these interactions scales as V?, where NV is the number of
atoms. Spherical cutoff schemes are widely used approaches to reduce the computational
cost by avoiding the evaluation for all possible pairs. Three different cutoff schemes have
been developed. In the simplest scheme (truncation), only the interactions within a cutoff
distance are computed. This introduces discontinuities in the distance-dependent non-
bonding interaction energy, and the corresponding forces, that can lead to artifacts. Other
schemes aim to gradually set to zero the distance-dependent interactions. While shift
functions alter the interaction energy function, E(7), gradually from the very beginning so
as to reach the zero value at the cutoff distance, switch functions smoothly alter the
interaction energy within a buffer region [4,6], so that E(4)=0 and E(r) for r<a remains
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unchanged.

Given the rapid decay of the Lennard-Jones potential as 1/r°, cutoff schemes entail little
loss of accuracy provided that sufficiently large cutoffs are used. Electrostatic interactions,
on contrary, turn out to be more troubling, as they decay much more slowly (as 1/r) and,
therefore, long-range interactions make non-negligible contributions to the electrostatic
energy. Even for non-charged particles, dipole-dipole interactions decay more slowly (as
1/r’) than Van der Waals interactions. To avoid using excessively large cutoffs and
minimize the loss of accuracy, alternative faster methods have been devised, as the Ewald
summation method, to compute long-range interactions (see later in section).

Explicit solvation

For the simulation of proteins and other large biomolecules, the solvation of the system
requires to be taken into account. The explicit solvation of the system requires the
definition of a water model. Because the explicit solvation of such a large system requires
a huge number of water molecules, simple MM models have been developed that describe
water-mediated polar interactions. These models assume a fixed geometry for the water
model and only consider non-bonding terms. They differ in the number of interaction
sites. For instance, the SPC (Single Point Charge) [32] and TIP3P [33] models are 3-sites
models in which a point charge is defined at the oxygen and two hydrogen atoms. 4-sites
models, such as TIP4P [33], shift the negative charge of the oxygen along the bisector of
the HOH angle and also consider Van der Waals interactions for the oxygen atom.
TIPSP [34] model improves the representation of the overall charge distribution with
point charges defining oxygen lone pairs interactions. Of course, the higher the number
of interaction sites the higher the computational cost. To make a proper choice of the
water model, it is important to take into account that current force fields have been
parameterized in conjunction with a given water model. The use of a different water
model may lead to some inconsistencies.

Periodic Boundary Conditions (PBC)

The simulation of a solute immersed in a solvent is usually done under Periodic Boundary
Conditions. The modeled system is located in a unit cell that is infinitely replicated in the
three spatial dimensions. When using PBC the minimum-image convention is followed.
By minimum image, we mean that when a particle crosses the boundary of the unit cell,
an image of that particle enters to replace it, thus conserving the total number of particles
in the cell. Within this approximation, non-bonding interactions can use a cutoff distance
of L/2 at most, where L is the length of the dimension of the box. Larger cutoffs will
double-count interactions, since the minimum images of those particles beyond /2 are
already within Z/2. The replication of the unit cell avoids, in principle, surface effects and
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thus solvent molecules at the edge of the cell interact with solvent molecules as a bulk.

Depending on the shape of the system different unit cell geometries can be used to
construct the lattice, being the cubic shape the most broadly used. Others are more
compact for a given thickness of the water layer, e.g. rhombic dodecahedron, thus
reducing the amount of solvent molecules needed in the system, being more
computationally efficient.

Ewald summation method

Periodic boundary conditions are advantageously used by the Ewald summation method
to compute the challenging long-range electrostatic interactions at a lower computational
cost than that required by cutoff schemes. This technique calculates the electrostatic
energy of the system with an infinite number of periodic images adopting a reciprocal-
space technique, which was first developed to study the energetics of ionic crystals and
that have some parallelism with crystallography.

By definition, the total electrostatic energy of the central box with the infinite array of
periodic images is given by:

1 oo N N
v=—zzzﬂ (3.35)
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n is the vector (11x L, ny L, n; L), where ny, n,and n; are integers and L the size of the box.
The difficulty of this sum is that it is conditionally convergent, which means that results
from the sum of two divergent summations corresponding to the positive and negative
terms respectively. Ewald devised a trick to convert this sum into the sum of two rapidly
convergent series. The essential idea is to perform one summation in the real space and
another in the reciprocal space. This is accomplished by surrounding each charge with a
Gaussian charge distribution of opposite sign. Now the summation arising from point-
charges and Gaussian charges is convergent and is carried out in the real space. The
neutralizing Gaussian charge distribution is in turn neutralized by a second Gaussian
charge distribution. The infinite summation over the second Gaussian charge
distributions is performed in the reciprocal space by Fast Fourier Transformation. In
practice, to improve the performance of the reciprocal sum, the Particle Mesh Ewald
method (PME) [35], which scales as N log /V, finds wide application in molecular
dynamics simulations. Some linear-scaling implementations have also been done for

hybrid QM/MM calculations [36].
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3.3. Hybrid Quantum Mechanical / Molecular Mechanics
methods

Describing the reactivity of molecular systems requires a quantum mechanical
representation that, even for semi-empirical methods, involves a computational demand
that is unattainable when dealing with thousands of atoms. Molecular Mechanics force
fields, on the other hand, are only an efficient alternative to QM methods in the absence
of bond-breaking/formation events and other electronic processes. The fact that these
events tend to occur in a small part of the whole system, e.g. enzyme active sites, is
advantageously exploited by hybrid approaches that describe the small reactive region
with QM methods and the remaining part of the system with MM force fields, defining
the so-called QM/MM technique. The advent of QM/MM approaches was pioneered by
the seminal contribution by Warshel and Levitt in 1976 [37] and along the years several
distinct schemes have been devised. Within the QM/MM framework the Hamiltonian is
defined as:

H= HQM + HMM + HQM/MM (336)

where Hou describes the interaction of all quantum mechanical particles with one other,
Humm accounts for the interaction of all particles represented by a MM force field and
Hom/mm evaluates the interaction between both QM and MM particles. Both Hom and
Humm contributions take the same form as the standard QM and MM methods already
commented and what differs among current QM/MM methods is the scheme devised to
treat the QM/MM coupling term. The most widely used scheme is what is known as
electrostatic embedding.
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The first electrostatic term makes the electrons feel the partial charges of the MM atoms
besides the QM nuclei field, i.e. the isolated QM region is polarized by the MM

electrostatic field, whereas the second electrostatic term introduces the QM nuclei in the
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field created by MM charges. The Lennard-Jones contribution plays a more structural
role by avoiding both regions to be in excessively close contact as its effect is primarily
limited to boundary atoms. Although quantum mechanics-based methods are more
rigorous to describe molecular interactions, non-bonding interactions are well described
by MM potential energy functions. Clearly a more realistic representation of the
QM/MM coupling would incorporate the polarization of the MM environment, which
ultimately would affect the way it polarizes the quantum region. Some advances in this
direction have been done, but polarizable force fields are still in infancy and the

applications to QM/MM schemes have been limited.

The QM/MM coupling must be carefully described when the boundary is defined across
chemical bonds, which is the case for most of the situations when dealing with an
enzymatic system. Even in the absence of a reaction between the substrate and the enzyme
in the course of catalysis, e.g. covalently bound intermediates or proton transfers between
the substrate and acid or basic amino acid residues, the inclusion, in the QM region, of
some residues actively involved in the catalysis is necessary to properly account for the
mutual polarization of both the substrate and the enzyme. The description of the
boundary must take into consideration that the valence of any QM atom participating in
a bond being cut needs to be saturated. Among the different schemes developed to
accomplish this, the Link atom and the Generalized Hybrid Orbital (GHO) [38] are the
two most broadly used. The former artificially binds an atom, which is usually a
hydrogen, to the QM atom. Given that the boundary is usually defined as cutting C-C
bonds, the replacement of the original carbon atom by a hydrogen one, which has a
similar electronegativity, is not expected to alter significantly the original environment of
the QM atom at the boundary. A problem with this approach is the overpolarization
exerted by the frontier MM atom on the boundary QM atoms due to its close distance to
the link atom. To alleviate this problem, one of usual procedures is to redistribute the
charge of the MM atom with their bound MM atoms or using more physically realistic
representations such as gaussian charge distributions centered on the MM boundary
atoms. The GHO method [38] developed by Gao and co-workers, on the other hand, is
an alternative boundary scheme that circumvents the overpolarization issue. At the MM
frontier atom, GHO centers an orbital, which points toward the boundary QM atom,
that is freely optimized in the SCF calculation. On balance, given the approximations
needed at the boundary, to minimize artifacts it is important to carefully place the
boundary as far from the reactive atoms as compurtationally feasible.



Potential energy surface 55

3.4. DPotential Energy Surface: stationary points and

conformational sampling

So far we have described the wide variety of methods available to evaluate the potential
energy for a given nuclei configuration. Clearly this is not enough to describe a molecular
system. Under the Born-Oppenheimer approximation, the nuclei move throughout a
hypersurface, with 3/V-6 internal degrees of freedom, whose topology determines the
reactivity and other molecular properties of the system. According to statistical
thermodynamics, it is by exploring this hypersurface that we can extract the information
necessary to bridge the microscopic and macroscopic (observable) properties of the
system. Altogether makes the exploration of the potential energy surface an essential
endeavor. In this section, we address different methods concerning the exploration of the
potential energy surface aimed at characterizing the reactivity as well as the
conformational diversity of a molecular system. From the previous section, it is clear that
the choice of the method to evaluate the energy of the system is inextricably linked to the
extent we aim to explore the potential energy surface and, ultimately, the type of
information we want to extract from the PES. For this reason, we have divided this
section in two parts: (1) methods to localize stationary points and reactions paths and (2)
sampling methods for deeper explorations of the PES

3. 4. 1. Location of stationary points

Statistical thermodynamics establishes that the properties of the most populated
ensembles of configurations of the microscopic system are those that determine the
properties of the macroscopic system. The weight of a configuration (X) is given by the
Boltzmann law:

E
p(X) e e_% (338)

The population of a given configuration decreases exponentially with the energy, so that
low energy configurations turn out to be the most representative of the system. Higher
energy configurations, on the other hand, can also be relevant provided that they are very
numerous, i.e. high entropy. Other types of high-energy configurations are also important
in the sense that they connect two stable minima. On the one hand, we are interested in
locating the multiple minima that characterize different stable states of the rough energy
surface and, on the other, elucidating how the system changes from one minimum to
another. Indeed, any chemical reaction, complex formation or conformational change of
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the system entails a transition between two different minimum energy structures. We will
refer to such pair of minima as reactants and products, but this does not necessarily
involves a bond breaking/formation process. The relative stability of these two minima
determines the thermodynamics of the process. The transition between two minima goes
through a high-energy transition state surface, which determines the kinetics of the process.
The minimum in this surface is the transition state structure (TS). One way to characterize
this passage from reactants to products, i.e. the reaction mechanism, is to find the
minimum energy path (MEP), also known as the intrinsic reaction coordinate (IRC).
Opverall, extracting the most relevant information of the energy surface demands the
concerted use of efficient algorithms able to locate minima, transition states as well as
reaction paths.

3.4.1.1. Energy minimization methods

All minima and transition states correspond to stationary points of the hypersurface, which
means that the first-derivative of the energy with respect to the nuclear coordinates, i.e.
energy gradient, is zero. The lack, however, of an analytical expression of the potential
energy surface forces the search of stationary points to be done numerically by using
iterative algorithms. We can classify the optimization methods into two groups: those
which only require first-derivatives of the energy with respect to the coordinates and those
that also need second-derivatives. It is important to remark that these optimization
methods converge to the local minimum. The search for the lowest energy structure
among all minima, i.e. global energy minimum, is a challenging task for which there is not
a single method that guarantees its finding.

First-derivatives methods

The derivative of the energy provides useful information to guide the minimum search,
since the force acting on each atom, which is equal to minus the gradient, points to lower
energy structures. The two most widely used minimization algorithms using only first
derivatives are the Steepest Descent and Conjugate Gradient.

The steepest descent method takes a step along the direction of the force, which is the
steepest direction at a given point of the PES. This method is very efficient at the first
stages of a minimization process to relieve the highest energy features of the structure, but
suffers from slow convergence.

The Conjugate Gradient (CG) algorithm outperforms the steepest descent method near
the energy minimum by taking conjugate directions instead of perpendicular ones. The
conjugate direction results from a combination of the gradient and the previous line
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search.

Vi = =8k + ViVi-1 (3.39)

where yis a scalar whose definition depends on the specific CG method.

Second-derivatives methods

The second-derivative of the energy, i.e. Hessian matrix, adds information about the
curvature of the function. Of course, this implies a higher computational cost that is
justified for difficult minimization problems and small systems. The simplest of these
methods is the Newron-Raphson (NR) method. On the basis of the Taylor expansion of a
function to second-order:

1
f(x) = f(xq) + g'(x —xo) + > (x—x)'H (x — X;) (3.40)
each step of NR is expressed as:

Xp41 =X —H g (3.41)

this step requires the calculation of the inverse of the Hessian matrix, which is
computationally demanding and problematic with near-zero eigenvalues. Moreover, the
Hessian must be positive definite (all eigenvalues are positive) to ensure that the process
minimizes the energy. This method performs better near the minimum where the
quadratic approximation is more valid.

The computational cost of calculating and storing the Hessian at each iteration step
motivated the development of methods approximating the Hessian on the basis of
computed gradients. These methods are known as Quasi-Newton methods and, among
them, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) is one of the most popular ones.

In general, once the minimization process converges it is important to check that the
topology of the stationary point is correct. A calculation of the Hessian matrix reveals that
the point is a true minimum when all eigenvalues are positive.
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3.4.1.2. Transition state structure and reaction paths

The transition state structure is identified by a Hessian with one negative eigenvalue,
which corresponds to a first-order saddle point of the potential energy surface. It
corresponds to the highest-energy species along the IRC, i.e. the path that a particle
would follow moving from the saddle point along the steepest descent direction with an
infinitely small step down to each minimum. Those geometrical variables that change
along the IRC define what is known as the reaction coordinate.

For locating transition states one can make a distinction between two families of methods:
(1) those that optimize a starting structure reasonably close to the true transition state
(local methods) and (2) those that require to know the two connected minima (reactants
and products).

The first category of TS-search methods are based on the Newton-Raphson methods
commented above. A good candidate structure to the true TS implies that the Hessian has
an eigenvector with a negative eigenvalue pointing to the direction of the transition of
interest. This Hessian guides the optimization process to minimize all degrees of freedom,
except one whose energy is maximized, eventually leading to the transition state structure.
The ability to propose a good candidate structure for a TS search lies in the ease by which
the main features of the true reaction coordinate can be predicted. In general, this can be
accomplished for simple reactions by performing systematic constraint minimizations at
different points (scanning) along the hypothetical reaction coordinate. The highest-energy
structure of the scanned coordinate is the best approximation to the transition state.

Once a given transition state structure has been reached, the most usual way to obtain the
reaction path is by moving downhill to the two minima. By using a steepest descent
algorithm with a finite step size, as we have shown above, the resultant path would
oscillate about the true intrinsic reaction coordinate. Of the several schemes devised to
circumvent this problem, the Gonzalez-Schlegel method [39] is the most widely used
approach to the true IRC. Indeed, following the IRC forward and backwards from the
saddle point aids to check whether the TS actually connects the reactants and products of
interest. In some cases, especially when using local search methods, the optimization of
the transition state can converge to a transition state connecting two other minima.

For the second category, several methods have been developed that make interpolations
based on the two minima, such as the String method [40]. Others are able to find the
reaction pathway by constructing a set of structures connecting both minima, such as the
Nudged Elastic Band method (NEB) [41] developed by Jénsson and co-workers. This
method first linearly interpolates a set of structures or images between reactants and
products. These images are connected by harmonic springs to build an “elastic band” that
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is progressively optimized to obtain the minimum energy path. Each image 7 is subjected
to a force that is defined as:

where the first term is the perpendicular component of the force felt due to the potential
energy surface V and the second term corresponds to the parallel component of the spring
force on the tangent of the path. The goal in the NEB method is to optimize the images
in a concerted fashion so that the force acting on each image is zero.

The spring forces aim to keep the images uniformly spaced and adopt the simple form of
a harmonic potential as:

F{ = kita(Riy1 —R) + ki(Ri-; —Ry) (3.43)

The tangent of the path at image 7 was originally defined as the vector joining images 7+1
and 7-1. However, alternative definitions of the tangent have been proposed exhibiting
improved performance.

3.4.2. Sampling Methods

It is worth bearing in mind that all energy-minimization methods are conceived to yield
the lowest-energy structure of a given basin. In reality, however, this is merely an
approach to the state defined by this basin of the PES, since temperature promotes
fluctuations within the basin implying the existence of many other similar structures that
contribute to describe this state. In this section, we will address the frequently used
Molecular Dynamics simulation technique and other methodologies aimed at sampling
the potential energy surface.

3.4.2.1. Molecular Dynamics

Molecular dynamics simulations integrate Newton’s equations of motion to yield time-
trajectories that trace the time evolution of atomic positions and velocities. On the one
hand, these trajectories serve as a conformational search over the PES. On the other,
monitoring microscopic properties over time allows the prediction of equilibrium
macroscopic properties of the system. According to the ergodic hypothesis, an average of
the value of a given property over time is equivalent to the average over all configurations
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defining the corresponding statistical-thermodynamical ensemble. Therefore simulations
must be long enough to extract statistically significant information from time-trajectories
in order to predict observable properties.

Integration of equations of motion

The integration of equations of motions cannot be carried out analytically and require the
use of finite-difference algorithms. As such, they subdivide the integration into small time
steps Az and require the calculation of forces acting on each particle at a given time %
These forces allow to compute the acceleration, according to the second Newton law, and
the new velocities and positions at a time #+Az Integration algorithms assume that the
time-dependent positions can be expressed with a Taylor expansion:

r(t + At) =r(t) + v(t)At + %a(t)AtZ (3.44)

By adding the former equation to the corresponding expansion for the reverse time step,
i.e. r(¢- Af), one obtains the widely used Verler algorithm:

r(t + At) = 2r(t) — r(t — At) + a(t)At? (3.45)

where the acceleration is obtained directly from the force at time £ The main drawback of
this algorithm is that the velocities are not included explicitly and tend to lose numerical
precision. Two variations of the Verlet algorithm that circumvent both problems are the
Leap-Frog and the Velocity-Verler algorithms. For instance, the Velocity-Verler algorithm
provide positions and velocities at each time step:

r(t + At) =r(t) + v(t)At + %a(t)Atz (3.40)

v(t +At) = v(t) + %At[a(t) + a(t + At)] (3.47)

Time step and constraining algorithms

One important requirement of an integration algorithm is energy conservation. This
aspect is closely related to the size of the time step chosen. If the time step is too large,
high energy overlaps will arise causing instabilities in the integration algorithm. However,
excessively short time steps will not allow to cover time scales long enough to obtain
relevant chemical information of the system. Therefore, one needs to find a balance
between computational expense and stability in the numerical integration. The time step
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usually adopted is 1 fs, which is one order of magnitude shorter than the fastest possible
motion in a molecular system, which are bond vibrations. Clearly a useful strategy to
increase the time step size without causing instabilities is by freezing the bonds. To this
aim, several methods including constraints in the equations of motion have been

developed, being the most widely used the SHAKE [42] and LINCS [43] algorithms.

Control of temperature and pressure

To obtain macroscopic properties of the simulation of the system the proper statistical-
mechanical ensemble needs to be calculated. By following the equations of motion
described above the potential and kinetic energy of the system will fluctuate and
exchange, so that the total energy will be conserved describing the NVE ensemble
(constant number of particles, volume and energy). This ensemble, however, is not
appropriate to describe molecular properties of real systems as many experimental studies
are carried out at constant temperature and/or pressure. In these conditions, the thermal
energy of the system is exchanged with the exterior. Therefore MD simulations require
incorporating thermostats and barostats to maintain constant these variables. Note that
the term constant does not mean that at each time step the variable has the same value,
but that along the simulation the variable oscillates around an average value and does not

drift.

Constant temperature dynamics

Because the kinetic energy of the system arises from atomic velocities, the simplest way to
maintain the temperature constant is by directly scaling velocities. A widely used
thermostat based on this idea is the Berendsen thermostat [44], in which an external heat
bath exchanges heat with the coupled system, so that the temperature is maintained. At
each step the velocities are scaled with a rate that is proportional to the difference in
temperature between the bath and the system.

AT = % (Tpatn — T(D)) (3.48)

where 7 is the coupling temperature constant, so that the lower the value the stronger the

coupling. Then the velocities are scaled by a factor A that takes the form:

At Tbath
_ at _ 3.49
A 1+ . (T © 1) (3.49)

Other thermostats are known to provide a better description of the thermal energy
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distribution throughout the system than those based on scaling atomic velocities. Among
them, Nosé and Hoover [45,46] developed a thermostat that produces the correct NVT
ensemble by introducing the bath into the system as an additional component, and not as
an external bath.

Constant pressure dynamics

The pressure of the system is maintained by changing the volume of the simulation box
accordingly. Similarly to the Berendsen thermostat, the system can be coupled to a
pressure bath (Berendsen barostat) [42], where the change of pressure is given by:

dp 1

s (Ppaen —P(®) (3.50)

p

where 7; is the coupling constant, Ppas is the target pressure and P(?) is the pressure of
the system at time t. The volume of the box is scaled by a factor:

At
A=1-xk—(P — Ppan) (3.51)
Tp

where xis the isothermal compressibility that is related to the volume fluctuations.

Setting up a simulation

To start a simulation the coordinates and velocities of the system are required. The initial
coordinates are based on experimental data, e.g. crystallographic structure, or a theoretical
model. The initial assignment of velocities is usually based on the Maxwell-Boltzmann
distribution at the target temperature. This gaussian distribution sets the probability that
an atom of mass 7 has a velocity v at temperature 7. By generating random numbers in
the normal distribution, initial velocities are extracted from the Maxwell-Boltzmann
distribution. These initial velocities are scaled so that the resulting total momentum is
zero and the total energy corresponds to the temperature of interest.

Once initial velocities are assigned an equilibration phase is followed before the data-
collection phase. The importance of equilibrating the system lies in ensuring that the
kinetic energy (atomic velocities) is partitioned roughly equally among all degrees of
freedom and oscillates around a mean value. After initializing velocities and equilibrating
the system the data-production phase begins.
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Running the simulation

The most computationally demanding part of each simulation step is the calculation of
forces limiting the time scale accessible to the simulation. The current computational
power allows MD simulations with molecular mechanics force fields to reach hundreds of
nanoseconds, whereas those using a quantum-mechanical potential energy function
(typically a semi-empirical) only have access to few picoseconds. Depending on the
molecular properties of interest this is enough. As we will see in section 3.5 the simulation
of mean-square-displacements as measured by neutron scattering experiments requires to
sample conformational changes occurring in the picosecond time scale, so that
simulations of few nanoseconds are sufficient to ensure convergence of the value.

Principal Component Analysis

Once we have simulated a trajectory it is not obvious the relevant information we can
extract from direct visualization of the trajectory. It is possible to describe the
conformational fluctuations in terms of collective variables that concentrate the most
important dynamic information from the trajectory and filter out the noise from
irrelevant local motions. This can be done by doing a principal component analysis
(PCA) of MD trajectories, also known as essential dynamics [47]. First, the covariance
matrix from the fluctuations of atomic positions is built as:

Cij = {(qi — {ai)(q; — {a;)) (3.52)

where q: is the # component of vector q ={qy,...,q3n} which defines the
coordinates of the system of N atoms. C is a symmetric 3N x 3/N matrix, whose
diagonal elements represent the atomic mean-square-fluctuations and the off-diagonal
elements the correlation between two variables. The eigenvectors of C are 3/N-dimensional
vectors that indicate the direction of motion of the principal components or essential
modes and the corresponding eigenvalues correspond to the mean-square-fluctuations of
the mode. The higher the eigenvalue, the higher the weight of the essential mode in the
description of the dynamics of the system, since a larger fraction of the total variance of
the trajectory is explained. Each eigenvector defines the direction of motion as a
displacement from the average structure. The trajectory can be projected into a principal
mode k (vi) as: p(t) = vi - (q(t) —(q)). Such analysis is particularly useful for
characterizing conformational transitions with different amplitudes occurring in the
course of the simulation.

Overcoming molecular dynamics limitations

MD simulations describe conformational fluctuations over a broad range of time scales,
i.e. from picoseconds to hundreds of nanoseconds. This allow for accurate sampling of
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local motions of amino acid sidechains and subdomains that take place at fast time scales.
However, the main limitation of molecular dynamics is the limited amount of
conformational space that can be explored. Large-amplitude conformational changes, as
domain motions related to substrate-binding and allosteric events, occur at slower time
scales (micro-milliseconds) that are inaccessible by standard MD techniques.

A plethora of sampling methods aimed to broaden the exploration of the conformational
space has emerged in the last decade. We will not describe here the vast amount of
sampling techniques currently available, but highlight some of the most relevant. Of
increasing importance are Coarse-grained models, which vastly reduce the number of
degrees of freedom and interaction sites by replacing sets of atoms by beads. In particular,
Elastic Network Models (ENMs) use a coarse-grained representation of the protein that
in combination with Normal Mode Analysis (NMA) allow to decompose the global
motion of the protein into a set of modes of motion that give insight into conformational
changes of functional relevance. In this thesis we have used this technique to access large-
amplitude motions at reduced computational cost.

3.4.2.2. Elastic Network Models

Elastic Network Models (ENMs) use a coarse-grained representation of the protein in
which the C-alpha carbons of amino acid residues define the nodes of a network, where
each pair of nodes within a cutoff distance interacts via a harmonic potential. A normal
mode analysis of this coarse-grained representation of the protein sheds light into the
most accessible large-amplitude modes of vibration. Different types of ENMs have been
developed, but all provide a consistent description of large-amplitude motions in proteins.
Here we describe the ENMs by Bahar and co-workers that have been used in this thesis.

Gaussian Network Model (GNM)
The GNM defines the potential as a function of the vectorial distance between each pair
of nodes and is written as:

N
|4 2
Venm =3 z I;;(Ri; — RY; (3.53)
i,j

where /V is the total number of protein residues, y the uniform spring force constant for

all residue pairs, R; and R; are the instantaneous and equilibrium distance vectors
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between residues 7and j, and I" the N x /V Kirchhoff matrix that defines the topology of
the network and is defined as follows:

-1 i#j A Rijsrc
0 li] A Rij>rC

ij — N
k DT 0=

where 1. is the cutoff distance (typically 7 A in GNM calculations). Its non-zero off-

(3.54)

diagonal terms are the interacting pairs and the diagonal terms are the coordination
number of the residue. The contact topology matrix I' totally determines the dynamics,
since I'! defines the mean square fluctuations of each node (diagonal elements) and the
cross-correlations of each pair of nodes (off-diagonal elements). The equilibrium positions
coincide with the coordinates of the input model, e.g. crystallographic structure.

The GNM approach allows decomposing the global motion of the protein in a set of
normal modes of motion. These GNM modes are obtained by eigenvalue decomposition
of I" and its contribution to the global motion is expressed as:

[ARLZ]k — ?’ka(uk)L2
Y Ak

(3.55)

where Ax and uy are the £* eigenvalue (mode frequency) and eigenvector (shape of mode)
respectively. The (ux); term defines the mobility of residue 7 along the #" mode. The low-
frequency modes are those that have the highest degree of collectivity and can provide
insights into cooperative motions that give rise to the biological function. These modes
are those that make the largest contribution to the mean-square-fluctuations, which are
directly related to crystallographic B-factors.

Overall GNM provides information on the relative size of motion of the residues, but not
on the directionality of these motions as fluctuations in this model are assumed to be

isotropic. The 3D characterization of the normal modes is provided by the Anisotropic
Network Model.

Anisotropic Network Model (ANM)
The ANM potential is a function of the scalar distance between the interacting pair of
nodes, as opposed to the vectorial distance used in GNM, and is given by:
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N
Vanm =§ Z(IRuI — [RY|)’ (3.56)
ij

Both GNM and ANM penalize inter-residue distance changes, but GNM also accounts
for the orientational deformation of the inter-residue vector. For this reason, the residue
fluctuations obtained by means of ANM tend to be higher than with GNM, so that a
larger cutoff is used (15 A) to obtain better agreement with crystallographic B-factors.

A normal mode analysis can be carried out from the 3NV x 3/NV Hessian matrix H of the
ANM potential. The modes of motion and its frequencies are extracted thus from
diagonalisation of H yielding 3/N-6 non-zero modes, as opposed to N-1 modes in GNM.
A given ANM mode contains the x-, y- and z- components of the motion of each residue
providing directionality to the normal modes. The directionality of the modes provided
by ANM can be used to generate deformed structures.

Other ENMs following different approximations have also been developed. Hinsen [48]
introduced a variation in ANM by using a force constant that, instead of being uniform
among all pairs of interacting nodes, is a parameterized function k(r) that decays with the
inter-residue distance. More recently, the ed-ENM model [49], which was trained against
a database of molecular dynamics trajectories, includes also a definition of the force
constant that depends both on the Cartesian and sequence distance of residue pairs.
Other methods are devised to analyze very large structures, such as the Rotations-
Translation of Blocks (RTB) [50] and the Block Normal Mode (BNM) [51] models,
which are based on partitioning the protein into a set of blocks, which define the degree
of coarse-graining.

Analytical tools with normal modes

With the normal modes of motion in hand, one can extract useful information with a set
of algebraic operations. For instance, to ascertain which normal modes are more relevant
to protein function, one can determine the overlap between each mode and an
experimentally observed conformational change, e.g. deformation between apo and holo
protein states. Moreover, the degree of similarity between the conformational spaces
accessible by two systems can be quantified by the overlap between the subspaces
described by a given subset of modes (subspace overlap). To identify rigid-body motions
of parts of the system, the use of distance variation maps is particularly helpful. In
addition, to understand how the dynamics of a protein region is affected by the rest of the
system, the use of an effective hessian for the subsystem of interest in the normal mode
analysis is very useful in a variety of applications, e.g. oligomerization effects in the
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dynamics of subunits or comparing the dynamics of proteins with different sequences but
similar in structure. These are some examples of the analysis performed in the course of
this thesis and that are summarized in the articles.

Network models of protein communication

Chennubhotla and Bahar developed a Markov-based model of network communication
[52,53] to analyze signal transduction events among protein residues. A Markov process is
a stochastic process in which the probability of occurring an event depends merely on the
immediately previous event.

This Markov-based model was inspired in the aforementioned Gaussian Network Model.
In this model, the interaction between pairs of residues is defined with an affinity matrix,
A, whose A; elements are calculated as:

N;;

(3.57)

where Ny is the number of atom-atom contacts between residues 7 and j within a cutoff
distance of 4 A and N,/ are the number of heavy atoms of both residues. From the
affinity matrix it is defined the degree diagonal matrix D = {d;} where d; = Z?;l Ajj
and reflects the packing density at each residue.

A Markov process of communication across the network requires the definition of the
Markov transition matrix M, where M;; = A;;/d; is the conditional probability of
transmitting a signal from residue j to residue 7 in one time step. By defining ~log(M}) as
the distance between two residues, in terms of communication, it can be built the
maximum-likelihood path that communicates either residue pair using Dijkstra’s shortest
path algorithm [54]. This communication pathway provides information about which
residues are involved in the transmission of signals between residues.

From the affinity and degree matrices, the Kirchhoff matrix associated to the topology of
the network is defined as: I' = D — A. Indeed, the Kirchhoff matrix in GNM is built in
the same manner, but simplifies the pair-wise interactions by setting A; = 1 for those
residue pairs within the cutoff distance. This Markovian description of signal
transmission allows determining two basic communication properties: hitting time and
commute time [53]. Hitting time Hj; is the number of steps it takes to send information
from residue 7 to residue j, whereas commute time C;j is the sum: Hj; + H;j, so that it
refers to the number of steps it takes to close a cycle of communication between a residue
pair. Both properties are directly related to the inverse of the Kirchhoff matrix and the
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local density at each residue:

N
Hi= ) (53 =7 = 15 + ;) di (.59)
k=1
N
Ciy = (Gi* + L' = 2657) z di (3.59)
k=1

Likewise GNM, I'"! contains the information on the dynamics of the system, so that both
expressions establish a crucial link between intrinsic protein dynamics and its inherent

ability to transmit signals across the structure [53]. See the original publication for details
on how Egs. (3.58) and (3.59) are obtained.

3.4.3.2. Brownian Dynamics

We have already seen that standard molecular dynamics have the limitation of describing
protein dynamics up to the nanosecond time scale, which implies that the information on
large-amplitude motions is inaccessible and thus alternative techniques are required to
achieve enhanced sampling. For computational reasons, another dynamic process
describing protein behavior that molecular dynamics cannot describe is the diffusion in
concentrated protein solutions, where the size of the system to consider is extremely large
and the time scales of interest much longer (microseconds) [55]. There are MD studies
describing the association process of two proteins in solution, but what is limiting is the
description of diffusional properties in crowded solutions where the interactions with
many other protein molecules affect the translational and rotational diffusive behavior.
For this purpose, Brownian dynamics simulations are well suited to describe diffusional
properties taking into account interactions among hundreds of molecules at time scales
ranging from nanoseconds to milliseconds [56,57]. Several assumptions are made in this
kind of simulations and it is important to be aware of their impact in the results.

Theoretical framework

The Brownian motion was first identified by Robert Brown who observed the irregular
motion of fine particles immersed in a fluid due to collisions with the much smaller
solvent molecules. It was Einstein who described the physics behind this kind of motion.
The basic assumption in Brownian dynamics (BD) simulations lies in setting a parallelism
between the motion of protein molecules in solution, which are much larger than solvent
molecules, and this kind of motion (Brownian). This implies adopting an implicit
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description of the solvent to take into account electrostatic screening effects. The second
assumption is the treatment of protein molecules as rigid bodies, so that the only type of
motions considered are overall translations and rotations. Of course, the absence of
explicit water molecules along with a rigid-body description of the protein molecule
drastically reduce the number of degrees of freedom of the system providing access to
much longer time scales than with MD.

The algorithm to integrate the Brownian motion was described by Ermak and
McCammon [58]:

r(t+At) =r(t) + Dkf;(;,)

+R(D (3.60)

where T is the position of the center of mass of the molecule, D is the translational
diffusion coefficient at infinite dilution, F is the force acting on the molecule, R is a
random displacement vector and A# the time step. An analogous expression to Eq. (3.60)
is described for rotational diffusion. The algorithm only considers the positions at each
time step and no information on velocities is required. Since the internal dynamics of the
protein is neglected, larger time steps than in MD can be adopted, typically being 1-2 ps.
The force acting on the protein is generally attributed to electrostatic interactions and
steric effects due to the excluded volume originated from the presence of other molecules
in the system. In what follows, we describe the energy model adopted by Elcock and co-
workers for the simulation of crowded protein solutions [56,57].

Electrostatic interactions

For the calculation of the electrostatic interaction between two protein molecules in
solution, the protein is treated as a body with a low dielectric constant and the solvent
(water) is modeled as a continuum with high dielectric constant. In such a case, where the
dielectric constant in the system is not uniform, the Coulomb law cannot be applied.
Indeed, the Coulomb law is a particular case of the more general Poisson equation
describing the relationship between the charge density (p(r)), a non-uniform dielectric
constant (¢(r)) and the potential (¢(r)).

Ve(r) - Vo(r) = —4mp(r) (3.61)

When electrolytes are present in the medium, the Poisson equation includes an additional
term resulting in the Poisson-Boltzmann equation:
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Ve(®) - V() — e@AE) K 2L sinh [qq’(r)

T ] = —4mp(r) (3.62)

where g is the charge of the electrolytes, A(T) is a switching function that is zero in
regions inaccessible to the ions and one otherwise, and « is the inverse of the Debye
length which depends on the ionic strength. This is a non-linear differential equation that
is particularly difficult to solve. At low ionic strength, it can be simplified by using a
truncated expansion of the hyperbolic sine, giving the /linearized Poisson-Boltzmann
equation:

Ve(r) - Vo (r) — e(M)AM)r?p(r) = —4np(r) (3.63)

For the solution of both linear and non-linear Poisson-Boltzmann equations, several
numerical methods have been developed, namely based on finite-differences [59]. The
numerical solution provides the electrostatic potential of the molecule in a grid. The size
of the grid must be large enough so that at the extremes the potential is zero. It is also
important to compute the grid with high resolution to capture more fine details of the
electrostatic potential. The atomic charges from which the electrostatic potential is
calculated are taken from a force field considering the more likely protonation states at a
given pH.

In the course of the simulation, the electrostatic interaction between the atomic charges of
one protein and the electrostatic potential of a second protein should be calculated by
numerical solution of the Poisson-Boltzmann equation at each time step. However, the
computational expense of such calculation makes it unpractical for a simulation with
thousands of steps. To alleviate this problem, Gabdoulline and Wade developed a method
to derive effective charges [60] in a uniform dielectric environment that permit to speed up
the calculation of the electrostatic interactions. The idea is to replace the atomic charges
of the protein by a smaller number of effective charges that, in a uniform solvent
dielectric, reproduce the aforementioned electrostatic potential grid already computed
with the Poisson-Boltzmann equation. The effective charges are obtained then by
minimizing the following functional:

= [ e

—ks|r—r;]|

O (r) Z F— (3.64)
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where ®O(r) is the electrostatic potential calculated by solution of the Poisson-
Boltzmann equation, g¢f the effective charges, &s the Debye-Hiickel inverse length of the
solvent with dissolved ions and &, the dielectric constant of the solvent. Note in the
expression that the electrostatic potential exerted by the effective charges is calculated
according to the Debye-Hiickel model, which describes a charge immersed in a solvent
with a given ionic strength and at a given temperature. The idea to speed up the BD
simulation is to use the same pre-computed effective charges and electrostatic potential to
calculate electrostatic interactions over all simulation steps. This obviously neglects
polarization effects due to encounters between protein molecules, but it is found to
provide reasonable results in comparison with more rigorous simulations recalculating the

potential [55].

Van der Waals interactions

The other important interactions to consider are the Van der Waals interactions, which
mediate steric effects as well as stabilizing hydrophobic and dispersion interactions. These
interactions are modeled with a Lennard-Jones potential in which the depth of the energy
well, & must be adequately parameterized. This is the only adjustable parameter of the
energy model, which is usually calibrated by fitting experimental data such as the second-
virial coefficient or the self-diffusion coefficient. In this regard, care must be taken when
giving a physical meaning to the parameterized value & since the calibration will
implicitly incorporate a correction for some deficiencies of the energy model in describing
properly the physical property used in the calibration.

Running the simulation

In the same way as in MD, the system is simulated under periodic boundary conditions.
The simulation starts with an equilibration phase in which the potential energy of the
system must reach a stable value. Once the energy is stabilized the production phase can
start. With the Ermak-McCammon algorithm the simulation can be easily restarted by
simply knowing the center-of-mass positions of all molecules in the system and their
orientations.
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3.5. Calculation of Elastic Incoherent Neutron Scattering properties

Neutron scattering experiments obtain information of the atomic motions in a sample by
measuring the exchange of momentum (Q) and energy (®) of the incident neutrons in a
scattering process with the nuclei [61]. As neutrons do not have electric charge they can
penetrate matter deeper than electric particles and interact with the atomic nucleus via
nuclear forces, which are short-ranged. What these experiments measure is the dynamic
structure factor S(Q, w). It arises from the constructive interference of neutron waves
scattered from the nuclei of the sample. This function contains two types of information
on the dynamics of the system: (1) coherent which results from the interference of
neutrons scattered by different nuclei at different times and describe cross-correlations of
atomic motions; (2) incoherent, which instead describe single-atomic motions, as arise
from the interference of the neutron wave scattered by one nucleus with the wave
scattered by the same nucleus after an elapsed time. The incoherent part is the dominant
contribution to the scattering of the sample when hydrogen atoms are present, so herein
we will focus on incoherent neutron scattering.

The dynamic structure factor gives information on the dynamics of the sample because is
a Fourier transform of a time autocorrelation function of atomic positions, which is called

the intermediate scattering function Finc(Q, t):

1 (® .
Sine(Q ) =5 | Fine(Q D7t 6.69
! 2 iq(R()—R(0))
Finc(Q,t) = Nz bg,inc(e ) (3.66)
04

where R, (t) and R (0) are position vectors of atom @, q the momentum transfer vector,

Q the modulus of the q vector, b,

2

inc the incoherent scattering length and N the total
number of atoms. The scattering length of non-hydrogen atoms is very low compared to
hydrogen atoms, so that incoherent scattering only probes the motion of hydrogens. This
gives an average measure of the dynamics of the sample as hydrogen atoms are
homogeneously distributed throughout a protein structure.

In the experiment, the energies of incident neutrons are distributed around an average
value. This energy distribution, or energy resolution function (R(w)), determines the
smallest energy exchange that can be measured and depends on the neutron spectrometer.
Typically R(w) takes the form of a Gaussian, a Lorentzian or triangle function depending
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on the spectrometer. Thus, the measured structure factor should be deconvoluted by the
energy resolution to get the theoretical structure factor. Put it in another way, the
convolution of the theoretical S(Qw) with the energy resolution function R(w) is
necessary in order to compare with the experiment.

co

Smeas(Qx w) = Sinc(Q: w) ® R(w) = f Sinc(Q, o) -Rlw—w)dw (3.67)

—00

The width of R(w) determines the time scale of motions accessible by the instrument,
with narrower widths corresponding to longer time scales. The momentum transfer, on
the other hand, defines the spatial scale of motions accessible by the instrument.
Therefore, Syeas(@, @) gives information on the dynamics of the sample within a well-
defined space-time window of observation. This window usually probes motions of few
angstroms in time scales ranging from picoseconds to few nanoseconds.

In neutron scattering experiments, the elastic peak corresponds to the structure factor
measured without exchange of energy, S(Q,w = 0). Ideally, neutrons with perfectly
defined energy would give an elastic peak like a Dirac delta function. Because of the finite
energy resolution, the elastic peak has the width of the energy resolution function (Aw)
and should be expressed as S(Q,0 + Aw). When doing elastic incoherent neutron
scattering experiments, the Gaussian approximation is usually employed for extracting the
mean-square-displacement of the sample. The elastic intensity is Q-dependent and for
confined motions takes the following form:

SQw = 0) = e 6 (3.68)

where <u?> is the mean-square-displacement (MSD) averaged over the atoms in the
protein. Linearization of Eq. (3.69) by taking the slope of a natural log plot of
S(Q,w = 0) vs @& (Guinier plot) allows obtaining <uz>. The Gaussian approximation
makes two important assumptions [62]. Firstly, it expands the average autocorrelation
function and takes the first term:

(@ ARM-RO)) — o 5ARO-RO)D) . (3.69)

The validity of this truncation is limited to low values of the exponent, which implies low
@-values and/or small amplitude motions, e.g. short-time dynamics, confined or
harmonic motions. Secondly, the mean-square-displacement of all the atoms in the
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sample is assumed to be the same, thus, overseeing that there is a distribution of mean-
square-displacements in the protein (motional heterogeneity).

Comparison between simulations and experiment

The analytical relationship between the time-dependence of atomic positions and the
measured structure factor makes molecular simulations and ideal tool to reproduce
neutron scattering experiments. Moreover, the motions probed by neutron scattering
occur in fast time scales that are easily covered by molecular dynamics.

The energy resolution function and the range of @ values used in the experiment are
needed to properly analyse the simulated trajectory. Several steps require to be followed in
the analysis [62]:

Calculation of the intermediate scattering function
Fourier-transformation to get the dynamic structure factor
Convolution of S(Q,w) with the energy resolution function

Ll 2

Apply Gaussian approximation

The simulated trajectory must be long enough to converge the description of the atomic
motions occurring at the time scale probed by the energy resolution function. Moreover,
the time separation between consecutive snapshots of the trajectory must be short to
describe with high resolution the atomic motions at the experimental time scale. For
instance, the IN13 instrument probes motions at ~100 ps, so that a trajectory of 2 ns
length saved every 1ps provides a good description of the atomic motions of interest.

For each experimental Q-value, Fi;,(Q,t) is computed with Eq. (3.66) and averaged over
a number of q-vectors with random orientations and the same modulus Q = |q|.
Therefore Fi,c(Q,t) must be averaged over a number of g-vectors to guarantee an
isotropic distribution of g-vectors. At this stage there are indeed two possible ways to get
the convoluted structure factor. First, as shown above, one can make a Fourier
transformation of Fi,.(Q,t) and subsequently a convolution of the resultant S(Q, w)
with the energy resolution function. A second possibility is to take advantage of the
property of the Fourier transformation that the convolution in frequency domain equals
the product in time domain:

F{f}® Flg} = F{f - g} (3.70)

where F stands for Fourier transform, and f and g are functions in the time domain.
Thus, one can make the Fourier transform of the product Fj,¢(Q, t) - R(t), where R(?) is
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the Fourier transform of the energy resolution function R(w), to obtain the convoluted
S(Qw). Computationally this second way of calculating S(Q w) is more efficient, as it
avoids evaluating the convolution explicitly, and thus is the usual method of choice.
Finally, by taking the value of S(Q,0) in the studied @-range the Gaussian approximation
can be used to obtain the mean-square-displacement <u?>. It is important to underscore
the difference between the <uZ?> obtained in this way, by calculation of neutron
scattering properties, and the theoretical definition of the mean-square-displacement,
which is written as:

N T-At

1
MSD(At) = mz ; [Ri(t + At) — Ri(t)]z (3.71)

where MSD is averaged over /V atoms and the number of frames separated by At
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CHAPTER 4

RESULTS

The results presented in this thesis are divided into three parts that are devoted to
different aspects of the enzymatic function. The first part focuses on reactivity in the
context of phosphoryl transfer reactions. The second part concentrates on dynamical
properties associated to substrate binding and allosteric regulation of the activity. The
third, and last part, is concerned on the thermal stability of enzymes and, in particular, on
the dynamical properties of two enzymes with different thermal behavior. A brief
summary of each study is presented and followed by the corresponding publication.
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4.1. Phosphoryl transfer reactions

Rationalizing and predicting the reaction mechanism of phosphoryl transfer reactions in
enzymes requires to understand the factors that determine the stability of the
pentacoordinated phosphorus species that can be formed in the course of the reaction. In
this section, we present our results on phosphorane model systems, the methodology
required for their description and the application of this knowledge to characterize the

controversial mechanism of the f-phosphoglucomutase enzyme.

4.1.1. Pentacoordinated Phosphorus: structure, reactivity and biological
implications

By systematically studying small phosphorane compounds (Figure 1), we first explored
how the electrodonor character of both equatorial and apical groups determines the
mechanism of a phophoryl transfer reaction as well as the geometry of pentacoordinated
intermediates. We have made special emphasis on the apical bond throughout this study
as it determines the direction of the reaction, involving the nucleophilic and leaving
groups. Therefore we have characterized the apical bond by wave function analysis
methods.

R4

R; P Rs

R, Ry

Figure 1. Structure of a pentacoordinated phosphorus. Ri, R; and Rs are termed
equatorial groups, and R4 and Rs correspond to the apical groups (nucleophile and leaving

group).

From this systematic study, we observed two trends: (1) the more electrodonor the
character of the equatorial group the longer the apical bond distance ; (2) the more
electrodonor character of the apical group the shorter the apical bond distance. The
observed variations in the apical bond distances are within 0.2 A, which illustrates the
sensitivity of the apical bond to inductive effects. Interestingly, when the two apical
groups are different, the group with stronger electrodonor character shortens the bond
distance at the expense of lengthening the bond distance of the other apical group with
weaker electrodonor character. In general, we found that important differences in the
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character of the two apical groups tend to destabilize the pentacoordinated phosphorus
species.

All of the above already shows that the apical bond is highly polarizable, but it was the
study of the compound shown in Figure 1A that revealed the extent to which the apical
bond can be polarized.

A B

. i
H\ 1.695 ‘ 1.910 /H 1.722 01.948 )H\
o/Fg__O HLO——pP——0" 0
b\ - [ 7
0. Oy H—0 O—H

Figure 2. Structure of phosphorane models with strong polarization. (A) the source of
polarization arises from the orientation of equatorial groups, whereas in (B) the
polarization is induced by the different character of the apical groups

The asymmetrical orientation of the equatorial OH groups polarizes the apical bond
lengthening the bond distance in 0.15 A, with respect to the symmetrical compound.
This emphasizes the ionic character of the apical bond. The natural implication of this
effect is that anisotropic electrostatic effects from the environment can easily polarize the
molecule and thus alter its geometry and stability. To explore this idea, we studied the
effect of electric fields applied in the apical direction of a set of pentacoordinated
phosphorus compounds. Interestingly, electric fields applied in the apical direction
notoriously change the apical bond distance. Depending on the magnitude and direction
of this electric field those compounds with low stability can dissociate or, on the contrary,
become more stable. Such sensitivity of putative pentacoordinated intermediates in a
phosphoryl transfer implies that the reaction mechanism can be strongly influenced by
external electric fields. As an example, we have studied how the reaction mechanism
yielding the compound shown in Figure 2B changes with the electric field (Figure 3).
Without electric field, the reaction proceeds through a step-wise mechanism. The
pentacoordinated intermediate is kinetically very unstable as is markedly asymmetric,
being the dissociation energy barrier of the weaker apical bond 16 kcal/mol lower than
that of the stronger one. By applying an electric field in one direction, the intermediate is
not stable anymore, so that the lower barrier disappears turning the mechanism into a
concerted process. An electric field in the opposite direction, instead, strengthens the
weaker bond to the extent that the dissociation barrier increases 9 kcal/mol, with respect
to the intermediate species, at the expense of reducing the dissociation barrier of the
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stronger bond in 8 kcal/mol. On balance, the kinetic stability of the intermediate, in this
case, is enhanced by the electric field.

-
’

E/kcal-mol!

— F=0.000 au
— F=0.006 au
— F=-0.002 au

e B

Reaction Path

(=]
|
T

Figure 3. Scheme of the reaction profile calculated in the presence of electric fields of different
magnitude applied to the apical direction.

This study illustrates the polarizable character of the apical bond in pentacoordinated
phosphorus compounds. Furthermore, the notable polarizability of this bond is
manifested in the capacity of external electric fields in modifying the geometry and
reactivity of pentacoordinated phosphorus. The sensitivity of these species to electric
fields can have important consequences in reactions catalyzed by enzymes where the
charge distribution of the active site is very heterogeneous leading to electrostatic fields

important for catalysis.

A detailed presentation of the results and methodologies used in this study can be found
in the article: Inductive and External Electric Field Effects in Pentacoordinated Phosphorus
Compounds. (2008) J. Chem. Theory Comput. 4:49-63
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Abstract: Penlacoordination al phosphorus is associated wilh a nucleophilic displacemant
reaction al letracoordinated phosphorus compounds and shows a greal varabiity in what
respacts their geomaetrical and energetic features. By means of a systematic theoretical study
on a seres of elementary model compounds, we have analyzed the bonding features. The
pentacoordinated phosphorus compounds are held logether by dative bonds, and the geometry
and stability depends on the inductive effects originated by different substitutes at phosphorus.
We show also that an external elecinic fiedd can modify the geometrical features and the reactivity
of the nucleaphilic substitution reactions. This issue may have great interest in biclogical reactions
involving pentacoordinated phosphorus where the electric field originated by the folded protein
could influence the catalylic process. We report also additional calculations on the geomatry
and NMR specira on three triphenyl phosphanium ylide dervatives, and our resulls compare

49

well with the experimental data.

Introduction

A detailed knowledge on the electronic nmure of penta-
coordination ai phosphorus is of great nterest in chemistry
and biochemistry.' ™" Pentacoordination at phosphorus is
madnly associated with a nuclesphilic displacement reaction
at tetrpcoordinsed phosphorus compounds, which is associ-
ated with cell signaling and encrgetics and many aspects of
biosynthesis. These nucleophilic reactions oceur in the so-
called associative processes, which can follow o coneerted
puthway, with a trigonal bipyramid transition sute, or an
addition=climinmtion pabway, involving a pentacoondinated
phosphorane  intermediate.” ' These processes ane
important in chiral reactions, Those following a concerted
pathway take place with inversion of configuration, but in
pathways involving pentacoordinate intermediates, & Berry
pseudoratation muy occur. which could involve retention of
comfigurtion.""! Pentacoondinated phosphorus intermediates
are found, for instance, in the Wiltig reaction,' in human
a-thrombin inhibitors," and as infermediates in the hydrolysis

* Comesponding asthor e-mail: angladadiiigab.csbc.es (AMAL),
respicE fgabocsices (R.C)L

10,102 1/t TO02 20 {_'Cflﬁﬂ.?i

of phospholipids catalvred by phospholipase [2,* It may exist
in phosphoryl transfer in GTE hydrolysis by RAS proteins'
and a5 an inlermediate in the phosphoryl transfer rewction
cotalvred by o fFphosphoglucomutase, ™™ although some
controversy exists in the literature regarding the true nature
of this intermediate,**

Pentacoordination at phosphorus occurs mainky in trigonal
hipyramid structures, and it has been observed that the apical
bond lengths show a great variability, which depends on
several fuctors us the nature of the substitutes at P, the
influence of hydrogen bonding or the charge around phos-
plrorus ST I appears therefore that such variability
would affect not only the stabality of these compounds but
also the transition states involving pentacoordination ot
phosphorus and consequently the reactivity. The factors
nffecting this variability are crucinl for o complete under-
standing of nucleophilic displacement a phosphorus, They
are still not well mtionalized and are the main goal of this
study.

Extensive theoretical siudies have also been reponed in
the literature, which have provided valuable information
regarding different pspects of the reaction mechanisms of

2008 American Chemical Society
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phosphate reactions, the mmportance and possible existence
of pentacoordinmed intermediates depending on the resction
conditions, and the effects of the solvent in the reactivigy. ™7
In this study we have focused our attention on the inductive
elfieets affecting pentacoordination ot phosphorus and its
bonding festures, To this end, we have considered, in the
first stage, o series of model systems for which we have
imvestignted the effect of different substitutes s phosphones
a5 well as the effect of polarestion and the effect of an
external electric field, In the second stage, we have also
investigated a serics of triphenylphosphonium ylide denva-
tives for which experimental data exist in the literature,

Computational Details

All geometry oplimizations carmied oul in this work have
been performed with the density functional mPW IPWS14*
employing the 6-31+0G{d) basis set.** At this level of theory
we have also calculated the harmonic vibrational frequencies
1o verify the nature of the comesponding stationary point
{minima or transition state) and o0 provide the #ero point
vibrational energy (ZPE). The mPWIPFWY] functional has
been found 1o be adequate to describe systems with long-
range interactions, especially with dative bonds. ™ Moreover,
the reliability of this fusctional, with respect Lo the geo-
metrical parpmeters, has also been checked by performing.
for some test models, comprehensive lest calculutions
emploving the MP2*'~* ah initio approach and using the
6-314G(d), 6-3114+G(d), and 6-3114+-G(IdE, Ipd) basis sets.
The results obtained compare quite well and are collected
in the Supporting Information. Moreover, for the cases where
reactivity has been considered, we have performed, for each
transition stale, intrinsic reschion coordinate calculations
(TRC)H™ in order 1o ensure that the transition states connect
the desired reactants and products, In the second step, the
relmtive energies of the stationary points were corrected by
performing single point encrgy calculations using the
aPWIPWOL functional with the 6-311-+G3d02p) hasis
set."” In addition, we have also checked the reliability of the
activation and reaction encrgies by performing, for all
stntionary points of a given reaction (reaction 1h, sec below),
nadditional single point energy caleulations m the higher level
of theory CCSINTVIB.™ ™ The results obtained ot the
mPWIPWOL and COSIXT) level compare very well and are
contained in the Supponting Information.

For the three triphenyiphosphonium ylides considered, we
have also comparted the NMR spectra by performing B3LYP
single-point calculations® at the oplimized geometries, using
the GIO method™* end employing the 631140 2d,p) basis
set”

The quantum chemical caleulations carried out in this work
were performed by using the Gaussian™ program package,
and the Molden program®” was emploved to visualize the
geometric and clectronic features,

The bonding features of the different systems considercd
were analyzed by emploving the natural bond orbital (NBO)
partition scheme by Weinhold and co-workers® and the
atoms in molecules (AIM) theory by Bader ™ The topological
properties of wave functions were computed using the
AIMPAC program packoge.™
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Results and Discussion
The Model Systems POX:(RO); Pentaconrdinated Com-
pounds. One important point regarding the chemistry of
pentacoordinated phosphorus compounds refers to the var-
ability of the apical bond distances.™"" In order 10 malyee
andd rationalize this ssue we have camed oul a senes of
calculations on the POXARO): model systems. These
pentacoordinated model systems have been depicted in
Scheme | and possess o trigonal bipyramid structure, Here
X are equatorial substitwtes (X = CHy (a); HO (b); CHO
(e); mnd F (d)) and RO are apical substitutes (RO= HO (1)
CHO 2y HOOO (3); and CF0 (4)). Along this work, the
different models are [abeled by o number as a prefix,
according 1o the apical substitutes, followed by o letter as a
sullin: secording 10 the equatorial substitutes. Thus, com-
pound Ta cormesponds to POYCH (O ;, whereas compound
3¢ corresponds o POICH DM HOOO),; (see Scheme 1),

Please note also that in these model systems the charge
of the system 15 — 1, the two apical substitutes are identical,
and that in b and ¢ the two equatorial substitules ane
oppositely oriented. Moreover, it is also worth reminding
the reader that the donor churacter of the apical substintes
is HO = CHO > HCOO > CF0 and the donor character
of the equatonial substines is CHy > HO > CHy( > F 50
that these series of model systems allow us to analyse
combinations of electron withdrwing groups and electron
donor groups on the phosphorus coordination. The most
significant geometrical pasemeters of the optimized structures
are displaved in Table 1. which also includes the tetracoos-
dinated phosphoric acid HPOy for comparisen. Figure |
shows the dependence of the apical bond lengihs with respeet
{0 the apical and equatorial substitpes st P, The Cartesian
coordinates of each pentscoordinated model system are
reported in the Supporting Information.

For HyPOy, Table | shows that our calculations predict
the Pr0) bond length 1o be 1.476 A and the three Pe-0OH
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Table 1. Optimized Bond Lengths (in A) to Phosphorus in
H3PD, and the Pentacoordinated 1a-4d Model

Compounds
i o

compd  apical  equatorial AP -ORges) AP~ Xegumrw) AP -0}
HPO 1.602 14768
1a oM CHy 1614 1849 1.545
b oH oH 1.768 1560 1.527
ic OH OCH; 1.742 1673 1.530
ia OCH; CHy 1841 1841 1.521
n OCH; oM 1778 1.560 1.510
2 OCH, CH; 1.748 1877 1.514
Ja OCiHID  CHy 1.908 1832 1.507
I QC{HIO  OH 1.835 1635 1.465
e OC{HD OCH; 1818 1630 1.450
3d OCiHio  F 1.780 1509 1,498
da OCF; CH; 1.950 1878 1.488
b OCF, oH 1.878 1.825 1.480
ac OCF; OCH, 1882 (R4 1484
dd OCF, F 1.608 1581 1478

bond lengths 1o be 1,602 A, The nucleophilic addition of
the HOY gnion to Hi'y leads to the pentacoordinmed
compound 1h and produces a lengthening of 0,051 A in the
fr===(3 bond and of 0,058 A in the equatorial P=<OH bonds,
compared with the P-==0 and the P---0H bond lengths in
phosphone acid, but the two apical P-=-0H bond distances
{1,768 A} are predicted to be much longer (see Tahle 1)

Regarding the remaining pentacoordinmed model sysiems,
the results of Tahle | and Figure | show o great variability
of the Pe+ORyeq bond length, which depends on the
charscter of both X and RO, Thus, the apical bond distance
changes os much w8 0238 A, from 1.742 A in Do w 1,980 A
in 4n, whereas the changes in the equatorial bond lengths
(P X miensan AE] PPoo 0 ioiat) AP smaller than 0,070 A for
all the model compounds. Table | and Figure | also show
that, for the same equatorial substitute, the Pe+OR o bond
length s shorter as the donor character of OR ineneases, while
the denor character of the equatorial substitute X results in
un inereise of the Pe-OR .y bond length. Thus, for instance,
for X = CH, the P04, bond distance changes from
1614 A in 1a (apical substitute = OH) to 1980 A in da
(apical substitute = OCF;), while for X = CH0, the
I‘---(].,.._. bond distance changes from 1.742 A in Te (apical
o (PO

m

18

150 RHCO0
. WOCF,
L]

1T

188

1=

Figure 1. Dﬁgmnmmmnmuﬂmapﬂ
bond lengths in the pentacoordinated POXy{RO}; model
compounds on the nature of the apical (RO) and equatorial
(%) substitutes an P
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Table 2. Matural Occupation at Phosphorus, Stabilization
Energies (AE(2) in keal-mal') Associated with the Most
Impartant Danor—Acceptor Interaction Involving the Apical
Bonds and the Matural Charges at Phosphorus (O in &)?

P natural slatsliraton anagies
—w Mooy ==  BpE == idpspg <
compd 8 e d Opiom®  Om”  pi®  OwsolP)
1a 081 185 008 3351 3087 2B BE 212
b 077 1568 011 20B0 288 215 2.51

-
(-]
=
=4
-4

156 011 2088 2002 2354 254
081 18 008 MBE 94 2TE0 217
O7r 155 010 255 30T 2028 2155
076 157 010 24327 441 1688 250
054 182 008 2355 3523 N5 213
07T 157 010 20004 2404 220 253
153 010 2080 2408 2212 258
076 148 011 MBE 2058 24080 162
065 182 00T 23504 3897 3406 212
077 157 D10 2043 2443 2650 253
oTr 153 010 ¥ 3532 ITER 158
075 150 011 2048 200 2043 262
® g 'ql;lmhllmmmnupm‘ '|J;|m. F The sama
Interacton occues from each ops equstonal o esch o)., apical bond
Eilpion — peghas the same valse 88 opiop = Theos Y Bond
numbenng is scconding Schema 1

ERELERERERNEW
a
3

substitute = OH) o 1,883 A in 4e {apical substitute = OCF,)
{see Table | and Figure 1) In the case whether the equatonal
substitute X is F, we have only found pemacoordinated
compounds with apical substitutes HOOO (3d) and CF,0
(44},

These results indicate two importunt points, namely a
different nature of the apical ond equotorial bonds and a great
importance of inductive effects on pentacoordinated phos-
phenis compounds, In order o get o deeper knowledge of
the features of bonding m phosphorus, we have carried out
# study of the bond properties according to the Atoms in
Molecules (AIM) theory by Bader and the Natural Bond
Orbital (NBO) theory by Weinhold. A detiled discussion
of the AIM analysis is given in the Supporting Information
along with the computed lopological parameters at the bep
of the POy, the PXo o, and the PO bonds
collected in Table 84. In general, and regarding the apical
honds, the range of values for p, and ¥y, are charncleristic
of “closed shell™ inerictions, =0 that the two apical bonds
i these smoddel syatems can be classiffed ay dative, The large
varnability of the P+ apical bonds pointed out above,
depending on the nature of the substitutes, is also typical of
dutive interactions.’ ™

Additional information is provided by the NBO analysis.
In Table 2 we have displayed the natural occupation at the
P atomn, the matural charge on P, and the stabilization energies
(AE(2)) associated with the charge-irunsfer interactions of
the relevant donor—aceeptor orbitals involving the apical
bonds, that is, the bonding (P — 00l 7P — X uia), and
o{P—() NBOs with the antibonding scceptor o*(P—0g)
WRO, This stabilization energy hos been computed with the
second-onder perturbation theory with the Fock matrix in the
WBO analysts and the natural charges on phosphorus, The
NBO analysis indicates that the natural occupation in the d
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shiell is always less than or equal 1o 0.1 and consequently
excludes the participation of the d-orbital in the hybridization
pivture, Thus, there s a formal sp* hybridization at I* in all
pentacoondinated model compounds, The d achitals st as
polarization functions in @ similar way as pointed out by
Reed and co-workers in a study on chemical bonding in
hypervalent molecules™ and in pentoacoordinued silicon
compounds bonded also by dative bonds.™ This formal
hybridization scheme is also compatible with the simple MO
dingram based on o three-center four-glectron (lede) model.' ™
Ancther important point to be mentioned here refers 1o the
topological features of the NBO orbitals linked 1o phospho-
rus. Those MBOY orbitnls designed as bonding orbitals of the
type PO or P=++F in Table 2 are highly polarized toward
the O or F atom, wherens those designed as antibonding
orbitals have an almost exclusive contribution of phosphorus.
Thus, the donor—acceplor interaction between these NBOs
displayed in Table 2 represents quite well charge-transfer
interactions. Moreover, this topological picture agrees very
well with the dative deseription of the PO bonds provided
by the AIM analysis and discussed above. By the same way,
the P+ bonds in compounds La, 2a, 3a, and 4a (with CH;
a5 equatorial substitutes) have an almest equal contribation
of phosphones and carbon, according 1o the covalent character
predicted by the AIM analysis (see above). The most
pmportant perturbative donor—acceplor mteractions imolving
the equatonial SubstitIes {Tpx i = 0% i) 37 those
having X = CH; (compounds La, 2a, 3a, and 4a) sccording
1o the well-known donor character of the methyl substitute
und decreases sccording to the donor character of the
equutorial substitutes (see shove). Also very interesting ane
the perturbative donor—aceeptor interactions between the two
apical bonds (dpye == 0*pioa) 20d (Opom = 0 o) that
invodvie charge transfer between the two apical bonds, Hene
it is also worth pointing out that these apical donor—acceptor
interactions are symmetrical because the two apical groups
are the same (see footnote b of Table 2), However, as will
be shown below, when the two apical groups are different,
the two apical donor—acceptor interactions ane different,
pointing out the competition of these two groups to form a
dative bond to phosphorus and therefore having o direct
influence on the corresponding Pe++0 bonds,

Nucleophilic Substitution on the Model POXOR);
Pentacoordinated Compounds. A very imporant point
concerning the pentacoordinated POX:(OR): compounds
discussed above refers 1o their relative stability, This has
been studied i connection with the formation vin o 5,2
reaction according 1o eq 1.

i 7'
s mw-"‘--m —* RO-P—OR —™
x x
|
; + RO 1
nu""’"'ux
x

Marcos et al,

Please note thut i this section, all resctions considered
are symmetric a5 the entrance and leaving groups are
identical. Each reaction described by eg | hos been nomed
according to the substitutes in the same way as has been
done in the previous section 1o chamcterize the pentacoor-
dinated phosphorus model compounds as displayed n
Scheme 1, Thus, for instance, reaction 1a means RO =
HO™ and X = CHy, or reaction 4¢ means RO = CF0° and
X = (M'H;; that is, each reaction has the same name that
identifies the pentacoordinated intermediate. A schematic
representation of the corresponding potentinl energy surfaces
has been drawn in Figures 2 and 3, wheress the geometrie
parameters of the cormesponding stationary points are col-
lected in the Supporting Information. The energetic of these
processes is contained in Table 3.

Figure 2a shows a schematic potentinl energy profile of
reactions Ia—4a, having the CHy group as equatorial
substitute X. Each reaction begins with the formation of a
prereactive hydrogen-bonded complex which occurs previous
to the transition state and the formation of the pertacoordi-
nate intermediate. Every prereactive complex has two
hydrogen bonds, which occur between the oxygen of the
anton (RO7) and one of the hydrogen stoms of each
equatorial methy] substitwte. For reaction 3a (red line, having
HOOO as apical substitutes), the two hydrogen bonds in the
preresctive complex are formed between each one of the
oxygen atoms of the HCOO anion and one of the hydrogen
atoms of ench equatorial methyl substitute. The stability of
these hydrogen-bonded complexes at O K is compuied to
vary among 24.3 and 16,6 keal-mol =" { for reactions 1a=4a,
see Table 3), and these enengy values in gas phase are typical
of hydrogen bond interactions invelving an anion. After
surmenting an enenzy barmier of the order of §—6 keal-mal ',
the corresponding pentacoordinate intermediate is formed,
and its stability, at 0 K, is computed to be among 35,1 and
159 keal'mol™, relative to RO plus POXAOR), The
stability in these imtermedises depends on the donor
character of the apical substitutes. There is o large difference
in the relative stability of the 1a (blue line, apical substitute
HOY and the siability of 4a (black line, with apical substitule
CF0), which amounts 16 keal-maol ™', so that fiwe commpounds
hreing the apricad subsrituse with higher donor choracter are
mrare sfable This higher stability is associated with shorter
apical bond lengths as discussed in the previous section for
compounds Ta, 2a, 3, and 4a,

In the case of the two equatorial { Figure 2h) substitutes X
i% the F mom, and we have only considered the reaction with
RO™ = HOOKY ™ (3d) and RO = CFA)- (4d), since these
are the only ones in which the F substitutes remain in the
equatorial position as pointed out in the previous section.
Both reactions occur by direct formation of a pemtacoondi-
nated phosphorus compound, whose stability of 0 K hos been
computed o be 32.1 and 20.7 kealemol ™', for 3d (red line)
and 4d {black line), respectively, acconding also to the higher
donor character of the apical substitute in 3d (see also Table
3). The processes ure similar to those described recently by
van Bochowve and co-workers™ in o recent study on nucleo-
philic substitution st phosphorus having Muorine aloms as
equatorial substitule.
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Reaction path

Figure 2. Schematic potential energy diagram for the nucleophibc substitution reactions: In (a), RO~ + PO{ORKCHs); —
PO(ORNCH:}; + RO (RO = HO, blue line; CH,0, green line; HCOO, red line; and CF;0, black line). In (b), RO" +
POIOR)F); — PO{ORNFY + RO (RO = HCOO, red line; CF.0, black knej. The relative energles are compuled al the
mPWA PWE18-311--G( 3df 2p W mPW1PWE1/6-31+G(d) level of theory.

For the equatorial substitute X = O, nomely reactions
Ib—4h, the precursors of the comesponding pentacoordi-
nated phosphones compound are oot RO™ and POGOH)0R
s described in g 1, but s respective conjugate acid
(HCH) and basis (POJOHNOWOR ™), which ocours because
PONOH J0R 15 a stronger acid than H:0, CHLOH, HOOOH,
and CFyOH, respectively (amaong 133 and 64.6 keal-mol ™',
sec reactions |b—d4b in Table 3). Therefore, these model
reactions involve a proton transfer linked 1o the formanon
of & pemtacoordinated phosphones compound, in 8 similar
way as many reactions of biological inerest. The schematic
reaction profiles are depicted in Figure 3o, which shows that
the reaction begins with the formation of a hydrogen-bonded
complex which oceurs previous o the formation of the
pentacoordinated intermedinte, This i a concerted process
where the proton transfer from ROH o POQOM W OPOR
takes place simultanecusly (o the addition of the RO group

o phosphorus. The resulis displaved in Table 3 and Figune
3a show that the computed stability of the prereactive
hydrogen-bonded complexes mnges among 12,7 ond 27.2
keal'mol™ " and that the barmer that has to be overcome to
form the pentacoordinated intermediate ranges among 37,1
mnd 275 keal=-mol ™" for 1h=4b, respectively. Table 3 and
Figure 3a show that all pentacoordinated infermediates lie
energetically obove the reactants (among 17 and —0.4
kealemol '), This reaction mechumism and the cormesponding
energetic profile is comparable to that of the dimethyiphaos-
phate hydrolysis and the ethylene phosphate hydrolysis
reported recently,

The lust model resctions we have considered are those
having X = CH;() as equmtonal substitutes and correspond
1o repctions le—d4e. A look at the schematic encrgy profile
in Figure 3b shows thay, for Te, 2e, and 3¢ (blue, green, and
red lines respectively), the reasction has a S-fold well. As
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Figure 3. Schematic potential energy profiles for the nucleophilic substitution reactions: RO~ + PD(OR)K X} — PO{ORNX ) +
RO (RO = HO, blue line; CH,0, green line; HCOO, red line; and CF,0, black line) in (a) X = {HO) and in (b) X = [CHLO),
Tha relative energies are computed at the mPW1PWE1/6-311-+G(3df 20)/mPW1 PWE1/6-31+G(d) level of theary,

before, the reactions begin with the formation of a penti-
coordinated hydrogen-bonded complex [(first minimumj,
while the second, third, and fourth minima correspond 10
the pentacoordinated intermediates with the OCH; equatorial
substitutes having different orentations, namely parallel 1o
the side of the reactants (INT1), opposite (INT2), and
parallel 1o the side of the products (INTE). The occurrence
of similar multiple tronsition states separating the pents-
coordinmed species from the precursor complexes has been
reported recently by van Bochove and co-workers.™ wha
addressed this phenomenon 1o the increased steric bulk. For
de (hlack line) only one pentacoordinated intermedinte has
been found (INTZ), being that the CH0 equatorial substi-
tutes are oppositely oriented, A more detailed discussion on
these dilferent conformers of the pentacoordinated phospho-
rus compounds will be given in the next section, and, for
the aim of this section, it s only wonh remarking here that
the stability of the two pentacoordinated conformers differ

only at most by 3 keal'mol™' (see Table 3). The resulis
displayed in Table 3 reveal that the preresctive hydrogen-
bonded complexes are computed 0 be among 26 and 15
keal'mol ™' more stable than the reactants, and the formation
of the pentacoordinated intermaediate requires to surmoun
an energy bamier of among 7 and 12 kealsmol ™. Moreover,
the stability of the pentacoordinmed phosphorus intermedintes
follows the same trends os discussed above, namely that the
inermediotes having apical substitutes with higher donor
character are more stable. That is 35.7 keal-mol ™' for le
(apical substitute HO); 254 keal'mol ™" for e (apical
substiute CHOY; 15.2 kealsmaol ™! for 3¢ (apical substitue
HOOO); and 3.5 kealomol ™" for 4 (apical substituie CF.0),
In addition, it is also worth mentioning that, as shown in
Table 3, in the cose of Te and 2e (having apical substitutes
with o large donor character) the pentacoordinated phosphio-
rus inermediates are considerably more stable than the
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Table 3. Relative Enargies (Al E+ZPE) in kcal-mol ') Computed at the mPW1PWE1/E-311+G(3df 2p)/ mPWIPWS1/
6-31+G(d) Level of Theory for the Nucleophilic Substitution Reactions 1a—dd

J Chem, Theory Compan, Vel 4, No, [, Ji¥s 58

RO~ + ROH +

reacton® POX(OR) POX{OR) Comiplax T51 INT1 T52 INTZ
1a oo ~24.3 -18.4 -3
i oo =181 =133 ~220
la oo =204 =140 =178
da Do =16.8 ~8.8 =159
b B4 B oo =127 244 172
b G214 oo =130 223 185
b 87 [+1:] -188 57 13
db 133 o0 -a7.2 03 -0.4
1e oo =258 ~18.8 -8 -327 =357
Fid oo -204 =132 -3 4 =188 =254
3 oo -183 -11.5 -142 -12.7 -152
dc oo =183 ~12 35
3d oo =321
&d L] =207

* The loficwang acronyms stand for he repctions: 1a = HD™ + OP(CHal{HO): 28 = CHyO " + OP{CHal:(CHO); 3a = HCOO

+ OPICHHEO0). da = CFL0- + OP{CHyRICFAOL 1h = HO- + OP{OHHOL 2b = CHO + OPOH)CH:O) 3b = HOOO- +
OF(OH):(HCOO), 4b = CFy0° + OP(OHLICFL0). 16 = HO™ + OPIOCHMHO) 2¢ = CHO™ + OPIOCHACHO 3¢ = HEOO™ +
OPIOCH:RHCOO), 4¢ = CFy0" + OP(OCH;1CF:O) 3d = HCOO" + OPFHCOO) 4d = CF0° + OPF:(CF10)

prercactive hydrogen-bonded complexes, as opposed to what
oceurs for 3¢ and 4e.

Finally, it is also worth pointing out that the main reaction
features described for these nucleophilic substitutions at
phosphorus occur also in nucleophilic substitution reactions
m silicon as reported by Bento and co-workers,™

Conformational Change in Equatorial Substitutes, The
Palarization Effects. In the previous section we hove poimted
ot that reactions le—3¢ occur in severnl steps involving
conformational changes in the orentation of the CHyO
exquatorial substitutes, The corresponding energy barniers are
smaller than 3.0 kealsmol™, whereas the two conformers
differ in energy at most by 3 keal'mol™' {see Table 3).
Despite these small energetic differences in the two con-
formers, an analvsis of s structures reveals significant
differences with respect 1o the geometrical parmeters
concerming the apical substitutes, Therefore we have inves-
tigated the effect of the conformational changes (opposite
and parallel orentation) on the equatorial substitutes in the
model systems having HO and CHO a5 equatorinl substi-
futes. In the case of the HO equatorial substitutes, only the
model having HO as apical substitutes has both conformers
stable (Ib and 1b°), whereas for the CHyO equatorial
substitutes the models with the HO, CHSO, and HOOO apacal
substitules have the two conformers stable (1e and 1e'; 2e
and 2e”; and 3¢ and 3e”; respectively). In Figure 4 we have
displayed the most significant geometrical parameters of
these conformers.

As pointed out 0 a previous section, the 1b model has
the two apical Pe-O(H) bond lengths equal 1o 1.768 A (see
Table 1) However a conformational change in the equatorial
substitute leading 1o o parallel orientation (model 1h%)
produces an important change in the two apical Pe=O(H)
bond lengths (1,695 and 1.910 A, respectively); that is, the
P apical bond length opposite o the erientation of the
twio equatorial OH substitutes is reduced by 0,073 A and
the other P++0 apical bond lengih is enlarged by 0,142 A,

On the other hand, the changes in the equatorial bond lengths
are very small (see Figure 4} From an energetic point of
view, both conformers are separated by only (0L87 keal=maol ™!
(ALE + £PE) value), being thit 1" is more stable than 1h.
Looking for the origin of these differences we have first
conaidercd the possible existence of intramalecular hydrogen
bond interactions thit could siabilize one of these two
conformers, but the AIM analysis ruled ot this fact.
Maorcover, the NBO analysis indicates that the porallel
orientation of the equatorial substitutes (structure Th') mduces
a differential polarization effect on P, which results i a
change of the phosphorus ability to bear an electronic charge
and affecting therefore the axial bond length. In other words,
the polarization on P produces a grester or less repulsion
with the axial group (depending on the side) oniginating a
change on the corresponding equilibrium bond distance, This
polanzation ¢ffect is not produced in those compounds with
opposite orienled equatonial substitutes (structure 1h) because
of a cancellation efMeet due 1o the opposite orientation, For
I, the NBO analysis has already been reported in o previous
section {see Table 2), where it has been pointed out that
charge transfer occurs symmetrically. The perturbative
donor=acceptor ineractions involving the equatonial sub-
SLINES (il — (7 -t} 0 @qual 10 22,6 kcalrmol !
(from cach of the WO (my e 10 cach of the two
O i |, Whereas periurbative donor—acceplor iIntermclions
between the two I-Fil.‘-ﬂ-l bonds (e = O pyow 80d Fpjoe —
%y are both equal to 29.8 keal=mol™'. In the case of the
conformer 1h°, the situation chonges radically, and ithe
perturbative donor—acceplor interactions are nol symmetrical
anymore, The inductive effects, reflected in the perturbative
donor—acceptor interctions invelving the equatorial sub-
stilites (Oppon = piow 000 Tpioy = T®pee), Bre 252
keal'mol ™!, whereas (Opi = 0®*pios and Opioe = 0% o)
mre 20,5 kealsmol !, Thit is, there is o greater charge irnsfer
to the PIOM side (0% s orbital) that affects the perturbitive
donor—acceptor intersctions between the two apical bonds
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Figure 4, Selected geometrical parametars (in A) for the optimized structures 1b. 18, 1e. 12", 2c. 2¢”. 3¢, and 3¢”.

(Fppos = % ppw = 201 keal-mol™" and g — 0 pjs =
27.7 kealsmol™"), and, consequently, we can conclude that
the differentiol polarization effect originated by the confor-
il chinge induces o comperition berween the two
eipre axpicad sbatinetes in the pentacoordinated phosphorns
vt

In order to visualize this induced polarization effect on I,
we have considered the phosphoryl mosety derivied from the
twor comformers 1 and 1B, that is, we have deleted in both
conformers the two apical substitutes, In the two resulting
POROH Y moieties {one with the two HO opposite onented
and the other with the two HOY parallel oriented) we have
computed the molecular electrostatic potential (MEPF), and
the comesponding results are plotted in Figure 5, The
phosphory] having the two HO substitides oppositely ori-
ented, that derived from 1b, (Figure 5a) has a symmetric

& & &

Figure 5. Molecular slecirostatic polential representation of
the PO(OH); phosphoryl moiety of 1b and 16" in a plane
comaining 98% of the electronic density: (a) one of the two
symmetrical planes of 1b; (b) opposite side of the equatarial
hydregens in 1b"; and (c) side having the eguatonial hydrogens
in1b°

distribution of the MEP in both sides of the equatorial plane,
but, the phosphoryl group having the two HO substitules
parallel orented, that derived from 1b, does not. Figure She
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Figure §. Dependence of the apical bond lengihs on the intensity of an extemal electric field (F) for the pentacoordinated

phosphorus. compounds 1b° (a), § (b), and 6 (c).

shows that it has o more positive charge density in the
opposite side of the equatorial hydrogens. These resulls agree
very much with the above discussion on 1b°, where we have
pointed out that o paralle] onentation of the equatorial HO
substitutes originates o large charge ransfer to the side of
the equatorial hydrogens (P106 bond in Figure 4]

A similar sttuation occurs with the compounds with
equatorial substitutes CH30), structures 1e—3e, and their
comesponding conformers Ie'=3¢”. In a similar way as
discussed above for 1h and 1, snd as pointed out in the
previous section, each pair of conformers differs ol most by
3 kealmol ', being thit the conformers ¢ are mare stable
than the confisrmers ¢ (see Table 31, Figure 4 shows that
compounds Te—3¢ have the CHYO equatorial substitutes
oppositely oriented and the two apical bond lengths equal
(zee also Table | and above). but a conformational change
leading to the two equatorial substitutes parallel onented
(compounds Te'—3¢’) produces, as just diseussed for 1 and
1b°, o polarization effect on phosphorus that results in a
significant change in the apical bond lengths. This is not so
dramatic as for Ib and IW, because of the different
electronegative character of the CH0 equatorial substitutes,
and the bond length changes induced mmounts smong 0,024
and 0,067 A, depending on the apical substitutes (see Figure
4}

Effect of an External Electric Field, The high sensitivity
to the polorization effects on the apical bonds, analysed in
the previous section, suggested 10 us to investigate the
influence that an external ebectric field will produce on these
kinds of bonds. To this end, we have performed o series of
caleulations on three pentacoordinated model systems and
in two model reactions in onder to analyze the effects of an
external electnic ficld on the geometries of the stationary point
(i) and on the reactivity, We have considered the effect
of the external clectric fickd in two different onentations,
namely olong a line in the plane defined by the phosphorus
and the three equatorinl substinges and along the axis defined
by the phosphones and the apical substitutes. In the first case
no substantial influence of the external electric field on the
structurcs of the pentacoordinated models has been observed,
but in the secomd case relevamt effects have been found,
Therefore, the results presented in this section cormespond
to the extermal electrie field having the direction of the apical
acis only. Putting the apical axis in the X direction and the
origin of the coordinates ol phosphorus, the extermal electric
field follows the positive values of the X axis, while negative
vilues means that the field direction was reversed. The results
are displayed in Figures 6 and 7.

Regarding the influence of the electric Beld in the bonding
and stroctural femures, the Tt example we hive considered
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Figure 7. Schematic potential energy profiles computed under an extemal electnc field at different intensibes, (a) Cormesponds
io reaction 2 with F = 0.0000 au (black line). F = 0.0060 au (red line); and F = —0.0020 au {green line}. (b) Comesponds to
reaction 3 with F = 0.0000 au (black line); F = 0.0060 au (red line); and F = —0.0060 au (blue line).

is the maodel 1h* (PO(OH (0 ;) discussed in the previous
section and having the two equatorial O substitutes parallel
oriented (see Figure 4), We hove pointed out that, in absence
of external electric feld, both apical P---O{H) bond lengths
are difTerent, 1.695 and 1.910 A, respectively, for ) and d;,
but an external electric field produces important changes in
these apical bond lengths, Figure 6a shows these changes as
o function of the intensity of the external electric field. As
the strength of £ increases, o) 1s enlarged and o is shonened
w0 that applying an electric field of £ = 0.0111 aw both apical
distances are equal, with a value of 1.769 A. Figure 6a also
shivws that upon reversing the dircction of the field, the
opposite effect is observed, that is the o is enlarged while
dy 15 shortened, and with electnic ficld wah F = —0.0030

au, this pentacoordinated model s not stable anymore and
dissocioles in o process thal imvolves o proton-transfer
procucing .0 + H,POy", a8 occurs in the process 1h
discussed in a previous section.

The second model we have considered under the effects
of the clectric field s BCHOWHCOOKHD), (compound
8, see Figure 6b). This model is neutral, having three HO
substiiutes in an equatorial position, while the apical
substitutes are CHyO and HCOO, In the absence of an
external electric field the vwo PO bond lengths are different
(1646 A for P---OCH, and 1.785 A for P---OCHO) as
expected because, as pointed out above, the CHO apical
substitute has a higher donor character. However, Figure
6b shows that the electric field produces a shorening of
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the P---{HNCHO) bond length and a lengthening of the
Po=s({CH;) bond distance so that with an external electric
field of F = 0.0107 au the two apical P+--0) bond distances
become equal 1o 1699 A, Figure &b also shows that with
fields with & > 00107 au P+=OCH,; becomes larger than
Pe+<OCHO, which means that the electric field changes the
relative strength of the two apical bonds.

The third miodel we have considened s POJCHOXOCE -
(CHy}: having the two CHy as equatonal substitutes and
OCH; and OCF; as apical substitutes (compound 6, Figure
6c). This model has been chosen because in the absence of
on external electric field, the pentscoordinated phosphorus
compound 18 not stable and dissocintes into FOQCH,OMCH )
mnd CF,0°, However, under a field of # > 0.0060 su, this
pentncoordinated model is stable, being that the Pe+-0{CH;)
bond length is shorter than the Pe-+CCF; ) until & = 0.0105
ou, where both apical PO bond distances become equal
to 1.KO8 A {see Figure 6c), When F increases beyond 0.0105
the Pe<(MCH;) bond distence becomes larger than (he
Pe={CF;) bond length, inverting thus the relative strength
of the two apical bonds,

These three examples point oul a et influence of an
external electrie field on the bonding competence of the two
apriced dative bonds on phosphorns,

With regard to the study of the effiect of £ on the reactivity
we have considered the two following nucleophilic substin-
thomns:

CHLOH + POOOHKOCHD) ~ —
POKOHNCH,0) ~ + HOOOH (2)

CH,OH + POOHIOCHD) —
PO L(CH,0) + HOOOH (3)

These two reactions differ in the fact that in the second one
we have added a proton in order 10 have a neutral reaction.
The results are displayed in Figure 7. In both cases the
reaction begins with the formation of o prereactive hydrogen-
bonded complex, whereas in the exit channel & hydrogen-
bonded comples is also formed before the release of the
products. As we are mainly interested in what concemns the
pentacoordination ot phosphorus, we will consider these
hydrogen-bonded complexes as resctive products of reactions
2 i 3. Moreover, as fir reactions 1b—4b discussed above,
these resctions involve, in the entry and exit channels, a
proton transfer which is linked 1o the formation (breaking)
of the pentacoordination at phosphorus. For reaction 2, Figure
Ta shows that in the absence of an external electric ficld
(hlack line), the pentacoordinated phosphorus intermediate
7 is computed to be 172 keal-mol =" higher in encrgy than
the prereactive complex. Its formation (via TS1) requines
the surmounting of an energy barmier of 34.3 keal'mol™',
wherens the energy barmier for the exit channel (TS2) is only
1.3 keal'maol ™', that is, TS1 ts clearly the limiting step of
the reaction. Figure Ta shows also that the reaction profile
is significantly altered under an external electric field. Thus,
with o F = 00060 au (red Hinel, the pentacoordinated
intermediate 7 is destabilized by abou 9 keal-mol ™', and,
more interestingly, the computed energy barmier Tor the exit

A Chim. Theory Compun, Vol. 4, No, |, JiK5 59
Scheme 2*

*8a: R=CHy 8b. R=H. Bc: R=CN.

channel (TS2) is the same as that of the back reaction (TS1)
1o the reactants, On the other side, with an external field of
F = =0.0020 au (green line), the pentscoordinated phios-
phorus intermediate is not stable anymore, and the reaction
oecurs ina single step, A similar behavior is observed for
the newtral reaction 3 (Figure Thi. In the absence of an ex-
ternal electric field, the reaction occurs through the penta-
coordinated intermediate 6 (black line) and is slightly
destabilized when a F = 0,0060 au is applied (red ling).
However, with an F = —0,0060 mu (blue line) the pentaco-
ordinated intermediste is not stable anymaore, and the resction
oceurs in a single siep, These two examples point ot that
the external eleciric field affeces the stability of pentacoor-
dimertedd phosphoris componnds and it may alve affecs the
reactivity of nucleophilic suhstinstion af phoyphors,

These resulis may be of relevance in biological reactions
imvolving pentacoordinated phosphorus, where the electric
field originated by the folded protein could influence the
catalytic process. In fact, it has been pointed out very recemly
the role of the electric field in the active site of the aldose
reductnse™ and how the electric field may control the
selectivity in heme enzymes,”

Triphenviphosphonium Ylide Derivatives. In an stiempt
1o get o deeper insight in the hypervalence al phosphorus
we hove extended our nvestigation to the study on the
bonding features of three neutral triphenyiphosphosium viide
derivatives (8, Scheme 2} having pentacoondination at
phosphorus and for which crvstallographic X-ray data ane
available, ™™

These compounds have a trigonal bipyramid structure and
are interesting fixr the purposes of this investigation because
o change in the substituie R (R = CH; (8a), H (8b), and CN
{Be), which is not directly bonded to phosphorus, resulis in
large changes in the Pe+0) bond distance (2.00 A for 8a;
221 A for 8b; and 236 A for Be (X-ray data)). The X-ray
data first suggesied that 8a and §b form the PO bond but Be
does not. Further onalysis of the crystallographic data,
together with results from 1P and "C NMR spectra, had
lead Ba, Bb, and 8e 1o be viewed as resonance hybrids of
structures A, B, and C (Scheme 1), The 4y and & NMR
spectm have been also collected in Table 4, Ba shows a large
Oy tamong =160 and =22.1 ppm, see also Table 4) that
suggested a large contribution of the P=0 bonding of the
resonance structure A (Scheme 1), On the other hand, 8¢
has o & among —2.8 and =90 and has been related 1o the
resonance structures B and C.
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Scheme 3
\ o . o
PFh,H pph:-t—-'lr- PPhy
R R R
A B C

Table 4. Exparimental and Computed ¥'P and '3C NMR
Spectra (4 in ppm) for Compounds Ba, Bb, and 8¢*

expernmental fhis work
wikag™ (s phase ™
COCI
i | a) de (sokd) dc (COCH) de
compd i -—60°C rt C3 C1d e C3 Cio
Ba =178 =180 =321 1701 870 -8 1T 842

L] =36 =18 =11 1736 753 -162 102 TTA
B +T8  +l =28 1775 454 -633 W12 60

* Alom numbening is according o Scheme 2. 74 values ane relaiive
o HyPOy for P and to TMS for C

In the present work we have fully optimiced and charsc-
terized as true minima the structures. Ba, Bb, and Se, and
their most significant geometrical parameters are displayed
in Figure B, It is gratifyving o observe that the compuied
Pee=0) bond distances compare well with the X-ray values
fier Ba and Bb (2.067 A and 2.213 A, respectively), whereas
for 8c our computed P+++0 bond lengih (2.239 Aj is 0,121
A shorter than the X-ray value. Morcover, the remaining
geometrical parameters compare also quite well with the
experimental results. At this point, it should be 1aken into
account that the caleulsted values should be compared with
gas-phase values, while the X-ray daa from the literature
include packing ¢ffects that ane shown 1o have an important
role™ Besides the absolute values, the computed geo-
metrical porameters follow the same trends with respect 1o
the P+ bond lengths (Sa < 8b < 8c). The bonding features
have been analysed, s above, employing the ATM and NBO
methods, and the most significant results are displayed in
the Supporting Information (Table 55). For cach of ihe three

tripheny Iphisphonium ylide considered (Ba, 8b, and Be), we
have found o bep between the phosphorus and oxygen atoms
having the same topological features as those described in
the previous sections for the P—0y bonds in the model
systems, that is, the values of the density and the Laplacian
of the density are small and positive, indicating that there is
o PO bond, thay car be classified ax darive. Moreover, and
as nbove, the NBO analysis indicates that the phosphorus
has a formal sp® hybridization scheme, On the other hand,
the lnrge differences in the P=+( bond distances observed
for the three compounds, and onginated by the different
substitutes B, can be muinly associmted with the different
ability to defocalize the 7 system through the seven-member
ring. Thus, 8¢ with B = UN hos 2 cerinin amount of 7
character between C and N, which prevents, in part. the
delocalization of the 7 system through the C9—=C1 bond.
This results in a shorter C0 bond distance with less abiliny
to transfer charge o phosphones, and consequently the
Pee=03 bond distance 1s larger, The opposite case 8a, with B
= CHy, implies o different delocalization of the 7 system
through the seven-member ing resulting in a lorger CO bond
distance with mere ability 1o transfer charge from oxygen
1o phosphorus and consequently with a smaller Pe=0) bond
length. In any case, these results show that small changes in
the electronic femtures produce lnrge changes in the P-=-0
bosncling.

For the sake of completeness we have also computed the
" and C NMR spectra of 8a, 8b, and Se, and the resulis
have been collected in Toble 4 along with the experimental
data, The computed NMR spectma cormespond o gas-phitse

Figure 8. Selected geometrical parameters (in A) lor the optimized structures 8a_ Bb, and Be. Atom numbering & according 1o

Schema 2,
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optimized structures and show the same tendencies as the
experimental values, that is larger 8¢ for 8a than for 8b and
for 8¢ (—21.8, —16.2, and —635 ppm, respectively).
Moreover, these results agree with the electronic features of
the P=—() dative bond. The stronger the P=—0 bond is, the
higher the change transfer associated with the dative bond
and the shorer the corresponding bond length, which resulis
im m higher shielding on P as reflected in the NMR spectra.
It appears thus that the V'P NMR spectra is a direct measune
of the strength of dative bonding at phospherus, and changes
of its value in different media (as for instance in solid phase
or in CDCL for a, Bb, and 8e, see refs 79 and 80 and also
Table 4) would reflect differences in the bond length and
strength. This also sgrees with the linear comelation observed
between de and the X-ray PO bond length as reported by
Nays and Nina.™

Conclusions

The results of the present investigation lead us w emphasize
ihe following pointss (1) All the penticoordinated phospho-
s compounds considered in this work hove a trigonal
bipyramid structure where the apical bonds show great
varizhility, The wpological and NBO analysis of the corre-
sponding wave function mdicates that these apical bonds ean
be clussified as dotive, These compounds are charge-transfer
complexes, where the phosphorus has a Tormal sp® hybrid-
ization, which s compatible with the diagram based on a
three-center four-electron (3cde) model, (2) The features of
the apical bonds depend strongly on the nature of the apical
and equutorial substitutes. Compounds having apical sub-
stitutes with higher donor charscier are more stable and
possess shorter apical bonds, On the other hamd, the higher
the donor character of the equatenal substitutes, the larger
the apical bond length and the destabilization effect in
pentscoordinated phosphorus. compounds, (3) Polarization
ond electric field effects play an important role in the dative
honds of pentscoordinated phosphorus compounds, with
consequences in both the geometry and the stability. These
effects may change the competition between dilTerent apical
substitutes, and they can even alter the reactivity of nucleo-
philic substitution ot phosphaores. These effects may be of
great relevance in enzymatic reactions, where the electric
field originated by the lolded profein could influence the
camlytic process. (4) With regard to the three triphenyiphos-
phonium ylide compounds considered (Sa, 8b, and 8¢, our
resulis predict guite well the experimental (X-ray) geo-
metrical data from the literature and show that in all cases
there is o dative bond between the phosphonis and oxygen
atoans, whose strengih is correlated 1o the NME displacement
m P
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4.1.2. Pentacoordinated Phosphorus: methodologies to describe polarization
effects

After having observed, in the previous study, the relevance of electric field effects in
phosphoryl transfer reactions, it is clear that, from the methodological point of view,
modeling this kind of reactions requires the use of computational methods able to
describe how electric fields affect the geometry and reactivity. Given the implications this
might have in enzyme active sites and the large size of such systems, it is necessary to find
computationally efficient methods providing a reasonable description of these effects.

We first aimed to find the basis set with best compromise between computational cost
and accuracy for use in conjunction with the mPWPW91 functional, which has a good
performance in describing pentacoordinated phosphorus species and was used in the
previous study. We chose two pentacoordinated phosphorus models to test the accuracy
of different basis sets in describing the electric field effects on geometry and reactivity. In
particular, we focused on the electric field dependence of the apical bond distances and
the dissociation energy barrier of the two apical bonds. As a reference we used the 6-

311+G(3df,3pd) basis set and found that the 6-31+G(d) was the best choice.

Taking into account the importance of polarization and diffuse functions in modeling
these effects, we questioned whether semi-empirical methods, which use minimal basis
sets and are widely used to study enzymatic reaction mechanisms with QM/MM
approaches, are able to describe the polarization of pentacoordinated phosphorus. To this
aim, we made a systematic study on the performance of a wide range of semi-empiricals
(with and without & orbitals). Among them, the AM1/d-PhoT developed by Nam and
co-workers for phosphoryl transfer reactions was the best choice for reproducing electric
field effects, in comparison with DFT. It is worth pointing out that the most popular
AM1 and PM3 methods exhibit bad performance. Therefore, the recommendation when
modeling enzymatic phosphoryl transfer reactions is the use of the semi-empirical

AM1/d-PhoT.

We previously hypothesized that these electric field effects could have some relevance in
enzyme active sites, since the spatial distribution of polar amino acid residues generates a
net electric field. We wondered whether enzyme electric fields are strong enough to
produce similar effects to those observed in the tested models. To this aim, we calculated
the electric field in three different enzymes involved in a phosphoryl transfer reaction: £
phosphoglucomutase, fructose-1,6-bisphosphatase and N-Acetyl-Glutamate Kinase. We
focused on the projection of the net electric field in the apical direction of the
phosphorylation reactions. The values we obtained for the X-ray structures of these
enzymes were in the range of 0.002-0.005 au, which falls in the range of intensities
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considered in the models. Therefore, it is plausible that electric fields present in enzyme
active sites can affect the reaction profile in enzymes.

A detailed presentation of the results and methodologies used in this study can be found
in the article: Description of pentacoordinated phosphorus under an external electric field:
which basis sets and semi-empirical methods are needed? (2008) Phys. Chem. Chem. Phys.,
10, 2442-2450.
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Phosphate transfer reactbons are ubiguitous in nuture and play lundamental roles in ATP
hydrolysis and provein phosphorylaion processes. The mechanisms of these reactions involve a
pentacoordinated phosphoeris atom that can be an intermediate or a transition state. These
struciuncs are very sensitive 1o bath internal ond external electrostutic effects and their description
with quantum mechanicnl methods is chalkenging. We have imvestigated the variations of
prometry an energetics under an external electric fickd for two different mokecules and their
tramsition states of fermation, The DFT method, with the wPWIPW91 functional employing
severil bass sets, and different semi-empirical methods have been tested, Compared 1o sero-field
cases, one pesds more extended basis sets 10 uchieve the same precision. A good compromise for
lnrge systems s the B3] +Gid). Many sern-emparical methods are unable 1o describe polansation

effects in pentacoordinated structures. The best methods to describe geometries are PME and
AMI/d-PhoT and lor energetics AMI/d-PhaT, Methods without d orbitals have poorer
performunces but the best among those s the AM | parametrization of Arantes of of

(P Chene, Chewn. P, 2006, 8, 3471

1. Introduction

Phosphate transler resctions are ubiguitous in pature and play
fundamental biological poles. ' Phosphorylation of proteins is
e main signalling process 1o control metabolic pathwiys and
ATP hydrolysis, Le. phosphory] trnsfer (o water, represents
the muin source of chemical energy wsed by cells. The interest
in the understanding of these reactions is thus unguestionable,
and especially the role of ensymes in accelerating o chemical
step that otherwise would not take place. Indeed, mositol
phosphatase has the greatest catalytie effect ever found, accel-
erating o resction by 21 orders of mugmitode.”

Becuuse of the hypervalency ol phosphorus, phosphoryl
tranafer reactions are more complex than their carbon analo-
pues, bt bwo main mechanisms can be devised: disssciative
lending 1o n metnphosphate intermedinie or awockatine giving
rise 10 a pentscoordinated phosphorus, which can represent
bath a relatively stable ntermedinte (phosphorane), or a
transiton state. Those processes oecurring through a long-
lived intermediate are important in chiral reactions, since such
a pentacoordinated structure can lead o a retention of
configuration s a result of o pseudorotation process.

A deep knowbedge of these processes requires the concur-
rence of experimental and theoretical studies. The theoretical

Fhevrenical and Compiititionad Chesistry Greap, Dyportament de
ke Crgdaden Mivbbpiea, Toaritid o Bvestipochan (insmigues |
Amivieuraly de Bureelear, QAR = CSNC, o/ dordi Gir I8, ENS05
Barewtoon, Spae. E-minlls resptoun iiah,cvicaes; Faxe o+ 34 93 304 549
oy Tl 00 f sad 1

¥ Ekctromic wuppl Ty infor (ESI) avellable: Tables con-
nintng the Canesian coordmates of the optimined geometries and
Figures depicting the varlation of geometry and encegy with respect 1o
the field. Sc¢ DN 10, 0¥ BT 19PN

approach employed in such studies is wsually based on the
hybaoud QM /MM Tormalism, where a small part of the eneyme
(the reactive site) s treated by a quantum mechanical method
amd the environmeni s trested emploving mokecular me-
chanies.® 7 The large size of these systems generales a rugged
porlentisl energy landscape” which calls for the use of extensive
sampling methods, numely moleculsr dynamics or ess fre-
quently) Monte Cardo techniques. A consequence of this
computational demand s that semi-empinical methods are
frequently used in the QM pant of the QM/MM approach.
In some cases, bocal opiimisations, single-point caloulations or
eorrections hawsd on a few resction coordinates” can be done
using & more powerful (ond costly) DFT or ab witie method,
Therefore, it i extremely important 10 be confident that the
theoretical approsch describing phosphoryl transfer reactions
can account for the muin features of the prooess o be stualied,

In o recent work'" we have investigated the bonding
fentures on o series of pentacoordinated phophorus intermedi-
ates which present o trigonal bipyramid structure. The upical
bonds have dative charscter with formal sp” hybrdization ai P
and with the d orbitals acting as polanestion functions, We
have abso paointed out that their energy and stability depends
largely on the inductive effects onginnted by the natre of the
equatorial substitutes at phosphorus. Moreover, the intramo-
lecular polarization produced by the shility of both apical
groups to transfer charge to the phosphoryl mosety plays an
imporiant role, s that when the iwo apscal groups are
different there 15 0 competition of these two groups to form
o dative bond to P (e competitive ¢ffect), In addition, and
closely linked 1o such polarization effects, an external electric
fiedd cun modify not enly the peometrical features, bt abso the
stability and even the reactivity of nucleophilic substitution
reactbons at phosphorus.

2442 | Phys, Chem, Chem. Phys. 2008, 10, 2447-2450
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Results

In this work, and in prospect to a further study on maore
comphex systems, we aim to extend the previous investigation
by studying the cffect of an external electric field on two
nssociative reactions. To carry oul this study we huve con-
sidered two Kinds of theoretical approasches: mmely 4 DFT
method, with different hasis sets, and a set of semi-empirscal
methods, The goul is 1o compare the relability of different
theoretical approaches 1o describe these polarization effects.
Our stdy has been focused on the model reactions | and 2
(sce Fig. 1), where we considered the pentacoordinuied inter-
mediate and the transation state involved in the weakest apacal
bond cleavage, The cholkoe of both reactions tres o be o
comphete sel of representative situations of the competition
between the apical substitutes. We have chosen an intermedi-
ate with equal substitutes (1), where the polarisation in the P
arises from the conformation of the hydroxyls i the phos-
phoryl motety, In the second intermediale (2) the asymmetry
anses from the different clectrodonor abality of the axial
substitutes.

The source of polansation effects and their effect on the type
of hond have been studied in our previowus work "™ and here we
focus on the correct description of these effects under different
theoretical approaches. We have not consdersd towl exoter-
micities as the generation of separuted species in an electric
field resulis in energies that mainly depend on the reorienta-
tion of the molecules,

Finally, it is worth pointing oul here that the range of
intensities of the eheetric field conssdered has been chosen by
cubeulating the edectric ficld at P of threée different ensymes that
transier a phosphory| group and comparing these results with
others in the leratung (see below),

1. Methodology
21 Quantum mechanical methods

The DFT caleolations have been carried out by using the
oW IPWD] functional, which was designed by Adinno and
co-workers'! in order 1w improve the description of non-
covalent interactions such as dative bonds, as occurs in
pentscoordination al phosphorus. In a previows work, we

have already checked the goodness of this Tunctional by
performing some test cakeulations comparing results obtained
with this functional with ab initie methods." In the present
work, we huve emploved in oa first stage the large 6
I+ GeadEApd) husis sed, as it is consklered fexible enough
1o pecount for polarization ellects. In a second stage, we have
also employed the 6-31 + Gid), 6-31G(d), 6-31 + G, 631G, 6
NG and 631 10Hd) basis se1s in order (o check the depen-
dence of the results on the basis set. These relatively small
hiesis sets have been chosen as they are o wsual chokee i the
study of large systems such as enzymes. In all cuses, all
slatiopary poins have been optimiced and characterized by
cileulating the harmonic vibrational freguencies 1o verily the
msture of the cormesponding stationary point (minima or
tramsition statel, and o provide the zero point vibrations]
energy (ZPE) and enthalpic corrections, The DFT cakeulations
have been performed using the Gaussdandd program pack-
age.”

There = 4 plethors of semi-empincal approsches 1o treat
phosphorus compounds, [o the current work, we have chosen
the chissical, but still widely used, AMI'" and PM3." We have
also included a pew parametrizition of AM | optimized for C,
H, €, P and S compounds by Arantes ef al."* (hereafter called
AMI/Arantes) and the reeent RMIL'" Among the methods
that include d orbitals, we have opted for the general MNDO,
' and PME"™ and the spediie parametrization of AMI/
d-PhaT for P, H, and O by Nam er ol and the AMI* by
Winget ef o™ All of them, except MNDOU, inchude o
modified form of the core-core term so that not only the
parameters are different, bul also the expression of the Ha-
miltonkn. We refer the reader (o the original publications for
the rationale behind each differemt semi-emparical lavour,
Semi-empirical caloulations  were  performed  winh  MO-
PAC2007.7 AMI, PM3, PM6, MNDO/d and RMI are
included in the normal distnbution, AMI Amntes requires
only a new set of parameters and in onder 1o include AMI®
and AMI/Pho-T we have modified the source code by
implementing the different core-cone interactions.

All calculations have been performed in vacuum, because
continuum solvation models are wsuially not used in QMMM
ctlculistions and becawse there ks not o universil way Lo model

4] 1 p
s | g, 151 dy If
HE—— p———(1H —_— HO==p._ .
7 T‘"-‘r H,
O—fH O—y 1
0—H
1
0 ! 0
ds | /]\ TS2 dy L'
II,r_‘u-—!P—u ) —— {0
3
H—0 H-0 % n
0o—H
2

Fig. 1 Scheme of the resctions of dissocinvon of the weakest apicul bonds of mwodels T and 2
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the electrostatic properties of an enryme active sile with
continuum modets ™

LY  Application amd caleulathon of an electric feld

In models 1 and 2 4 uniform elecine fiehd was applied in the
direction of the shorter P-0 apical bond. Even though the
maokecules have net charge, translation (which would nsturally
oceur in 4 uniform ekectric field) is removed by the codes by
carrying oul the calculation in z-matrix form,

The calculation of the electric fickd at the active site of the
eneymes was performed Nrom the classscal descniption given by
mokgular mechanics and only the residues of the protein, ot
their crystnllographic positbon, were considered. The OPLS
charges were wsed and stamdard prodonstion stales were
chosen for all residues. Crystallographic watlers were retained
amd all hydrogen atom positions have been optimized. A
diglectric constant of 4 was chosen as usually done in electro-
slatic cabeulitions in proteins. ™ Although the protomation
sale of & residue or the presence of a metal close o the
phosphoryl can change the figld, the aim of these cakeulations
is 1o show the range of magnitudes of electric ficlds in active
sates, and not o detailed evaluation ol ench system. For one of
the ensymies, the electric field ot the active site has begn also
culoulated by performing several hybrd QMMM calcula-
tiops. In this way, we huve tuken ino accouni the influence
of polarsation. For these cakeulations we have used the AMI
semi-empirical hamillonian. The protenation of the residues
and ihe evaluation of the eleciric field have been done by
means of the Pymol program™ and the Dysavo Library,™
respectively.

3. Results and discussion

X1 Electric field af the encyme active site

We have evalusted the electric fiekd in three different ensymes
that transfier a phosphory]l group: [Fphosphoglocomutase (-
FGM ), fructose-2 febisphosphatase (FBP) and N-acetyl-L-glu-
tamate kinase (NAGK) whoese PDB codes are 1008,
INUX™ and 10H9.™ respectively. The crystullographic struc-
tares of [LFGM and FRP contain the intermedinte siaie of the
phosphoryl trunsfer (o phosphomoe in the former and a
metiphosphate in the later), With respect to NAGK, we have
comssdered the X-ray structure of the enryme complexed with
an inhibitor (AIF, ) analogous 1o the transition state. The
electric field has been computed at the P position in the first
v cases and it the Al position in the third one, 1t is necessary
1o point oul that we have focused on the projection of the
electric field 10 the apical direchion in order to compare directly
with the range of magnitedes that we have considersd in
models | and L Our results are 0,004, 0005 and 0,002 au
for bFGM. FRP and NAGK, respectively. Remark that these
are the fickds generated by the protein residoes, and Ut the P
atiom alse Teels' the ficld generated by the substrates In an
eneymatic QMMM caloulution the latter would be included
m the QM region. For NAGK., the evaluation of the clectnic
fiekd has been abso culculated by inchsding a sphere of residues
arcund the active site m o hybrid OM/MM calculation
Inglusion of this polarisation changes the ficld an most by o

10%% (sex Table 51 in the ESIT) but vhe magnitude of the ficld
remains the same. The use of a diclectric constant of 4 s alwo
questionable, especially for QM MM calculations, where elec-
trons are explicitly included, A detailed conssderation of this
iszue will be necessary when performing the actual caboulitions
of the eneyme mechanism, Some authors™™ would justily
lower diclectric constants which would increase the caleuluted
ficld. That would reinforce the aim of this paper on the
impartance of 1 correct fiekd-dependence description.

The external electric fiekd that we wse mimics the proten
elevtrostatic environmeni and adds o polarsation effect to the
elfects generated by the higands. In our models. the OM
caleulation implicitly sccounts for this seunce of poelansation.
The fickl values that we obiain are in agreement with thise
mentioned by Boxer and co-workers.”' In fact, these values are
within the mnge of magnitudes we have contemplated for the
masdils (see below), so thal the elfects of an external ebectric
fick! that we hove ohwerved in the models may well play a
similar role in the course of an enzymatic reaction.

The fickd created by an eneyme, s opposed 1o muny surface
cutalves, s nol constant,” bocawse ensymes are flenible
structures.™* This can be wed by the enryme 1o improve
catalysis. Detaibed description of the field effect during o
turnover eycle should ke ennvme’s foppiness into account,
bt this 15 beyond the scope of this work.

Al Geometries

L1 DFT methods. We have only considered the effect of
the electric feld in the apical direction since we have found
previously that the effect in other directions is nol so
relevant.'®

Fig. 2 displays the dependence of the two apical bood
lengihs on the intensity of the electric fickd. In the mnge of
istances before bond cleavage, it is found a linear relationship
between the apical bond distance (d) and the intensity of 1the
ekl (Fi which is given by the equation d = «F + b where a
corresponds 1o the ficld dependence and b 1o the distunce
without field, and the results obtaimed with the different basis
sets are depicted in Table 1. Taking as o reference the resulis
obiained with the larger 6=-311 + G 30 3pd) basis set, o quick
look a1 Tahle | shows that st least o 631+ Gid)p basis sl is
needed 1o correctly describe the fiekd dependence.

For mosdel 1. the roke of polarisation and diffuse function is
different and complementury, The former are needed for a
good description of the zero-field geometries (correct & and o
too lowh and the latter are needed for the field dependence
{earrect o but & too high). This simple description eannot be
generalized 1o model X probably because of the different
origin of the polarisation of the P stom. In model | the
polarisation arses from the conformation of the phosphoryl
madety [tself, and not from the apical substitutes, which are the
same. S0, even though there i poor description of the apical
bond, this wrong descriptio s the same Tor both bonds and
the errors cancel out, having a lesser influence on the ficld
dependence, giving an independent effect of diffuse and polar-
isation functions. On the sther hand, in model 2 the source of
polansation 1s caused by the different apical groups. It s thus
expectable thut o wrong description of these bonds leads w a

2444 | Phys. Chem, Chem. Phys. 2008, 10, 7442-2450
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B30 1 = GRS 3l dlaabsed fene with lled cincles),

wrong description of the field polansation effects. Therefore,
because d Tunctions nre necessary to describe the polarisition
elfcets," diffuse functions alone cannot reproduce the field
effects, and the errors they give are much higher relative (o
masdel | The different origin in the polarisation can alsa be
seen in the different field dependence, which is almost twice as
strong in maodel 2.

The apparent lock of influence of diffuse functions on zero-
field peometrics is aleo miskending. In M, diffuse functions
are unnecessary on the P atom, s its absence leads practically
1o the same fickd dependence (o = 6.50) obained for the 6-
31+ Gild) basis set. Dilfuse Tunctions ire necessary on oxygen
atoms with compensating effects. On equatonul oxygens, they
allow them to bear a larger negative churge, increasing the
positive chisrge on the phosphorus and, this, decreasing apical
bond distances. On apacal atoms, diffuse lunctions increase the
size of the oxvpen atom, which leads 1o a lengthening of the
apical bonds. Both effects cancel out in our models, but in

Talde 1 Parameters of the hnear rogreasion of the ds bond length
dependence vn the extermal eleciric figld for severa] split-yalence basia
s

biokogical systems where equitorial atoms bear  different
charges and can coordinate metals this will surely nod be the
case. This is o good example of how a basis sl study can
provide us valunble inxghts on the nature of molecular inter-
actioms.

The fexibility to deseribe the correct field dependence can
also be abtamed wsing a triple sotn basis set, so that the results
of 6-311G and 631 +G are snkingly similar, albeit the 6-
3G has o higher cost in lerms of the number of basis
functions (98 ve. 90 in model 1), The same is true for the
similarity of 6-311G(d) and 631+ Gid), This agrecment
oceurs in both models. Thus 631 + Gid) scems 1o be a fair
choice,

As we onn see in Fig 2, the apical bonds d, and o of the
intermedinte undergo significant changes (0130 and 0,066 A,
respectively) i the range of field magnitudes we have con-
siderad. However, considering the TS apical distances in
model 1 (Table 52), it s remarkable the stronger varianion
of dy compared to d; (0L155 v, 0025 A) In foct, this s o
consequence of the mare covalent character of ds, which s far
less polarizbbe than the dative dy, in the transition state.

322 Pedformance of semi-empirical methods. Some meth-

Mudel 1 Model 2

ods cannot desenibe the competition between the ligands and
Baissat - L i L the polarisation elfects they induce, and this fict leads 1o
B31G 483 L7371 6&97 1800 wrong equilibrium geometries and energies. AMIL PM3, and
:i: I.l:}u :—:T :3: : ':;:‘ ;m MNDO show a poor performance, and the best ones are the
3G 544 i ‘;ﬂ o {727 maore recent AMI/d-PhoT and PM6 ax depicted in Fig. 3.
31+ Gl 57 16 [0 s In particular, the widely used AMI tends to strongly over-

316G 5. . T b i i it

:-J-} Il:’;:ﬂl.lrﬂl hﬁ t:&_{: :'ih:; JI'H.II.I bind both uxial ligands, thos neglecting the competitive elfect,

because of its generally overstabilising core-core interaction in

This journal |4 © the Owoner Societen 2008

Phys. Chem, Chem. Phyi. 2008, 10, 2442-2450 | 2445



Phosphoryl transfer reactions

107

Maodel 1

-0.r Fruu

aE e -
4108 ] 2

-0,08
Frau

Model 2
Ay
015
-5 1]
' - =
* - —n
e L LT e
Do g _.nm-—ﬁ_ﬂ.ﬁuﬁ e
a —
—— J—
Py -
= _ ar
218 I
020 o
025 Fiau
Ay
212
oo r
4 @ o - .
[TE="] = -
e -
o = S — ]
o gl BT aha TN ofi0
e
—
aea Wr——
_
012
Flau
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the mPW IPWO1 functional and the 631 + Cid) baaks sel.

hypervalent mobecules.' Newer parametrizations using the
same Hamiltonian (AMI Arantes. RMI} considerably im-
prove AMI. Amaong the recent methods that include d ochi-
tals, AM1* does not bead 1o significant mmprovements, whereas
PM6 and AMId-PhoT approach surprisingly well the DFT
resulis.

In Fig. 3 we can observe that semi-emiparical methods have
more difficuley in describing the longest apical boad (d; ). This
is reflected mn the greater varshility obtained for the d; bond
length with respect to ds,

With regard to model 1, i we now consider the fickd
dependence of d: (Fig, 52), we see that in general d lunctions
dre needed 1o describe the slope of the distance variation and
that methods without it tend to underestimate this ficki
dependence (EMI being the only clear exception) Some
methods, such as AMIU-PhoT and PM6 gpive remarkahly
good rosulls, Surprisingly, while DFT methods need the
incorporation of diffise or triple st Munctions o descnbe o
good field dependence, these semi-empirical methods attmin
good results with only a polamsation function.

The situation is more comples for model 2, As before, AMI
tends 10 considerably overbind. This is improved in AMI
Aruntes and RM 1, which give o correct d: description but a d;
which i still oo shori. In PM3 the competitive ellect 5 not
well deseribed because both distunces are far (oo similar.
These methods without d orbitals give o Tair deseription of
the field sariation of ds. but ane less able 1o describe o,
Unfortunately the inclusion of d orbitals in this case does
nel considerably improve the situation. MNDOW gives o

good description on . bul it s probably because of ils
tendency to underbind, as it is seen in the d: descriplion,
AMI® results are similar o AMI Armnates and RMI. The
good descoption of PM6 ol sero-fedd s decreased Tor finite
fichds, nnd gives a d; which s not better than
AMIAmntes and BRMI. AM1d-PhoT & cleary the beu
method for large fields, but fails to locale the pentacoordi-
nated sructure at pero-fichd. In Gict, as we will see in the next
section, the DFT enthalpy of 2 at 2ero-ficld s only 0.24 keal
maol ! fower than the enthalpy of TS2. From a field of 0002 au
on, AMIA-PhoT locates the pentacoordinated struciure.
Fimally, it is necessary to point out thal the strange behuviour
at a freld between 0008 and 0,000 au for almost all methods is
due 1o a rotation of the formic mosety, which does not take
place emploving the DFT approach.

Taking into aecount the results obtained for these phios-
phoranes goometries, we cin conclude that AM1d-PhoT and
PM6 are the methods that fit better the DFT fickd dependence
of the geometry.

All these resulis pinpoint the importance to include electro-
stang embedding for the QM part when deseribing enzyme
active sites. ™™ "7 Formalisms such as IMOMM ™ ghoubd be
used carefully in relation to the choice of the: semi-empirical
method responsible for the deseription of the intersction
between the subsysiems, The same lmitation applies 1o
ONIOM™ type methods i the environmental effects are
treated with o londted semi-empirical method that cannol
respond properly 1o the polarsation. Thos, results such as
those ohiained by Webster,™ who studied the nature of the

2445 | Phys. Chewn, Chem, Phys. 2008, 10, 2442-2450
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pentpconrdimated phosphorus m fFGM26 with the ONIOM
method, should be object of discussion.

33 Encrgies

320 DFT methods. Fig. 4 depicts the field dependence of
the height of the bond-breaking barmer for models | and 2
The magnitude of the slope of this variation coused by the ficld
15 Impressive, since i actually reflects a great sensitivity of the
rewctivity to the strength of the external febd.

As expected, lirger geometry changes for a given ficld m
mienkel 2 lead to larger energy changes. In fact, the weakest
apacal bond b strengihencd by the interaction with the clectric
field amd, as o consequence, the mobecule is less unstable with
respect (o the product complex, whose electronic structure is
far more insensitive to an external ficld. Therefore, according
o the Hummonsd postulate, the electric field shifts the geome-
try of the TS towards the geometry of the product comples
leading 1o larger distances and consequently higher energics,
since this geometry changes enhance the charge separation
npainst the external fiebd. This is an important reason why the
resction mechanisms of phosphoryl transfer reactions depend
i bot on the environment, and s alss an aspect thil ensymes
can exphoil to stabilise the transition state,

The almost hnear dependence af the barrier on the electric
field is also surprsing. Remark that we have considerad the
first order expansion of the dipoke moment jp with respeat 1
the electric fiekd (egn (1)k

=y + aF (1]
where ;15 the dipole moment a1 zero field, = the polarteability

and F the electric field. This gves o guadratic dependence of
the energy (eqn (2}

E-E..-MI"-]F':F {2)
The previous equition is exact for a fived geometry. When a
geometry ks optimised the energy retiains the quadratic char-
acter of the fickd-dependence (see Fig. 51 in the ESI) How-
ever, it s worth pointing out that the lingar and quadratic

terms do not directly correspond o the previous anplytscal
result (egn (2)). Indeed, in an optimized struciure there ure

contributions 1o the energy not only from the interaction with
the clectric fiekl, but also from changes in the geometry
prodduced by the field.

In prrircaple, on the basis of this gusdntic dependence of the
encrgy of an optimised geometry, the fickd-dependence of the
energy harrer should be quadnitic (see Fig. 4). However, the
zxcomponent of the polarizability tensor is very similar for
the TS and the intermediate in model 1 (573 and 53.5 o,
respectively) and model 2 (1003 and 970 su, respectively)
Therefore, the quadratic term jends (o cance] oul, giving rise
1o a practically linear energy barrier, The quadratic elfects
wirtld only show up a1 higher Geld values.

Concerning the hasis sets, we can point oul twio resulis,
First, the error given by the basis sets depends on the electric
fick! strength, and, except for the poorer bass sets, it tends 1o
increase for stronger fichis. Second, the well-understood be-
haviour of hasis set functions smenrs oul i strong fields, ie.,
at low fickds. we can understand the importance of polins-
tom, multiple-zeta and diffuse functions in the completeness of
the basis set, with the mujor contnbution arsing form polir-
tsation functions; however, al higher fields, the effects seem 10
be less systematic. Therefore when confronting an eneymatic
study, we suggest nol 1o check the adequacy of o basis sct ondy
fior & set of small model reactions, but 1o include the clectro-
stntie environment on the tests. I this is nol possible, it would
be sppropiate to ke a basis set Lurger than the one that gives
satisfactory results for model systems. As a rule of thumb, for
all catses the 631+ Cild) basis set gives results that are below
I keal mol™' of ermor with respect 1o the reference
B-31 1+ G 3dT 3pd )

332 Performance of semi-empirical methods

Rewction | The energetic resulls for semi-empinicil methads
are shown in Fig 5 Only theee melhods give reasonable
results, with an eror Jess than 15 keal mol ™' PM6, AMI
d-PhoT and AM1Arantes. The first two are remarkably good,
and AMIEWY-PhoT gives a cormect ficld dependence of the
energy harrier. The rest of the methods give enthalpies ot
ero-feld that have an error larger than 25 keal mol ™, so that
n more detailed analysis of their feld dependence is

Model 1 Model 2
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L] e

un ‘__,.F---"'A
& g e

1o - e e |
nn ‘_.-"'_E - T ___.-r"""' o -
L _._,--"';r - - v &

ai e e - e -

L el in &
1> g 1 i

t g ELES

on L

0,000 o002 0,004 0.008 0,008 0010 o 0,001 0,002 0,003 0.004 0,005 0,006

Flau Flau
Fiz.4 Ry ation of the dey -o{lhﬂmﬂmIu.rrinli.nbcliml"ln{r}uunqiﬂll[ucnlbuuidmugnuulhctlmlricl]:‘u.lrormud:hl

anid 2, For differemt bases sets (6-31 = Coid | ddashond line with spuares, 6-310GA) dashed lne sith triangles, 631 + G solid e with squares, 6310
solid lne with eromses, 8-31 101G dashed lime with ety aarches, 630100 dashed bine with crosses, 6311+ GOALIpd): idashod line with led
cirches). The TS could not be located for the 6-310{d) and the 6-31 1G60) 51 @ feld of 0006 0w moded 3
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Fig. & Representation of the energy barrier (in keal maol ') for resctions | and 2 calewlated with sembempiracal methods (AN salid line witls
dots, M3 crosscs, RMI: dashed line with iriamghes, AMI Arantes dashed line with squares, MNDO @ dashed line with emply cindles, AM 1™
sl Mime with cromses, AM I d-PhoT: solid line with trangles, PMG solid line with squares) (a) and with DFT single-point calcudations &t somi-
empinical geometnes (bl DFT resulis (dashed lne with lifled circles) sre obtamed by nseens of the mPWIFW?1 Tunctional and ihe 631 + Gid)

Tanis st

meaningless, Besides, RMI, MNDO/J amnd PM3 show the
undesirable anefuct of changing the nature of the transstion
state at relatively low fields, which cawses the bump in the
encrgy profile. I is also worth pointing out that the DFT zero-
ficld enthalpy of the TS is lower than that of |, which strictly
speaking means that the correct result for semi-empirical
methods would be not to locate o stable specaes | at zero-fiehd,
They all fail in that, but AMI d-PhoT and PM6 pive a small
enerpy harner, below 3.5 keal mol ™'

In & Wochemical application the waal procedure would be
1o do singhe point caleubations with a higher level method to
validaie the semi-empirical results. In such a situation, the
semp-empirical geometry is more relevant than the energy. The
single point IDFT energies are plotied in Fig. 5, As expected,
RMI1, MNDOY and PM3 give incorrect trends but the rest of
the methods have a reasonable fickd dependence, and the
crrors are below the ones given by their enthalpy results,
AM1/d-PhoT continues (o be the more relinble method, which
means that it produces very good geometries, AM | Amnies is
abso pretty good, wheneds i is surprising 1o see that PM6 gives
the wisrst resulis, so that it is the only cise where PM6 encrgies
are much better than DFT oncs based on g semi-cmpirical
grometry. This is even mone unexpected since PM6 gives very
goodd geometrics for the field dependence of 1 (Fig. 2) which
means thal the source of error must be the TS geometry. In
fact, a rensonably pood description of the TS geometry i
challenging Tor semi-empiricnl metlasds in general, sinee i1s
long-range interactions require bigger basis sets than the
minimal one and an adequate corecore repulsion function.

Reaction 2. This reaction turmed out (o be more chullenging
than the previous one. The reason s that some of the methods

where unable 1o locate their TSs. We made several unsoccess-
lul attempis with the final DFT geometry and otler startimg
glaesses, AML, PM3 and BRMI always give a transiton state
where both OH point ut the same direction, This TS connects
with a phosphomne where, again, both OH point at the same
directhon { Fig. 6). This is a severe limitation. Mot only do they
fudl i the description of the correct mechanism, but also they
pive 3 mechomism that goes through o pentacoondinated
specics that is unstable a1 the DFT level, so that furher
comparison of their performuince in this reaction is podntless.

As we have already discussed, AM1 d-PhoT dies not locate
the pentucoondinated intermediate a1 zero field in contrast o
DFT and the rest of semib-empinical methods, which give small
energy harmiers (with the exception of AMI*). However, the
interuction with the electric Gield gives rise 1o a transition sate
for the bond breaking process, as expected. In this model, the
dependence of the barrier on the ficld & rather poor lor all
methods (Fig. %), since they are practically insensitive fo the
feld, with the surprising exception of MNDOJA wking into
account its bad performince in the previows model. Moreover,
AMI* changes the mechanism at low fickds, so that further
comparsson with DFT s unnecessary,

="
] H o
Hco—L L, J"L“n Lt E ¥

Fig. & Scheme of the amomaloiss penl A
oluined by AMI, PM3 and BMI b reactbon 2.

=N
—n

i imter
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The results of DFT single point cabcubstions (Fig. Shjare as
disappoimnting as the previous ones with regard (o the seosilive
ity of the methods 1o the fiedd, In addition, the performunce of
MMNDO ot worse drastically in contrast w the oustanding
trend showed before. Neverthebess. AMId-PhoT is the unigue
semi-empirical method sill able 1o approach the endency of
DFT although with less suocess than in reaction ).

4, Conclusions

There are three mun sources of the P polunsation. First, an
internal polarisation due to the orentation of the substiluents
of the phosphory]l mokety. Second, the dectrodonor ability of
the uual groups, and last but not least the electroaatic
environment. The ficlds created by enpymes lead 1o the
remarkable fact that the three effects in phesphorane struc-
tures have similar strengths and effects, both in energy barriers
andd geometries. Therefore the correct description of all these
clfects is essential 1o understand the source of eneyme catalysis
wnd differenciate the electrostutic effects m the active site with
those in water,

The basis sets wsed for traditionn] cakulations give lower
quality resulis in the presence of an electrie feld, and, thus
need 1o be extended, A minimally reasonable chinee for large
systers bs the 6-31 +Gid) basis set.

Semi-empirical methods have a wide range of performances.
Considening the overall perfonmance for geometries. PMb and
AMd-PhoT give very good resulis. AM1/Arantes and RM|
are dlso reasonably good and are clear improvements over
AMIL PMY or MNDO/. The behaviour of AMI® was not as
good as expected. Far the transition stutes. the same trend is
saldd, with the exception of PM6, which mn one case gave
wrong geometries for the transition state. Thus, single point
caleulations with higher level methods are a valid procedure to
improve semi-emparical results, except for PAMA. The particu-
lar mishehaviour of PM6 for one reaction cannot be general-
teed bist needs Murther investigations, In general, AMId-PhoT
sanads as the best method 1o describe pentacoordingled species
amld their resctivity,

Electric Geld effects should become valuable data in Muture
semi-crpirical pafumetrizations for phesphotus in order to
study enzymutic phosphory] trapsfer reactions with  more
accuracy., It represents a challenging but simple analogue of
whiit the chosen method should be able to reproduce in an
enryme sclive site.
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112 Results

4.1.3. Pentacoordinated Phosphorus in fphosphoglucomutase

So far we have studied small compounds of pentacoordinated phosphorus as models of
putative intermediates in phosphoryl transfer reactions. The experience acquired in the
two previous studies provided some predictive power on the likelihood of formation of
stable pentacoordinated phosphorus species, so that the next step was the application of
this knowledge to an enzymatic reaction of interest. As mentioned in the introduction,
the first report of a X-ray structure of a phosphorane intermediate formed in the course of
an enzymatic reaction (f-phosphoglucomutase) was polemical from the very beginning'.
Several authors questioned the nature of the pentacoordinated species observed in the
crystal (Figure 4) and suggested that a MgF5 salt mimicking the phosphoryl moiety was
present in the structure as a transition state analogue. This was an interesting case for
applying our background with the aim to shed light into this controversy.

Figure 4. Schematic representation of the X-ray structure of the pentacoordinated

intermediate of the f-phosphoglucomutase enzyme'.

A qualitative and preliminary inspection of the ligands of the putative pentacoordinated
phosphorus suggests that the formation of a stable phosphorane was unlikely for two
reasons. Firstly, the difference in the electrodonor character between the two apical
groups (an alcohol and a carboxylic group bound to a Mg** cofactor) made questionable
the observation in the X-ray structure that the two apical distances are very similar. This
skepticism was based on our previous observations in small phosphorane compounds that
important differences in the electrodonor character of the two apical groups make the two
apical bond distances markedly different. Secondly, in the X-ray structure, the P-O bond
distances in the equatorial plane were ~1.7 A, whereas P-O bonds in phosphoranes are

"Lahiri S.D. et al. (2003) Science 299: 2067
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typically ~1.5 A in length and Mg-F bond distances are ~ 1.9 A. This again questioned
the identity of the actual species in the structure.

To provide a clear understanding of the reaction mechanism, we calculated the reaction
path of the phosphoryl transfer step that may involve the observed phosphorane with the
QM/MM formalism. The mechanism turns out to be concerted (not step-wise) with an
energy barrier in agreement with kinetic experiments. Furthermore, a MgFs™ salt in the
position of the equatorial PO;5 fragment was found to be stable exhibiting apical distances
very close to those observed in the aforementioned X-ray structure pointing to an efficient
transition state analogue. Then, how could the phosphorane be wrongly assigned in the
original X-ray structure? To answer this question, we refined the original diffraction map
placing a MgFs™ in the position of the equatorial PO;™ fragment without constraining its
bond distances. The fit was improved with respect to the original one, being the Mg-F
bond distances - 1.9 A. This confirms the idea that the anomalous P-O equatorial bond
distances of the original X-ray structure resulted from fitting the diffraction map of a
MgF; with a phosphoryl moiety, falling the bond distances somewhere in between.
Opverall, our results confirm the idea that the phosphorane had been wrongly assigned in
the original X-ray structure.

A detailed presentation of the results and methodologies used in this study can be found
in the article: Pentacoordinated phosphorus revisited by high-level QM/MM calculations
(2010) Proteins, 78, 2405-2411
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Pentacoordinated phosphorus revisited by
high-level QM/IVMIM calculations
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ABSTRACT

Enzymes catalyzing phosphoryl transfer resctions are
extremely efficient and are involved in crucial biochem-
lcal processes. The mechanisms of these enzymes are
complex due 1o the diversity of substrates that are
involved. The reaction can proceed through a penta-
coordinated phosphorus species that is either o stable
intermediate or o transithon state (TS). Becanse of this,
the first X-ray strocture of a peatscoordinated phos-
phorus  intermediate in the [lphosphoglucomutase
enryme aroused great interest but alse much contro-
versy. To provide new insights into the nature of that
structure, we have determined the reactbon path of the
phosphorylation step using high-level QM/MM calculs-
tions, and have also calculated the geometry of a com-
plex with a transition state analogue [TSA) that has
been suggested to be the actual species in the crystal,
The protein crystalline environment has been modeled
so s to mimic the experimental conditions. We con-
clude that the pentascoorndinated phosphoras formed in
this enzyme is not a stable species bt a TS, which gives
an activation energy for phosphorylation in agreement
with kinethc results. We also show that the TSA s a
good mimic of the true TS, We have performed a new
crystallographic refinement of the ariginal diffraction
map of the pentacoordinated phosphorus struchune
with the MgF,~ TSA. The new fil improves significantly
with respect to the original ome, which strongly
supports that Allen and coworkers wrongly assigned the
X-ray structure to a pentavalent phosphorane.

Proveiss 3010 TRI40-2411,
0 2000 Wiley-Lisa, Inc

Key words: enzyme catalysis NEB: pentacoordinated
phosphorus; phosphorylatbon; QM/MM; phosphoglu-
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INTRODUCTION

The phosphoryl transfer reaction is ubiquitous in nature.!
However, its mechanism is still the subject of debate because
nucleophilic substitution in phosphorus is more complex than in
carbon or other first row clements.? Unclerstanding the mecha-
nism of this reaction and the elucidation of possible intermedi-
ates is crucial for the design of empyme inhibitors, which often
provide the starting points for the development of new drug&j

In 2003, the first X-ray structure of & pentacoordinated phos-
phorus intermediate was published 4 It corresponded 1o a phos-
phoryl transfer between a glutamate ressdue and B-glucose-6
phosphate  (GAPY in  the P-phosphoglucomutase  enayme
(B-PGM] 1o give P-glucose-16-bisphosphate  (B-GI6RP).
This structure was highly controversial and it stimulated several
comments™® and both computational”® and r:l.}'u:rirnmt.ﬂ"""'2
studics. In particular, the existence of a phosphory] moiety in the
crystal was questioned, Tt was suggested that the position of the
PO fragment was actually occupied by an MgF, jon formed
under crystallization conditions.® This was supported by Web-
ster's calculations,” which showed that the pentacoordinated spe-
ches was the transithon state (TS) separating the tetracoardinated
reactant and product phosphates. These results were subsequently
challenged by Allen and coworkers.? who claimed that a phos-
phoryl was present in the active site based on quantitative analyti-
cal methods. Subsequent NMRIMT gnd Kinetic!2 experiments
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Resction schense for the resction of B-PGM complesed with G180

in solution carried out by Waltho and coworkers eventually
confirmed that the MgF, ™ jon is a transition state ana-
logue (TSA) that replaces the phosphoryl moiety. Thise
studics rised the question of how well the TSA mimics the
geometry and interactions of the troe 15,12 The kinetic
study!? determined the overall rute for the process shown
in Figure 1 in which B-G16BF, which can be in two
conformations in equilibrium, phosphorylates the enzyme
to render a B-GOP-B-PGM" complex thar subsequently
undergoes a fast dissociation. The measured rate constant
involved the phosphorylation step and product complex
dissociation, but whether it also involved isomerization
between the equilibrium  conformations of the f-
GIGRPBE-PGM complex could not be ascertained from
the kinetic experiments, Likewise the identity of the rate
limiting step could not be determined. The activation
energy calculoted by Webster” was much higher tham
that indicated by the measured kinetic data for the set of
steps that included phosphoryl transfer. Was this dis-
crepancy due to the accuracy of the theoretical models
employed or is the crystal structure different from the
conformation in solution within which the phosphoryl
transfer tnkes place?

In this communication, we revisit the mechanism of
the phosphoryl transfer catalyzed by the enzyme B-PGM

2006 wnoveine

and compare it with the geometry of the MgF,™ com-
plex. We report the results of hybrid QM/MM reaction
path calculations and put special emphasis on the accu-
racy of the technigues employved, This is also a feature of
the work of other authors. Several studies!®™2} hawe
stated the importance of using very precise quantum
chemical methods to describe the kinetic and thermody-
namic stability of potential pentacoordinated intermedi-
ates. Moreover, Warshel and coworkers!8-23 have also
highlighted the need 1o analyze the free energy surface 1o
describe the reaction paths of phosphory] transfers, In
addition, we have also tried 1o ensure that the electro-
static effect of the crvstal environment on the active site
region is properly represented.

MATERIALS AND METHODS

The coordinates of the enzyme were obtained from the
crystallographic structure with PDE id. 1008, Hydrogen
atoms were added to the structure with standard proto-
nation states at pH = 7, and Aspf and Aspl) were pro-
tonated according 1o Fig. 1. Geometry oplimizations
were then performed on the structure. In these, the posi-
tions of the atoms were constrained with harmonic forces
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The most relisble enemgy profile i this wock was obtainesd at the bevels of theory mPW W/ g2 [trangdo), and SC5-MPUBEGE (squanes) with
the KEB meihod, For the leiter, only the structares around the statiomary pointy were caliulatsl. More cakulations that illastrate convergence o
this final profile cam be fsund in the swpponting informazion. The s-wcis corresponads wo aractures akong the reaction path soparated by & consten
length, The strasctines of the QM roghon of the neactamt, tramition sate, and product ane sl displaped (ithe atonale coonbimates ane ghven b the

Supporting Information ).

that were progressivily relaxed. We did not perform mio-
lecular dynamics simulations as we wanted the structure
1o remain s chose as possible 1o the experimental one.

For the OM/MM cilculations, the system was parti-
tioned between OM and MM regions as depicted in
Figure 4. A small QM region was used for the geometry
optimizations and nudged elastic band (NEB) calcula-
tions, This is denoted gl in the text and had 58 atoms.
A larger QM region, g2, with 94 atoms was empboved for
single point calculations to verify the results with gl.

A comparison and assessment of the different methods
can be found in the Supporting Information. The best
estimates are obtained with methods m? and mB, and
these are the ones that are discussed hereafter,

The OPLS-AA force field? wis employed for the MM
region whereas the SCS-MP22% and different DFT meth-
ods were used for the OM region. Geometry oplimiza-
tions and NER calculations were performed with the
nPWPW functional.2® which has been parameterized 1o
describe noncovalent interactions, Our previous caloula-
tions!® have shown the good performance of the hvbrid
version of this functional (mPWIPW)2® in describing
the geometry and energetics of pentacoordinated phos-
phorus compounds, The results of this work (see Sup-
porting Information) show that the pure and  hybrid
DFT functionals give similar geometries but that the cal-
culations for the former are much faster because of the
wie of the resolution of the identity approximation. The
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Figure 3

Variathons of some relevam distances along the rescrion path (gray
wircles), We also depict the analogmis distances in the MgF,  TSA
complex (hlack squares), The atomic conndinates of the TSA complex
are given in the Supparting Information,

basis set used for the optimization was Ahlrichs-VDZ27
with polarization functions on ponhydmogen atoms, and
a diffuse function on oxygen.2® It is denoted b1 in the
text. Single point calculations were performed with bl
and also 4 larger Ableichs-VTZ272% basis with polariza-
tion and diffuse functions on all atoms 2830 This is
denoted b2, All the system setup and the QM/MM calcu-
lations were performed with the pDynamo software™!
using a modified version of the interface to the ORCA
program, 2 which was employed for the QM caleula-
hions,

The reaction path was optimized with the NEB
method? 38 implemented in pDynamo. The utility of
NEB can be seen from inspection of Figure 3 in which
four distances change asynchronously along the reaction
path. Such behavior is obtained automatically in a NEB
calculation, but is difficull or impossible 0 reproduce
using a predefined set of reaction coordinate variables.

The MgF,  T5A complex was constructed by substitu-
tion of the PO, moiety in both reactant and product
structures. Subsequent optimizations revealed a conver-
gence 1o a unigue structure as discussed below, In the
crystallographic refinement, the four new atoms were
treated independently as unbound atoms, A new struc-
ture wis obtained after several cycles of anisotropic H.M.:;
restrained refinement using the program REFMAC-
yielding a final improved R of 128%, and an R, of
16.9%, The final 2Fo-Fo electron density map fitting can
b seen in Supporting Information Figure 53.

For the crystal calculations, the periodic images of the
molecule were generated with Pymol*? (see Supporting
Information Fig. 510 OPLS-AA MM charges on the
atoms were used to represent the electrostatic field of the

2808 eworTeine

first-shell protein molecules, whereas for more distant
perindic copies of the protein o dipolar representation
was employed. Full details are given in the Supporting
Infarmation,

RESULTS AND DISCUSSION

Our results indicate that the pentacoordinated phos-
phorus is pot a stable specics. The complete energy pro-
file that we calculate for the reaction bs given in Figure 2,
and the reactant and product species are depicted in Fig-
ure 1. Although we looked for additional intermediates,
including those with different protonation states, that
could lead to an alternative stepwise mechanism, 2! the
only twin stahle species that are predicted to occur are
those depicted in Figure | (phosphorylation stepl. In
relation 1o this, Waltho and coworkers showed that the
B-PGM erevme prioritizes anbonic charge over geomet
in aluminum and magnesium Ouoride TS anatng,s.'
Therefore, the deprotonated form of the phosphoryl moi-
ety, which bears a =1 formal charge, will be preferned
over other protonation states. In support of this, we have
been unable 1o locate a stable pentacoardinated interme-
diane, either with the deprotonated form or with forms
in which different oxygen of the phosphoryl moiety are
protonated.

Lyntdl

Aaptl

r=

Figure 4

QM regains mved In this waarke gl (ball amd stick) amd the lasger o2
[sticks only). The MM region s constitutad by all the romaining anoms
in the crystal structure, ncluding the water mobocules. Mo addiiional
water inolevules were addal. Foavironmental effeces doe 1o the orymal
were smulatod by the addition of periodic protein uges as described
in the main text and Supporting Information. This figurne was crmtesd
with VY
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In the resctants, the P atom is bound to the 02 carbox-
ylic oxygen of the aspartate residuc (Asp8} at a distance of
1.86 A, whereas the glucose O1 atom is at 273 A from P,
This cannot be considered a pentacoordinated structure as
it differs significantly from the crystal structure, in which
the P—01 and P—02 distances are 2.0 and 2.1 A, respec-
tively. Likewise, the P atom is not pentacoordinated in the

roducts, as it is bound to glucose O1 at a distance of 1,76
A (the latter having been deprotonated by Asp10) and is at
290 A from the Asp8 oxygen. The shorter P—0O distance
in the products is because hydrocylate is a better nucleo-
phile than carboxylate. 19 This, together with the nature of
the proton-accepting group, accounts for the exothermic-
ity of 35.0-29.7 k] mol ™' that we observe for the reaction.

Figure 2 shows that the reaction has a single TS with
an encrgy barrier of 24.9-25.5 k| mal™' with respect to
reactants. The T5 corresponds to a pentacoordinated spe-
cies with P—O1 and P—02 distances of 2,18 and 2.19
A, respectively (see Fig. 3). Clearly, this specics cannot
commespond to the one that is observed in the crystal
structure as it is unstable.

Figure 3 illustrates the variation in certain interatomic
distances along the reaction path and shows that nucleo-
philic attack occurs before proton transfer, This is better
understood by considering the reaction in the reverse
direction. The carbaxylate group of Asps is a weak nucle-
ophile, all the more so when it i coondinated with
Mg™" . As such it can only attack the phosphate when the
glucose oxygen s protonated, because this hydroxyl is
then also a weak nucleophile of similar strength. Figure 3
also shows the interatomic distances for the TSA complex
in which an Mg atom replaces B It is worth emphasizing
that the MgF; complex and the structure of the TS have
strikingly similar bond distances between the central
atom and the nocleophile and leaving groups. Remark-
ably, the distances for the G6P proton that is transferred
10 Aspll are also in close agreement with that of the TS
The main difference lies in the Mg—F bond distances,
which we predict o be in the range of 1.91-1.94 A,
whereas the equivalemt P—0O distances in the calculated
TS structure are 1.53-1.56 A. (see Supporting Informa-
tion Fig. 52 for a comparison between both structures),
The reported P—0O distances in the PDB are 1.66-1.70
A. This disagreement led us to analyze the original exper-
imental diffraction map of structure 1008, We refined
the structure using an MgF, moicty in place of the PO,
without constraining its bond distances. The it is
improved using MgF, with respect to the original PO,
(see “Materials and Methods™ section and Supporting In-
formation Figure 530, The optimized distances are now
in the range of 1.85-1.91 A, in close agreement with the
calculated ones. Therefore, the density map fitting also
supports our computational result that MgF,~ is the spe-
cies present in the active site.

In the kinctic study by Waltho and coworkers a rate
constant was obtained (k = 105 s for the formation

of f-GoP from the B-Gl6RPB-PGM complex (see Fig.
17, but they were unable to assign this rate constant 1o g
specific step, A direct application of TS theory gives an
upper value for the activation free energy for the proces
of 61.5 kI mol ™", It Is worth reminding the reader that
the cabculated encrgy profile shown in Figure 2 corre-
spongds to the phosphory transfer step of the inverted
process, that is, the formation of B-GIOBPB-PGM from
B-G6P-B-PGM". Therefore, if we make the approxima-
tion of equating free energy with potential energy, we
can compare the energy difference between the TS and
prodducts with the experimental encrgy barrier (61.5 ki
mol '), This value is in very good agreement with our
findings, which gives a result of 55.2-59.9 k] mol ' using
otr best two calculation methods, m7 and ma. Thus, we
can identify the experimental rate constant s arising
from the chemical process of phosphoryl transfer, and
conclude that the remaining processes will be faster (or
as fost as) this step. Webster's resulls gave an energy bar-
rier for this process of 76.6 kI mol ', which is in les
good agreement with the experimental rate constant. It is
not obwious 1o ascertain the reasons for (he discrepancy
between Webster's result and ours, given the differences
in computational procedures between the two studies
(e, the funcrional, basis sets, number of degrees of free-
dom that are minimized, the embedding between the
high and low-level parts of the model, ete.). Although a
difference of 15 k] mol ™' cannot be considered large. the
better agreement of our value with the experimental ane
and its relative insensitivity 1o parameter changes (see
Supporting Information), provide support for the validity
of our computational approach.

Waltho and coworkers also studied the kinetics of inhi-
bition with fluoride and magnesium. They concluded
that the ions first enter an open form of the enzyme,
which then closes Iight!‘)f,l2 This open-close motion of
the enzyme is important for tumover and product release
(see Fig. 1} The good agreemem for the phosphoryl
transfer activation energy is proof that MgF,  is a good
TSA, that is, that the structure in the crystal is close 1o
the conformation that forms B-GI6BP in solution. The
matching geometries of the caleulated PO, and MgF,
complexes aleo suggest than the latter can be a better TSA
than other commonly used ones, such as vanadate, which
sometimes fails 1o reproduce the same interactions as the
setieal TS in other kinases.!? Further agreement with
experiment can be obtained with the calculated NMR
chemical shifts for the fluorine in the active site =213,
=203, and —195 ppm. Alihough the absolute values dif-
fer, the relative values compare well with the measwred
ones!D: —159, —152, and — 147 ppm. Again, this con-
firms that the crystal structure contains MgF, ™ in a con-
formation close 1o that in solution. Details of these cal-
culations are reported in the Supporting Information.

We have already stated the importance of having a
converged calculation, both in terms of the quality of the
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method used for the quantum mechanical region and in
its size. Figure 4 shows the two QM regions that were
used, one for the optimization, and the larger one for
the best energy profile. Our best results are fisted in Table
I. Supporting Information discusses the validity of this
choice with additional resulis,

The results discussed so far correspond 10 clculations
with an isolated enzyme molecule. In the crystal, periodic
effects can create a different electrostatic environment.
Because of the importance of polarizability effects in pen-
tacoordinated phosphorus species, the electrostatic field
generated by the crystal could potentially change the
energetics of the profile. /%18 To investigate this point,
we included, as a first step. the point charges of the firm
shell of 14 protein molecules that surround the one
under study (m9), And, in 4 second step, we added the
dipole moments of the 6397 closest erystal images of the
central protein beyond the first shell (m10, see Support-
ing Information for details). Table 1 shows that these
environments do not change significantly the results for
a single molecule. We also hypothesize that solvent effects
will have o minor influence, because the active site of
this molecule is buried far from the salvent,

CONCLUSIONS

In the present investigation, we have analyzed the
structure reported by Allen and coworl in their crys-
tallographic study of the f-phosphoglucomutase enzyme,
both with respect to the reaction mechanism of phos-
phoryl transfer and the geometry of the MgF, TSA
complex. To have o proper theoretical description of the
reacting species during phosphoryl transfer, we have
emploved a serics of high-level QM/MM  simulation
maodels, and we have alw used o number of representa-
tions of the protein’s crystalline environment so as o
reproduce the experimental conditions as closely s possi-
ble, Our resulis reveal that the rate limiting step for the
production of G&P from the phosphorvlated enzyme is
the chemical process of phosphoryl transfer, with an acti-
vation energy that corresponds well to the experimental
rate constant oblained by Waltho and coworkers,
Although we conclude that having a stable, pentacoordi-

2410 suoTeins

nated phosphotus intermediate for this enzyme is impos-
siliby, we have shown that the MgF,  present in the crys-
tal structure is @ good TSA that can give insight ino the
geometry of the phosphory] transfer TSs. The good
agreement  between  the experimental and  calculated
energy barrier and chemical shifts supports our conclu-
sion that the crystal structure is equivalent to the dosed
conformation that binds the B-G16BP in solution.

ACKNOWLEDGMENTS

This work has been supported by grants from the JAE-
predoc programme of the Consejo Superior de Investiga-
ciones Cientificas (CSIC), the Spanish MEC (CTQ2009-
08223) and the Catalan AGAUR (20055GRO0111). The
calculations were performed, in part, with CESCA and
CESGA resources. The authors thank Xavier Carpena for
help and suggestions in the analysis of the crystallo-
graphic data and one of the referees whose comments
helped to improve the article.

REFERENCES

1. Clelend WW, Hengee AC. Enrymatic mechanims of phosphate and
alfate tramafre. Chem e 2006 106:3252- 1178,

2 Allen KN, Dhanaway Manano [, I-"I'mq'lh-nﬂl grong transfer: evoln-
tion of & catalytic scaffold, Trends Hiochem: Sci 200429495501,

A, Cohen It The rule of protein phosphondation i human heslth and
disewir—delivernnd on June Mth 2061 a1 the FEBS Morting in Lis-
I, Eur | Blochem 20001 268:5001 50110,

4. Lahin 513, Zhang GF, Duinsway-Madams [, Allen KN, The pentac-

valent phaosphona intermediase of & phosphord renafer reaction.

Schersor MO IRRIGT- 2071,

Alsckbuen GM, Willeanm NH, Gamblin 5L Smerdon 51 Comment

on “The pemtacovalent phosphorus intermediate of a phosphoryl

tramsfer resction” Schemce 2000 MY 1184,

i Allen KN, Dvmaway-Mariano [X Response to commend on “The
pentascovabent  phosphons intermediate of 2 phosphoryl transfer
reaction” Science 200530011184,

7. Webster CE High-enengy | fiate or stable fr sale
amabygoe theoretical penpective of the active site anl mechaniun
ol beta-phosphoghicomstase, | Am Chem Soc 20041 Moatib-6841,

R. Berente L, Beke T, Maray-Smbo G, Quaniim mechanical siudies on
the eulstence of @ trigomal bipyramidal phosphonine intormedlate in
eneymatic phosphate ester hypdmlysie The Chemi A 2007;

FRE:129-134

W, Tremblay 1N, Fhang GE Dl Y, Deneway-Mariano 1, Allen KN
Cherical confirmation of & pentivalim phosphorene in comple with
berta - phomphoglicomutase. | Am Chem Soc X051 I7:5098- 5194,

I, Baxtey M|, Ofguin LE, Golicnik M, Feng G, Hounbion AM, Dermel
W, Blackbum G, Hollfelder F Walthe IF, Willliams NH. A Trojn
e tramsition stae analogue ge ted by MgFd-formation in an
erryme dctive sibe. Proc Matl Acad Sen USA 206 108:14TA2= 14T 57,

. Haxier W], Blackbarm GM, Mandon [F, Hounslow AM. 3 M1,
Bermel W, Williarm NH, Hallfdder F Wemmer DE, Waltha I An
ke charge b prioritiond over geometry o aluminum amld magne-
wumn fluonide  tramition wate analogs of phoaphoryl e
eneymnes, | Am Chemn Soc D008; 140 MI52-3558,

12, Galicnik M, Olguén LE, Feng GL), Bavier NI, Walho [10 Williams

NH. Hallkeder F. Kinetic anabysis of beta: phosphoglscomutase and
i imhibitsa by m.l.,unu.ml Auvorkde, | Am Chem Soc 200130
[Ere st

.




Phosphoryl transfer reactions

121

Pertaccoronsted Phosohorus Perssend

1Y, Flusveer B, Valiev M, Weare [H. A dunionic phosph

b1

diate and tranaition mmmmm.\.[h’ﬁﬂ-\lm
for the rbonuckse A bydeodinds maction. | Am Chem Soc
LU AR TR S R

. e Wive M, Dl Peraro M, Kiewn ML Phodphodoaer cleavage in ri-

baiuclessr H ocoun via an ssoclative teo-metal-abdald catshiic
mechangim. | Am Chem Soc 20081 50 10955 10962,

. Rapge 8. MoGrath M1, Lopes X, York DM, The struciune and st

bility o blological metaplosphate, phosphate, snd plasphorane
compoands in the gas phase and in wlution, | Am Chem Sac
201 2 DS 15,

.Hm!.lluhlrrﬂ.-'m'hdalﬂ !nhwnmnlmm

I Chem

fiekd effiects in pentac I i 4
Theary Comgat 100844981,

. Mancos E. Anglada 1M, Crehuet B Dhescription of pentacoandinated

phosphons umder an exbermal electee fickd: which hasin sets and
sl -empirkcal  methods are weeded? P Chem Chemt Pl
008: k24422450,

. Klshn M, Rosta E, Wanbd A, On the mechanien of hydrobpsdis of

phosphate monocsieny danbom b wluthens amd predeioe | Am
Chem Soc 200601 28:15310-15528,

L Bowta B, Kamerlin SCL Wanhel A, On the interpeeiation of the

wbnerved linear free encrgy relationship in phosphate bydolysie o
thomugh computations] suly of phosphaie diester hydrobysis in
miution, Bochemistry 200847 3715-0715,

Kamerlin 5CL. Forian |, Wanhe A Asacative verses disociative
mechaninm of phoaphate moncester hydrolysic on the imerpreta.
tion oof activation entroples. Chem Phys Chem 3006917671771,
Kamerfin 5CL. Willame NH. Wanhed A. Dineopentyl phosphate
hydmbysin: evidence for scpwise water attack. | Org Chem
DM T Rt i,

I Kamerhn SCL, Haranordk M, Wenhel A Are mivd cxplicid

tmplicit solvation models relable for studying phosphase hydnoby-
sl A sompanathve sty of contituam expliclt and misal salvation
iindels, Chem Phys Chem J0081001125-1140

. Ramerlan SCL, MoKenna CF, Goondman MF, Warshd A A compu:

tatjonad viudy of the hydrodysls of GGTT anabogues with halonset by
lene-modified keaving groups in solution: implications Tor ihe
mechansun of DNA polymerases. Biocheminiry Jolh48: 505471,

- Jargeesen Wi Mavwell DS, Tieado-Rives L Prevelopment snd testing

of the OPLS allatom fiece fickl on cafomationsl energetics anil
properties of ongarsc biquids. | Am Chem Soc 1996 1801 11251 128,
Grimuse 5 Improved  second-order Moller-Plaset perturbation
theney by separate scaling of parallel- and antiparallel-spin pair o
relation energies. | Chem Phys 20001 1E-345-9100.

26, Adamo C. larone V, Exchange functionals with imprwed  fomsg-
range bebuvior and adishatic comhection methods withoua adpmoea.
ble parameters the mPW and mI"WIPW modele | Chom Pliva
159, | At T5,

27, Schafer A, Homn HL, Ahlrichs K. Fully optimieed constracted gas-
nkan-hasdy sets for stoms LI 1o Kr | Chemn s 1990:597:2571-2577,

24, Kridhman R, Binkley 15, Secger B Pople A Scli-consiient molooe-
lar-orbital methods 30 Bask set fro correlstod wave-function. |
Chermn Phys 198072650654,

2% Weigend F, Abdrichs I Halanced hasts sers of splin valence, inple s
walene and quadnuple eeta valence quality for 1 o R desdgn and
macwment ol sourscy. Ples Chem Chem Plrys 20008,7: 3297 330,

M. Mclemn AD, Chandler G5, Contracted gaussian-hasis sets for mo-
lecubar calculations. 1. 2nd mow abome. Zo= 11=18 | Chem Py
IS TSR M-l

L

Fickl M1, The pDymano program fof molooular simulations ming
bybieid quantum chemical and molecular miechandcal potenziabe |
Chem Theory Comput 2008:4: 1 151-1161.

52 Neew EORCA—en ab indtio, Demity Functbonal and Semiempiei-
call program packapge, versdon Lo, Poam: Uslrordey of Bonm; 2008

33, Neese F Wiennmwohs F Hanse A, Bodker UL Eficem, approcmaee snd
paralled Harree- Fock and bybeid DEFT caloulations. A ‘chain-of-sphenn’
algorithen for the Hareree- Fock exchange, Claem Fhiys MNRRASRAA- LFL

M. Neews FAn improveenent of the reslution of the idemtity approoi
mation for the formstion of the Coulimb matric | Compat Chem
2003247401747,

85 Jonsson VL Mills G, Jacobsen KW, Nudged elastic band method for
fimubitig mimimum encrgy paths of transitions, In: Berne B, Clooot
G Coker DF, editor. Clasical and Quanium Dymamics m Con:
densed Fhase Stmilatims, Singapone: World Scientiflc: 1998 pp 385
A,

36, Hekelman G, Mawon H. Iproved aogem eabmate o the
nuslged clastie hand method for finding minimam onergy path
arsl sadille potnte | Chiemn Phys 2000 139780985,

37, Crehue 1t Held M) A temperature-dependont misdped-clastic - hand
algorithm, | Chem Phys 20031 | R95%63-9571.

AR, Galvan IF, Fackd ML Impeoving the efficiency of the WNEN reaction
paih Gncling algorithm, | Compud Chern 200821 9- 143,

59, Murshudor G234, Vagin AN, Dodson EL Refinement of macronokec:
ular strwctures by the muximum-Bkelibood mabod. Acs Crystal-
logr Sect 13- Biol Cryvtallogr 199735240155,

41, Delano WL The PyMOL molecular graphics system. San Carlos,

4, Humphrey W, Dalke &, Schulten K. VAIE: vissal mobeculir dynam-

e | Mol Graph 199614:33-38,

PROTEING 2.“'1



122 Results

SUPPORTING INFORMATION

QM/MM calculations

In this section we provide a detailed description of the methods used and justify our
confidence in the best results, reported in the main text. Table S1 displays the results. All
calculation codes m1-10 in this section refer to this table.

Choice of functional:

The mPWPW functional underestimates the energy barrier, as can be seen in m1.
Optimisation with its hybrid version, mPW1PW, gives geometries that are very close (see
table S2) and an energy difference that is very similar to the one obtained using the
mPWPW geometry (cf. m2 with m3).

Choice of basis set:

Expansion of the basis set from bl to b2 with DFT methods does not change
considerably the energy barrier (Compare m2 with m4). It is also well known that
geometries are less sensitive to basis sets than energies. Ab initio correlated methods, such
as MP2, do need larger basis sets, and the b1 result shows a significant discrepancy with
the b2 result, justifying the use of the larger basis set for these calculations. m6 therefore
is much more reliable than m5, the latter being displayed for the sake of coherence.

Comparison of m2 and m4 shows that a larger basis set does not render the
pentacoordinated structure stable enough to become an intermediate, and thus, that the
inability to locate a phosphorane is not a limitation of the basis set. In our previous work,
we showed that a split-valence basis set with polarisation functions on oxygens and
phosphorus gave correct geometries for stable phosphoranes and transition states'.

Choice of QM region:

Expanding the QM region to include further residues will improve the result, but the
numbers do not change significantly. Compare m4 with m7, and m6 with m8.

Overall:

Our best methods are m7 and m8. We have shown that the error for each method
arising from the basis set and the QM region is around 1-2 kJ/mol. The barriers for m7
and m8 also differ by a similar amount (1.4 kJ/mol difference). The exothermicity is
slightly larger for SCS-MP2 (-29.7 vs -35.0 kJ/mol). SCS-MP2 is considered a more
reliable method but we have no benchmarks to compare with. A difference of 5.3 kJ/mol,
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however, should be considered small when all the approximations of the computational
setup are taken into account.

Table S1. Relative energies of reactants, TS and products in k] mol™'.
Method"! Reactants S® Products
ml¢ mPWPW/bl/ql 0.0 7.2 -31.1
m2 mPW1PW/bl/ql 0.0 24.2 -31.2
m3 mPWlPW/bl/ql[“] 0.0 - -32.4
m4 mPWI1PW/b2/ql 0.0 25.0 -30.6
m5"Y SCS-MP2/b1/q1 0.0 17.3 -36.4
m6 SCS-MP2/b2/q1 0.0 26.0 -36.6
m7" mPW1PW/b2/q2 0.0 25.5 -29.7
m8 SCS-MP2/b2/q2 0.0 24.9 -35.0
[a] The QM method, the basis set and the QM region used for single-point calculations at the
geometries optimized with the mPWPW/b1/ql scheme are indicated. [b] The energy of structure 10
of the reaction path. [c] Geometry of the reactants and products optimized with the
mPW1PW/b1l/ql scheme. [d] These are results of limited value. See text. [e] These are the most
reliable results. See main text.

Table S2. Relevant distances in the optimized reactant and product structures in Angstroms.

Method @ d (glucose-P) d (P-Asp8) d (Asp10-H ) d (H9-glucose)

R Dl R P R P R P

mPWPW/bl/ql 2.73 1.76 1.86 2.90 1.64 1.05 1.02 1.52

mPW1PW/bl/ql 2.79 1.73 1.81 2.89 1.67 1.02 1.00 1.54

[a] The QM method, the basis set and the QM region used is shown. [b] Reactants. [c] Products.
[d] The hydrogen atom that is transferred from Glucose to Asp10 along the reaction path.

NMR chemical Shifts

We have calculated the NMR chemical shifts with the IGLO method*’. We used
the B3LYP functional, and the IGLOIII basis set for all atoms except for Mg, for which it
is not defined. Instead we substituted the TVZP basis set. The calculation was done with
the g2 definition of the QM/MM region. The reference was CFCls, which was optimized
with the SVP basis set and a COSMO solvation model*> and the fluorine chemical
displacement was calculated with B3LYP/IGLOIII.
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Figure S1. Representation of the first 14 molecules surrounding a given S-PGM molecule (in
green) in the crystal under study. This first shell of proteins was generated with Pymol. For these
molecules the OPLS-AA MM charges of all atoms were included. A homogeneous background
charge was added to make the system neutral. For additional images, 6 cells in each of the (i,j,k)
directions were considered. To reduce the computational cost, the dipole moment of each chain
was calculated and represented by two equivalent point charges. The unit cell contains 4 molecules
and so the total number of dipoles added was (6x2)’x4-15=6897. Because the energy changes
introduced by this shell were negligible, we did not consider any more distant crystallographic

images.
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Figure S2. Representation of the calculated structures for the transition state of the phosphoryl
transfer and the MgFs;  complex. Striking similarities are observed in the position of active site

residues, thus supporting the efficiency of the MgFs ion as a transition state analogue.

Figure S3. 2Fo-Fc electron density map fitting of the MgFs™ region.
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4.2. Dynamical properties of the Amino Acid Kinase family

The previous section focuses on phosphoryl transfer reactions and, in particular, on some
factors determining the reaction mechanism with special emphasis on the putative
pentacoordinated phosphorus intermediate in enzymes. This was necessary for a clear
understanding of how the phosphoryl transfer reaction can proceed in enzymes. In this
section, we are also focused on phosphoryl transfer enzymes but covering another aspect
extremely important for enzymatic function: large-amplitude dynamics, also known as slow
conformational dynamics. We have studied how large-amplitude motions necessary for
the catalytic process emerge from the 3D-protein structure. For this purpose, we have
investigated the large-amplitude motions of the Amino Acid Kinase (AAK) family of
enzymes. In particular, this focuses on slow conformational motions linked to substrate
binding and allosteric regulation. Interestingly, AAK members present different
oligomeric states, so that this family represents, in addition, a suitable case for exploring
the role of the oligomeric architecture in determining functional motions. This family of
enzymes has been widely characterized with X-ray crystallography by our collaborators
Rubio and co-workers at the Instituto de Biomedicina de Valencia (CSIC). To study
large-amplitude motions we have applied the broadly used Elastic Network Models
developed by Bahar and co-workers at University of Pittsburgh.

4.2.1. NAGK as a paradigm of large-amplitude motions in the Amino Acid
Kinase family

The homodimeric enzyme N-Acetyl-Glutamate kinase from E. Coli (ECINAGK) is
regarded as the structural paradigm of the AAK family, so we decided to study the large-

amplitude dynamics (low-frequency modes) of this enzyme and compare it with other
family members: carbamate kinase (CK), UMP kinase (UMPK) and hexameric NAGK.

We first analyzed the low-frequency modes of motion of E(NAGK and found that the
intrinsic dynamics strongly correlates with the conformational transition between the
bound and unbound forms of the enzyme as observed by crystallography. This
demonstrates that the conformational change in NAGK necessary for ATP and NAG
binding is encoded in the enzyme fold. As a second goal, we evaluated the degree to
which the low-frequency modes of the other AAK enzymes considered in this study
resemble those of NAGK. We found that AAK members exhibit well-defined dynamic
patterns that are encoded in their shared arquitecture pointing to similar mechanisms of
function as originally purposed by Rubio and co-workers. The developed approach is
readily applicable to other families of proteins and indeed permits to identify dynamic
fingerprints.
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A detailed presentation of the results and methodologies used in this study can be found
in the article: On the conservation of the slow conformational dynamics within the Amino

Acid Kinase family: NAGK the paradigm (2010) PLoS Comput. Biol., 6:e1000738.
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Introduction

M_lll'\_n.' recent sades, baoch rt|wr|l|1n'm;|J ol ﬂ||||||u||.|.|m|1;|l.
poin i the mberemt alsility of proteins 1o wsdengo, wder e
it comwdithons, irge-ampditude conformitional changes that are
wanally Iinked 1o their hidogical metion, Prodeins ave access, via
sich equilibrium Ductuatkns, 0 an ensemnble of conformens
encoded by their 3-dimensional (3D) structure; and ligand binding
essentially shifts the population of these pre-existing conformers in
favour of the ligand-bound form [1-4]. With the accessibility of
multiple structures resolved for a given protein in different forms,
it is now possible to identify the principal changes in structure
assumed by a given protein upon binding different ligands, which
are observed to conform to those intrinsically accessible to the
protein prior to ligand binding [5-7]. The observations suggest the
dominance of proteins’ intrinsic dynamics in defining the modes of
interactions with the ligands. This is in contrast to the induced-fit
model [8] where the ligand ‘induces’ the change in conformation.
Instead, the Monod-Wyman-Changeux (MWC) [9] model of
allostery where a selection from amongst those conformers already
accessible is triggered upon ligand binding.

Yet, the choice between intrinsic os induced dynamics, and the
correlations between dynamics and function, are still to be
established, and presumably depend on the particular systems of
study [10]. NMR relaxation experiments provide evidence, for
example, for the existence of correlations between the time scales
of large-amplitude conformational motions and catalytic turnover
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[1L02)
appear 10 be potentially hmiting reactson rates. Ui the miber hand,
other studics poing o the dilferenn tme seales and evends tha
wvmptiml catalysis adml Im'uii.!l-q evenis | 131 I|. Furthermaore, while
the intrinse dynamics in the wnbousd Fem s odseroed o be the
dhmbnant mechansm thay Geilitares proteaeprobein of protei-
Jlg.md‘ L'Urnpk'xu!mr, the l!_a;;u:d ey akeo promote structural
rearrangements on a local scale at the binding site [2,15,16].
Given that proteins’ collective dynamics, and thereby potential
functional motions, are encoded by the structure, proteins grouped
in families on the basis of their fold similarities would be expected
to share relevant dynamical features [17-21]. It is of paramount
importance, in this respect, to have a clear understanding of
collective motions and their relationship to binding or catalytic
activities, if any, toward gaining deeper insights into functional
mechanisms shared by members of protein families.

Protein dynamics can be explored by means of all-atom force
fields and simulations, or by coarse-grained (CG) models and
methods. All-atom simulations such as Molecular Dynamics (MD)
describe the conformational fluctuations of the system over a
broad range of timescales. Lxcept for small proteins, the main
limitation of MD is that the timescales computationally attainable
(below hundreds of nanoseconds) do not allow for accurate
sampling of slow and large-amplitude motions (low-frequency
modes) that are usually of biological interest. CG approaches, on
the other hand, lack atomic details but provide insights into global
movements. Among them, Elastic Network Models (ENMs) have

il collective meotons o the b [||-|||.|r:u'!. [iauitlite
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Author Summary

During the last 20 years both the experimental and
computational commuenities have provided strong evidence
that proteins cannot be regarded as static entithes, but as
Intrinsically flexible molecules that exploit thedr fluctuation
dynamics for catalytic and ligand-binding events, as well as
for allosteric regulation, This intrinsic dynamics is encoded
In the protein structure and, therefore, those proteins with
similar folding should share dynamic features essential to
their biclogical function. In this work, we have applied an
Elastic Network Model 1o predict the large-amplitude
dynamics of different enzymes belonging to the same
protein family (Amino Ackd Kinase family). Subsequent
comparison of the dynamics of these proteins reveals that
this protein family follows the same dynamic pattemn. The
present results are strongly supported by experimental data
and provide new insights into the performance of biclogical
function by these enzymes. The investigation presented
here provides us with a useful framework to identify
dynamic fingerprints among  proteins  with  structural
similarities,

Tl wide use in conjisction with mormal mnesde analyses (NMVAs
in the last decade |22]. ENMs describe the protein 25 a network,
il mwmibes o whisch are vsieally iebewified by e 1'|1.||u| thhtﬂll |
Catomm, Elastie springs of unifoem foree comstant eommect e
isibes i the 14|'||.p'||-\.-|| It biroaddly gsesll] EXM, pelerred oo m e
ansotropie petwork maodel (ANM) [259-25], Despiie the oversim-
||I|Ji-NI e Tipda il ihee PN Cons wyrdd by the ENMs, a surge of
stimlies have shown thar the peedicsed] owefeogquency iwsles
desrnbe well |'1|u'|1'm|'ur.|]|-.' nlservrd  confrmaiumal changes
and provade imights i potential aeechonisns of Aosction amd
allostery |3-7.24-27], i sccord with NMAs perdformed [25.29]
with miore detailed modeb and foree Belds. Adelitionally, recent
stusdies by Clrooecn and cowvorkers [30], and Liv et al [31] podnt w
the simialarnties of the condormational space deseribed by the kaw-
Irequency mosdes. obtamed from ML and that from GG NMA,
prowiided tha MY runs are long enough o sccurately sunple e
cullective mations

Condervation of the Slow Dynamics

Phe present soudy Focuses on the aming ackl kinase (AAK)
l'.||||i|]!. This |',q|||.i|'5. |'n|1||||iu'-| s Eu'lluhiu!.: CTVTTRY 01 il Fuisi
of sequence  mlentity ol strectural  sbnilarites:  Negcoeryd-L-
glutamoe  (NAG) kinpse  (NAGKR), carbame  Kinase KL
glutamane-f-kinase (GHRL, UMEP ke (UMPRL asparokinuse
(AR and 1he Tosfomnycm resstance kinese | Fomdy Kbt sl oo
workers |32] have exhmmtively stocdsed this Gamily and progesed
thit the sharedd folad anssig the members & likely o Ve TR B0 @
wimsilar mexchanism of sibsarae binding and catabysin, NAGK i oihe
st withely stuched member of this Gumily mlang oo oot the
Large amwsient of sorucierad daformanion gathered | 3233]0 This
erevine indeed serves an o aroectural parsdigm e the AAK
Enmity, such that stsdyimg ios strocmareenooded dynamics can shed
Hglit om the mechandsns slared by funily members 10 perform
their Tumatsy ll'."]

NAGK catabyzes the phosphandation of NAG, which » the
contrelling sep in anginine bioynthesis. The hallmark of this
Biynthetse route i bacterin i that o proceeds through -
wieeslated infermelioies, as u|r|'-n.ﬁ| i imanmeals thad ||r|uI|||r
nogracetylated intermedisies. Consequently, NAGK actiany ney
bhe seleciively mbihaied anel, aking into accoam that it b the
eomitinlling erceye of arginkbe bicsyniless, B oboa potential target
for antibescterial dregs. In many onganaes, NACGK '||'I|un|'|l1||n_rlu-
i i the contrallisg step b argimine bosmbesia In these cases,
NAGK & fecdbiack mbabited Ty the onid ]1II||‘|IIII: argmine, and
revent stunbics shed light on this mechamiam of nhilison [54,35].
NAGK fom Eoberckn Gl (FEENAGK] on the other hosd, 1=
arginine-msensative. I mechanism of phosphory] mansfor las
been the most theroughly charactertzed among the enavimes that
catabvee it symthiests ol _1rﬂ||hm|'|l:|.||n (BL: growp 2 7.2 In
partcular, erystallographic studies by Rubio and  coworkers
|'_I.'J_‘H| leave ])ru'.idﬁ,l immighits oo it mechanwns of hinading
and camabwe ENAGR 5 a homodimer of 258 residues, each
monomer being folded inio an 2Pa sambwich (Figure 1), The N-
dormain of cach sbimit/monomer miakes intervabunit contacts
i hewts the WAL hinling siee (NAG [1d), whereas the C=domain
banls the ATT. The phosphony] trsasler resction akes place an the
imterface between the two domuins within each submnit, Kinetic
stuelies show o evidenoe off cooperativity: benween sulimis [36],
sggesting that the dumere amscture provides thermodyanic

Figure 1. Structure of the closed form of NAGK. The NAGK dimer is complexed with the ATP analoguse AMPPNP and the amino ackd NAG (PDE
code 1G55] [32]. The subsiirated ATF and NAG (hall and sticka) bind to the C- (red) and N-domains [bluel respectively. N-tesminal domaing farm the
inesface between the two monomers. Inset shows a choser wiow of the NAG lid and both figards
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stability, only, to the monomeric fold that has been evolutionary
selected to perform the catalytic function.

The diverse crystallographic structures solved for the bound
state of this enzyme indicate two types of functional motions [33]:
(1) Xeray structures of ENAGK complexed with either ADP or
with the inert ATP analogue AMPPNP (PDB codes 1GS5, 10H9,
IOHA and 1OHB) have a too narrow active site to let the
substrates bind directly; whereas the unbound structure (PDB code
2WXB: kindly provided by the authors prior to release) has a more
open active site. This suggests that the enzyme undergoes a
conformational closure that is likely to be triggered upon
nucleotide binding, since all these complexes display a closed
structure whether NAG is bound or not. (2) The ternary complex
with ADP and NAG displays the ability to exchange NAG with a
sulphalc ion in solution without opcning the active site. The NAG
lid therefore must be able to open and close independently of other
structural elements.

The aim of the present study is two-fold. Firstly, given the
interest in acquiring deeper knowledge on the enzymatic
mechanism of £NAGK and the potential role of slow dynamics
in the pre-disposition of the enzymatic function, we analyze here
the low-frequency modes of motion of EENAGK. Secondly, using
FEeNAGK as the paradigm of AAK family, we assess to what extent
the slow modes of motion are shared by other members of the
AAK family.

Results/Discussion

Plan

The results are organized as follows. First, results from GNM
analysis are presented, which give insights into the functional
significance of residue fluctuations and underlying sizes of motions
in the most readily accessible (i.e. softest) collective modes. Second,
ANM modes are described to analyze the directionality/
mechanism of these modes. Note that GNM does not provide
information on 3N-dimensional structural changes, but on N-
dimensional properties such as the mean-square fluctuations
(MSFs) of residues, their cross-correlations, or movements along
normal mode axes, hence the use of the ANM for exploring and
visualizing the 3D motions (see Methods). Third, communication
properties of the ZENAGK enzyme are assessed based on graph
theoretical examination of shortest paths between network nodes
representative of the enzyme. Finally, a comparative analysis of the
ANM dynamics of different members of the AAK family is made.
GNM and ANM modes of E-NAGK are computed for the open
form in general, except for the analysis of the intrinsic dynamics of
the closed form; and ligands are not included in the calculations.
The predicted motions therefore reflect the intrinsic dynamics of
the enzyme in the absence of bound ligands.

Mobility profiles for the ECNAGK open form

Figure 2 displays the results from the GNM analysis of the
equilibrium dynamics of £:NAGK. Panel (B) compares the MSFs
of residues, <(AR)*>, predicted by the GNM with those indicated
by X-ray crystallographic B-factors B,=8m%/3 <(AR)*>. For
clarity, the different structural elements are numbered and color-
coded along the upper abscissa bar in accord with the colors in
panel (A). Results for chains A and B are identical as a result of the
dyadic axis of symmetry at the intersubunit surface. Calculations
and experimental data refer to the open form of E(INAGK. The
high correlation coefficient (r=0.75) between the experimental
and theoretical curves in Figure 2 is remarkable in view of the
simplicity of the GNM, but it is also worth noting that in the case
of the closed conformation the correlation coeflicient drops to
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r=10.61. Indeed, ENMs tend to provide a better description of the
dynamics of open forms [24].

The mobility profile in Figure 2B permits us to identify the most
mobile and rigid regions of the protein from the maxima and
minima, respectively. Mainly two dynamical features are distin-
guished. First, the B3-B4 hairpin, which corresponds to the NAG-
binding site lid, is the most mobile part of the N-domain (region 3).
Second, the B12 B13 hairpin and «F and oG helices (regions 9
and 10) emerge as the most mobile parts of the C-domain; notably,
these structural elements are involved in ATP binding. It is
remarkable that the topology of the structure provides flexibility
near the two binding sites, which may be a functional requirement
to accommodate ligand binding. Rigid/constrained elements, on
the other hand, include the &C helices making intersubunit
contacts, along with the strands 8 and B10 in the N-domain core.
Moreover, the N-termini of B and aE helices (regions 2 and 8),
which point toward the y-phosphate in the closed form, also show
reduced mobility. The lack of mobility in these NAGK sequence
motifs [32] is presumably a dynamic requirement to optimally
perform their functional role in orienting their dipoles to withdraw
negative charge from the transferring phosphate group. These
results are consistent with those inferred by Rubio and co-workers
from their crystallographic studies [32,33],

Global modes point to intrinsic mechanisms for opening/
closing ligand binding sites

The decomposition of the global dynamics into a set of GNM
modes permits us to identify the different kinds of motions allowed
by the structure as well as the couplings between different parts of
the protein. Moreover, minima in the low-frequency mode-profiles
reveal mechanically important residues. When residues surround-
ing a given site move in opposite directions, the latter site serves as
a hinge. Hinge sites at low-frequency modes, also called soft
modes, usually serve as key mechanical site at the interface
between domains subject to concerted movements [37].

Figure 3 shows the mobility of different parts of the protein in
the first three softest modes. The diagrams are color coded from
red (most rigid) to blue (most mobile), in accord with the size of
motions undergone by the residues along these examined modes’
axes (shown on the right panels). All three modes appear to induce
motions symmetrically distributed about the inter-subunit inter-
face. In the 1™ mode, the mobility increases with distance away
from the dyadic axis, such that the C-domain, and in particular
the P12-B13 hairpin and oF helix, undergo the largest
movements.

The 2" slowest mode involves movements of the C- and N-
domains with respect to each other within each monomer, A hinge
site at residue A174 is observed, where previous erystallographic
studies had exactly set the boundary between the C- and N-
domains [32]. This hinge presumably enables the opening/closure
of the active site in each subunit. A mutant on residue D162 [36],
which is close to this hinge site, disrupted function and thus
confirms this hinge as a key element in the functionality of the
enzyme.

On the other hand, the 3" mode involves mainly the 3P4
hairpin, i.e., the NAG lid, and suggests an intrinsic ability at this
region to move independently with respect to the ATP site (note
that all modes are orthonormal and independent). Such local
flexibility is consistent with an ability of the NAG lid to open and
close the NAG binding site, in support of the hypothesis inferred
from crystallographic studies [33]. The anticorrelated motion of
the C-domain, due to a hinge at residue E181, is minimal but, as
in mode 2 and together with the movement of NAG lid, might
lead to the opening/closure of the active site. Interfacial residues
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How do global modes correlate with experimentally
observed change in structure?
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wdence wouldd not be expected, due o dilferenees in the mumber of
miedes as well is wimberfying potentials of the two ENAMa, We found
ihar the firsa GNM mode correlsves with the 1% aned 3™ ANM
mades; the 2% with the 1, 2" and 4™ AN modes and the 5 i
the consterpart of the 5% ANM miede
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Figure 3. Mobilities of residues. Results are presented for the softest three GNM modes. On the left, the ribbon diagrams of NAGK, color-coded
according to the mobilities of residues in the respective modes are displayed. The most mobile residues are colored blue, and the most rigid ones,
red. The green dots on the diagrams indicate the position of the hinge sites. Note that in mode 2 the hinge sites closely neighbour the residue D162,

which is a key catalytic residue.
doi:10.1371/journal.pcbi.1000738.g003

ANM modes are projected into the deformation vector Ar
obtained from the open and closed conformations. Figure 4
displays the cumulative overlap (see equation (7)) between A# and
the ANM modes for both passages (from closed to open, and vice
versa), It is worth emphasizing that the first 10 ANM modes of the
open and closed forms are able to describe 84% and 76% of the
observed conformational change, respectively. On the other hand,
the open form requires a smaller set of modes to describe the
deformation vector to a given extent, This is in agreement with the
fact that the dynamics of open conformations are usually better
described with ENM as also noted above. Modes 1, 3 and 5 are
the main contributors to the cumulative overlap and thus the most
relevant modes to describe the global dynamics of NAGK (see
Figure S1).

Changes induced near active sites by global modes

As mentioned above three modes play a dominant role in
enabling the functional changes in NAGK. Modes 1 and 3 drive a
symmetrical opening and closing of the active site. In both modes,
the most mobile region is the C-domain, which binds ATP, while
the N-domain is practically rigid. Mode 5 ensures the opening/
closing of the NAG-binding site by the B34 hairpin that serves
as a lid.

It is of the utmost importance to examine how active site
residues move in these modes. Do they possess an intrinsic ability
to adopt the conformation of the bound state, or does ligand

10 - - -

e et |

e in F. ] s @ 0

Mode inden

Figure 4. Comparison with experimental conformational
changes. Cumulative overlaps COUm) between ANM modes and the
experimentally obverved deformation between the open and closed
foema of NAGK are plotted for subsets of m modes, in the ange
1=m=50 (ue equation (7] in Methodi). We note that the firt 3 ANM
mades {among IN-G= 1542 modet) accedsible to the open form {red)
yield an overlap of .75 with the experimentally obierved reconfigu-
ration from open fo dosed state of the enzyme. In the case of the
closed form, the firit 3 modes yield an overiap of 061, In either case, a
smuall subseq of modes inrinsically accessible to the siructure attain a
cumilative owerlap of =080, pointing to the pre-deposition of the
sructure to undena it functicnal changes In conformation between
tha open and closed forms,

dot 10,137 1/ joumal pobd 1000738 g004

@ PLo5 Computationad Biology | www ploscompbiol.ong

binding trigger the conformational change? To explore this issue,
we generated a series of conformations driven by these modes.
Figure 5 illustrates the results for mode 1. This mode entails an
anticorrelated movement of the two subunits as shown in panel
(A). The following features are distinguished by a closer
examination of functional sites. The catalytic residues K8, K217
and D162, and those in the vicinity, such as N158, exhibit minimal
changes in their coordinates as seen in panel (B). On the other
hand, a number of hydrophobic residues near the ATP binding
site. move concertedly in a direction required for coordinating
ATP, as the subunit reconfigures from the open to the closed form
(see panel (C)). This mode accessible in the absence of ATP
binding thus facilitates the suitable re-positioning of these residues
upon ATP binding. NAG-binding residues undergo minimal
change during this global motion (panel (D). The movement of
residues in mode 3 complement those in the 1™ mode to reach the
bound conformation from the open form (Figure S2).

K8 and D162 are key catalytic residues on the basis of structural
[32,33] and mutational [36] studies. D162 is inferred from these
studies to play a critical role in properly positioning two lysines
(K8, K217) that stabilize the negative charge of ATP. The
minimal displacements of D162 and K8 in these global modes,
and the intrinsic tendency of K217 to move toward D162, are
presumably dynamic requirements to optimally perform their
catalytic roles (note that D162 is located close to the hinge site of
GNM mode 2, as pointed out above, and thus its mobility is rather
constrainedy This rigiciy is condirmaed by e ariking similarity in
the onentainm ol theese reskloes in difleremt lesmnd staies of e
ey [33] thay chamcteriae the emire camalytic prooes, The
rearrangements of citalytic ressdises may be pecesaary o oplinally
orient, o pre-orgaies, the ligands (0 catalyoe e chemical
reaction [15,01438), In this case, some additional changes appear
o oocur in the bwamed fomm, such & the change iy te sule vhain
conformaten of K217, which exchanges a sali bridge between
resbibioes E1B1 aowld D62, These rearangements would poesamn-
ably take place wpon ligomd bindding, sinee E1TBLD inieracts with
ATF van lydrogen boneds

In relation 1o the NAG Ibinding process, mnslants on e NAG
bamding sie revealed that N1UME and R66 are key posichoes that
unelerlie the aflidty ol ENAGK for NAG [, By examining the
NAG bindusg mode (5™ ANM mode, see Fypune 531, R6G was
Fownsd o be far more Hexible than X158, This wggess thn R66
iy filay a mole in the recomition of te Bgamd, whereas the bes
expused residue NS mighe subsequenily aid po fx the posithon of
NAG at the active ste, Fanthernwre, upon NAG binshing, the size
of the Ivdrophobic pocker (LG5, B66, V122 aned N160) thay hoses
the methyl group of NAG i recuced upon correlated movements
betweren BRAG aid LES wnvand thie chsed foren, Biiwding of Bt and
N158 o NAG, tham, apparently guades LGS poward the metlivd
group of the sulstrute, The correlated movements of LES wgether
with the rigidiny of V2D aad N16U fix the size of the hydrophobic
pocket, which has been odmerved 1o be unabde o bl ghtamace
derivatives with lirger N-acyl grougm [32,39] (Figure 53}

Communication properties

Uningg thee Markon puside] dheseribeed in the Meathodi, we compated
the hitimg feses M. M, provides & measure of the average path
benyab over all possilade combimations of edges, required to send

Apiil 2010 | Volumne & | lssue 4 | e1000T28



Dynamical properties of the AAK family

135

Comervation of the Sow Dyrlimics

L186

Figure 5. Movement along the slowest ANM mode. Motion of active site residues between open and closed conformers along the 1°* ANM
mode accessible to the open form. The position of these residues in different conformations is shown: open conformation (yellow), intermediate
positions (green and blue) and closed conformation (atom-colored). (A) Color-coded ribbon diagram for motions along the 1% mode (generated with
the ANM web server [25] and Pymol [64]). (B) Movement of catalytic residues with respect to the ATP analogue. (C) Movement of ATP binding
residues with respect to the nucleotide. (D) Movement of NAG binding residues with respect to NAG.

doi:10.1371/journal.pcbi.1000738.g005

information to a given node j, or ‘hit" residue j, starting from node
1. The hitting times for all pairs of residues were evaluated for three
different cases: open form (NAGK(O)), closed from without
ligands (NAGK(C)) and closed form with ligands (NAGK(C)+li-
gands). Toward gaining an understanding of the communication
propensity of individual residues, results have been consolidated,
by calculating the mean hitting time, </;>=(1/N) &; I, for
cach residue .

Figure 6A displays the mean hitting times of all residues in the
three cases. The main contribution to Hj; arises from the MSF of
the target residue itself (via the term [IV]] ;i in equation (8), which
in turn is proportional to <(ARJ)2> - see equation (3)). As a result,
the average hitting time profile shares some characteristics with the
MSF profile shown in Figure 2B. The minima correspond to the
most efficient receivers; these exhibit minimal fluctuations in their
positions. It is worth noting that catalytic residues are among those
with the lowest hitting times. These results suggests that the
structural position and contact topology of the active site have
been evolutionary designed to effectively receive signals from the
binding sites and other parts of the protein so as to optimize the
catalytic activity of the enzyme. On the other hand, the ligand-
binding residues exhibit a broader variety of hitting times.

A closer comparison of the results obtained for the three
structures revealed an interesting feature upon examination of the

@ PLoS Computational Biology | www.ploscompbiol.org

average hitting times between different substructures. The results
in Figure 6C display the average path lengths evaluated for
the communication between such particular domains in each
structure: the average path lengths over all residue pairs belonging
to the respective C-terminal and N-terminal domains (blue curves),
those over all the N-terminal domain and catalytic site residues
(red), and those over the C-terminal domain and catalytic site
residues (green). These results clearly demonstrate that the closure
of the structure enhances the communication of residues
(decreases the average hitting times or path lengths) and upon
ligand binding the communication shows a further improvement.
Panel (D) demonstrates that not only the average path lengths, but
the variance in the path lengths decrease upon domain closure,
and ligand binding. In all cases, the N- and C-domains exhibit
average path lengths longer than those connecting either domain
to the catalytic site. This is a natural consequence of the location of
catalytic residues - at the inter-domain region, where the
phosphoryl transfer takes place.

Figure 7 panels (A) and (B) illustrates the three types of
communication pathways in the open and closed states. Three
residues have been selected as endpoints representative of the N-
terminal domain NAG-binding site (R66), C-terminal domain
nucleotide-binding site (1.209) and the catalytic site at the inter-
domain interface (D162), and the residues along the shortest paths
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evaluated sing the Digkstra’s algorithm (see Methads) ane shown by
illerent dos i rach case (see cuption), We pote in panel (07 that
the ligand in the closeddlgmnded strocture elfectively spans the
ol commumnication pathway,

The enhancemment of comumunication alserved in pasels () and
(I} of Figure 6 i a consequence of the rgdity. mmparted by ihe
closure of the structure and by ligand banding. “The structure
obwviously beoomes mane cohesive in the closed conformation and
conprquently  the couplings beeween oesidie  Tucmiom ane
ncreawsl, o the fluctuatssis in bder-mesidue distances ame
reducedl. As summarized i the methods and dersved e detas] m
o previoo wirk [40], the comante tmes 1 between ressdue
ks dirccaly seale winh the Buctations in ithe corresponading mier-
residue distances (see equation 9, Restrictions in inter-nesidue
distanee Muctuatkons scquined ugon closure of the aneione i
nwevessarily induee an enbanermsent i communication. From s
catalytic poit of view, the closure of the srscire upon substrate
binding & presumnably an efficens way o optiiee  signal
iramndhection and fscilitate the catabytic process. Panel [B) m
Figurr 6 dhisplays the chateges in the contritimthon to hitting tines

from crossconelations 1l':| evabiated wsing eruation (1l (s
Mithodds) twice, For the open and closediliganded states, amd nking
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Cabomain devrease (hlue points in e pansell, whereas those
Betwern the N- and C-comaing within eoch sulnmdt merease (red
povinnt i thie paned). The eesltant shorer and more homeogeiseois
communieation pathweys sageest that ligands tened i cenmraliee
the communication berween the C- and N- domaine. Therefore,
the transmibsion of conformutsmal signuks between e lexible
doanatig and the mose righd catalythe resichies tikes place acnos
the submarates. This might indicate o way 1o cooperatively optimiee
substrute binding (o product release) or even coupde tse bitrinas
enzyme dvmamics to the catalyis of the chensical reaction,

Comparison of ECNAGK dynamics with other members of
the AAK family

T s of meres w deyermane  the dynamical Feanares odserved
Tor EeNAGK are sharold by other members of the AAK Tamily.
Varioin appeoaches can be stopted to this atm [19,21,41]. Herr,
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Figure 7. Communitation pathways between catalytic site and ligand-binding residues in ENAGK. The communication psthwayt are
represenied by the netwoek of nesidues (each stom s shown s a dot] along the shoest paths of communication between the following mesidue
pairy: RG6-L209 [yellow), R6G-D162 loange) and LI09-DI62 [green). Thedse theee ciies se representative of the communication befween & NAG-
bindfing resicue (RB&1 on the N-domain, 3 catalytic site residue (D162 snd an AMPPNP binding residue on the C-domain (LI0%, These resadues at the
endpoints of the pathways ae coloned by atom name. N- and C- domaing are colooed biue and ned, réspectnrely. These pathways are shown for the
thres states conidered: (A) Open state. (8) Closed state. The pathways RoG-LI0S and LI0S-D162 have theee residust in comimon (coloeed in light
green). iC) Cloded state with ligandy AMPPNP and NAG. The Bigands ane shown with grary sticks for & better vaualization and pasticipste in all three
pathways convidered in the Niguie, Note that the ligands directly eviablish the communacation between the pain of residues oonldened
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wie Boous o ghlaal dhvmammees anal [EELTETE ile ANM mesles
predicied B ENAGK with those peedicied for each AdK
mrerlser. Farst, cucl jpair asl emryTmes is structurally aliged oshng
the DALL server [42]. Secoaud, we define our ‘adwystem’ as the

aligmed portions of tlee Eammilses msemdsers and comscructes] the
Hreaian siiliisatises Tob Harse |un|iu||a. atul the remaiming chain
segments are considered as environment, similar to the approach
adopted by Zheng & Brooks [43], described in Methods). Third,
NMA is performed using equation (I1) for the Hessian of the
examined system. The correlation cosines between the collective
modes evaluated for each subsystem and those calculated for the
ENAGK dimer are presented in Figure 8. Results are shown for
the top-ranking 10 modes, calculated for the corresponding dimers
of three different members of the AAK family (structures shown in
Figure 8): Carbamate kinase from Pyrococcus furiosus (PCK), NAGK
from Thermotoga Maritima (TmNAGK) and UMPK from Pyrococeus
Suriosus (PAUMPK). Further information on the structural and
dynamical pairwise comparisons is provided in Table 1.

EcNAGK vs. PfCK (Figure 8A). The crystallographic struc-
ture of PACK (PDB code 1E19) represents the open form of the
enzyme [44]. Remarkably high correlations are obtained between
the slow modes accessible to the two enzymes as may be seen in
Figure 8A.

EcNAGK vs. TmNAGK (Figure 8B). TmNAGK is a
hexamer that can be regarded as a trimer of ENAGK-like

dimers (PDB code 2BTY). Thus, we compared the slow modes of

FeNAGK with those sampled by the ENAGK-like dimer from
TmNAGK. The five lowest modes of FENAGK are almost
identically observed in TmNAGK, except for a change in the
order (or relative frequencies) of the modes.

EcNAGK vs. PflUMPK (Figure 8C). UMPK is also a trimer
of dimers [45] (PDB code 2BRI), but the monomeric subunits
within these dimers are not arranged in the same manner as
ENAGK or TmNAGK. Thus, the comparison has been made
between the dynamics of the monomeric subunits of ZeNAGK and
PUMPK, including as environment, #a equation (11}, the
remaining residues of the respective dimers. The mode-mode
correspondences are not as clear as in the previous cases, but there
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sl some diemdble comelation, The weaker commespondence
il b atcrflmpied woihe fact tha i prnrniage ol aligied pesiilies
177% ) s bt ilian tht ol die e v i b Wi (s
Tabde |1

It is wonh |u|||||ir||_: ot tht the mmodes of metion of the dameri
wallalel ol thie hewumnerie easvines | TaNALDK and MUMPER) @y
well be affected by the mterfaces with the rest of subunits. The
analysis of oligomerization effects on the dynamics of these
proteins, however, is beyond the scope of this article and will be
published elsewhere. The three cases studied here illustrate how
the slow conformational dynamics of the ENAGK dimer is
preserved to a large extent among the members of the AAK
family. It is worth emphasizing that some of the modes are
remarkably well conserved. In accordance with other studies [19],
the lowest frequency modes prove here to be robust to sequence
and structural variations within a given protein family; and the
shared dynamics may be viewed as a dynamic fingerprint of the
AAK family.

Conclusions

The present study focused on the ZNAGK dimer in order to
provide new insights into the competition between intrinsic zs
induced dynamics in controlling enzymatic activity, assessing
which residues play a key role in mediating the collective motions,
or which conformational mechanisms are shared among members
of the AAK family. The most probable modes of motion encoded
by the structure have been determined using the available
structural data for EENAGK dimer, which is used as a prototype,
as well as other members of the family. The present study
illustrates that this family, not only has important sequence and
structure similarities, but also shares relevant dynamical features
(Figure 8).

The results in Figure 4 demonstrate that the conformational
change observed between the open and closed forms of EeNAGK
are essentially accomplished by movements along a small subset of
modes (among the complete set of 1542 modes accessible to the
enzyme); these are the modes predicted by the GNM to be the
softest, i.e., they incur the least ascent in energy for a given size of
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Figure 8. Conservation of the lowest frequency modes of motion among the AAK family members. Correlation cosines between the ten
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Methods

The protein structure is represented as an ENM. The
coordinates in the native structure are assumed to define the
equilibrium positions of network nodes/residues. Pairs of nodes
within a cutoff distance are coupled by elastic springs. Although
the inter-residue interactions are non-specific, the collective
dynamics of the protein in the low frequency regime is primarily
and robustly determined by the overall fold [17,46,47], which
permits us to explore the cooperative motions of NAGK using
ENMs. Different ENMs have been developed [23,48-51], and
Phillips and co-workers [52] demonstrated that these provide a
consistent description of the lowest-frequency modes. Here we
adopt the GNM [51,53] and the ANM [23].

Gaussian Network Model (GNM)
The GNM potential depends on the vectorial distance between
each pair of nodes as

.~ N
Voam = %z L [(Rij . RZ) . (Rij - Rg)}
ij

where N is the total number of residues, ¥ the uniform force
constant for all springs in the network, I'; is the if" clement of the
NxN Kirchhoff matrix T' that defines the connectivity of the
network, equal to —1 if residues ¢ and j are within a cutoff distance
R., zero otherwise, R; and Rﬁ” are the instantaneous and
equilibrium distance vectors between residues ¢ and j, residue
positions being identified by those of their a-carbons in the PDB
files. The GNM approach allows for decomposing the dynamics of
the protein into a set of normal modes of motion upon eigenvalue
decomposition of I'. The contribution of the £ mode to the MSF
of residue i is expressed as

(1

3kpgT
v

[(ar)?| == [n )] 2)
where Ay and . are the " eigenvalue and eigenvector of T,
respectively; (2); designates the mobility of residue 7 along the 4™
mode. The low-frequency modes usually have the highest degree
of collectivity, and they make the largest contribution to the
observed MSFs

~ 3keT
v

5 PR 2
ARy = 3 [(ar)] L B E)
k=1

where the summation is performed over all non-zero modes
and [['], designates the i diagonal element of the inverse
of T. Therefore, the lowest frequency modes usually provide
insights into  the cooperative motions involved in  biological
function [22].

GNM provides information on the relative sizes of residue
motions in different modes (equation (2)), the MSFs of individual
residues (equation (3)), or their cross-correlations

{AR;-AR;} = (4)

(obtained by rewriting equation (3) for pairs of residues i and j), as
but not on their directionality; the fluctuations are implicitly
assumed to be isotropic. The 3D characterization of the normal
modes is provided by the ANM.
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Anisotropic Network Model (ANM)
The ANM potential is a function of the scalar distance between
the interacting pair of nodes and is given by [23]

N
Vann =1 (IR~ IR)P) (5)

0

Both GNM and ANM penalize inter-residue distance changes, but
GNM also takes into account the orientational change of the inter-
residue vector, which leads to better agreement with experimental
B-factors [54]. NMA is carried out using the 3Vx3N Hessian
matrix H derived from the ANM potential. The diagonalization of
H yields 3N-6 non-zero modes (as opposed to N-1 in the GNM). A
given ANM mode (cigenvector) thus contains information on the
x-,y- and z-components of the motion undergone by each residue,
thus describing the spatial directionalities of the collective motions.

Generation of large-amplitude conformational changes

ANM modes can be used to generate alternative conformations
sampled along most easily accessible (lowest frequency) mode
directions. Due to the harmonic character of the potential, two sets
of conformers are obtained for a given mode £

[R(is)]k=kﬂi5k}»;|"2"fNM (6)
where &, and II{?NM are the eigenvalue and eigenvector for mode &
respectively, R’ is the 3MN-dimensional vector representing the
initial coordinates and s; is a parameter that scales the amplitude
of the deformation induced by mode £ No sidechain atomic
coordinates are included in the ANM calculations. An all-atom
model for the deformed structure is generated by displacing the
backbone and side chain atoms of each residue along the mode
component of the corresponding C:*-atom and subsequent energy
minimization. Such energy minimization performed with Gro-
macs [53] was verified to involve negligible conformational change
in the backbone.

Comparison of experimental conformational changes
with ANM modes

The degree of similarity between a conformational change Ar
observed by crystallography and the theoretically predicted
direction of the & mode can be quantified with the correlation
cosine, cos{Ar-uf™). Here Ar refers to the 3N-dimensional
difference vector between the a-carbon coordinates of the open
form and closed form of NAGK, for example, after optimal
superimposition of the two structures to eliminate the external
degrees of freedom. The cumulative overlap between the
experimentally observed deformation A» and that accounted for
by a subset of m modes (m < 3N-6) is given by a summation of
squared correlation cosines as

[CO(m)) = z“: cos® (drup™™) (7
k=1

The summation of the squared cosies over all 3A-6 nonzero
modes is identically equal to unity as the eigenvectors form a
complete orthonormal basis set in the 3N-6 dimensional space of
internal conformational changes. In the absence of correlation
between Ar and lthM, the average correlation cosine squared
contributed by mode £ will thus be 1/(3N-6). Note the strong
departure from this random behaviour in Figure 4.
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Results

Communication propensities. Hitting times and relation
to collective dynamics

Inter-residue communication has been suggested as an essential
mechanism in the allosteric regulation of protein function and
enzymatic catalysis [56], and explored in diverse computational
studies [57-59]. A network-based Markov model has been recently
developed [40,60], which reconciles the NMA-based predictions
on allosteric changes in conformations (global modes) with the
shortest path(s) analyses based on graph theoretical methods [28].
We use this method to identify communication paths. The
interactions between residue pairs are defined therein by the
affinity mawix A. The elements of this matrix are defined as [60]
a;; = Ny/(N; Nj) * where N;; is the number of atom-atom contacts
between residues # and j, based on a threshold distance of 4 A, and
N;,Nj are the number of heavy atoms of both residues. A is related
to the Kirchhoff matrix T'yy (same as GNM T, except for the
adoption of aflinities, instead of y, for the weights of the edges) as
I'mv=D—-A, where D is the diagonal matrix of elements
di= Z}il aji. In the simplified case where a;=1 for all Ry<R,,
I'y reduces to the GNM I'. The network communication is

controlled by the Markov transition matrix M= {m;}, where
m;= ay/ d; represents the conditional probability of transmitting a
signal from residue j to residue i in one time step [60]. We define
—log(m;) as the ‘distance’ between two residues, in terms of
communication, and the maximum-likelihood paths associated
with each residue pair are evaluated using the Dijkstra’s algorithm
[60]. This permits us to evaluate a basic communication property:
hitting time Hj; as the average path length for the passage of
signals from node 7 to node j [40]. Hj; can be expressed in terms of
the elements of T (or [‘l—\]!) as [10]

N
Hﬁ:Z(rki'frJi‘7rkj'+rjj')dk (8)

k=1

Given that the elements of T~ " scale with the MSFs of residues
(diagonal elements) or the cross-correlations between residue
fluctuations (off-diagonal elements), the above equation establishes
the link between the signal transduction properties of the protein
and its collective dynamics [10]. Note that the commute time
t;; = Hjj + Hj; assumes an even simpler form, using equation (8)
twice, i.e.,

N N
= (Edk ) (ri'-2r; ' +r5) = (de )<(Am,-)2> O
k=1 k=1

This equation simply states that the communication between two
residues takes longer if their inter-residue distances have higher
fluctuations [40]. The inter-residue distances, in turn, are readily
evaluated from the difference <(AR,,)2> = <(AR)"> + <(ARJ)"’>
—2 <(AR, * AR>, where the respective terms are evaluated using
the equations (3) and (4).

NMA of a subsystem coupled to a dynamic environment
If the dynamics of a part of the protein (subsystem, S) in the

presence of an environment (E) is of interest, a useful approach is
to partition the Hessian into four submatrices [43]:

Hsg )
H- (
Hee

where Hgg is the matrix referring to the subsystem, Hgp to that

Hss

His (10)
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associated with the interactions within the environment and Hgj
(and Hgg) to those coupling the subsystem to the environment. An
effective Hessian for the subsystem Hg{ can be constructed from

these elements as

HEY = Hss — Hsp Hyp His (11)
The NMA of Hi';r effectively deseribes the collective dynamics of
the subsystem in the presence of coupling to the environment. This
approach proved useful in determining the allosteric potential
of residues [61] or the location of transition states of chemical
reactions by defining a reduced potential energy surface [62].

The above method has been used for evaluating the overlap
between the collective modes of different family members in
different environments. The cumulative overlap (expressed in
terms of percentage in Table 1) between subsets of modes is
evaluated using equation (7) where a double summation over the
particular subsets of modes of interest, e.g. top ranking 10 modes
of the two systems.

All figures depicting molecular structures have been generated
with the VMD visualization software [63].

Supporting Information

Figure S1 Representation of the movement undergone by
EcNAGK in ANM modes 1,3 and 5. Ribbon diagrams represent
deformed conformations generated using Eq 5. Different perspec-
tives of the enzyme (see rotation of the reference axes) have been
displayed to highlight the main deformation of each mode: front
view (mode 1), lateral view (mode 3) and bottom view (mode 5). C
and N domains are colored in red and blue respectively.

Found at: doi:10.1371/journal.pcbi.1000738.s001 (3.62 MB TIF)

Figure $2 Movement of active site residues between open and
closed conformers along the 3rd ANM mode accessible to the
open form. The position of these residues in different conforma-
tions is shown: open conformation (yellow), intermediate positions
(green and blue) and closed conformation (atom-colored). (A)
Color-coded ribbon diagram for motions along the 3rd mode
(generated with the ANM web server[1] and Pymol[2]). (B)
Movement of catalytic residues with respect to the ATP analogue.
(C) Movement of ATP binding residues with respect to the
nucleotide. (D) Movement of NAG binding residues with respect
to NAG. 1. Eyal E, Yang LW, Bahar I (2006) Anisotropic network
model: systematic evaluation and a new web interface. Bioinfor-
matics 22: 2619-2627. 2. DeLano WL (2002) The PyMOL
Molecular Graphics System. San Carlos, CA: DeLano Scientific.
Found at: doi:10.1371/journal.pcbi. 1000738.5002 (2.06 MB TIF)

Figure 83 Movement of NAG binding residues between open and
closed conformers along the 5th ANM mode accessible to the open
form. (A) The position of these residues in different conformations is
shown: open conformation (yellow), intermediate positions (green
and blue) and closed conformation (atom-colored). (B) Schematic
representation of the conformational change of the hydrophobic
pocket at the NAG binding site along the 5th ANM mode. Red dots
show the interaction sites between NAG and residues R66 and 158.
Residues R66 and L65 move concertedly toward the interaction site
of N158, which fixes the size of the hydrophobic pocket.

Found at: doi:10.1371/journal.pcbi. 1000738.5003 (0.64 MB TIF)
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4.2.2. Oligomerization effecs on large-amplitude dynamics

A similar approach to that used for comparing low-frequency modes in the previous study
was adopted to analyze the effects of oligomerization on the dynamics of AAK members,
which exhibit different oligomeric states (dimeric and hexameric). This study showed how
the oligomerization confers new cooperative modes of motion that exploit the intrinsic
dynamics of the subunits and shed light into the allosteric regulation of hexameric NAGK

and UMPK.

By comparing the low-frequency modes of the component subunits of £eNAGK, CK and
hexameric NAGK with those of the oligomer, we found that large-amplicude motions
intrinsically accessible by the subunits are preserved in the oligomeric state in a high
extent. Furthermore, new cooperative modes provided by the design of the interface
between subunits are found in the oligomer In particular, the conformational change
associated to the allosteric regulation of hexameric NAGK, which involves rigid-body
motions of the dimeric subunits, is determined by the structure of the interface between

the EcNAGK-like dimers that build the hexamer.

Another case of interest was that of UMPK (hexamer) which presents an assembly of the
dimeric subunits that is strikingly different to that present in the rest of the AAK family.
By studying the low-frequency modes of the dimeric subunit we found that the unique
interface displayed by UMPK allows rigid-body motions of the monomeric subunits,
which are not allowed by the £eNAGK-like dimeric arquitecture and have been observed
to be involved in the allosteric regulation of the enzyme.

A detailed presentation of the results and methodologies used in this study can be found

in the article: Changes in dynamics upon oligomerization regulate substrate binding and
allostery in Amino Acid Kinase family members (2011) PLoS Comput. Biol., 7: €1002201.
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Abstract

Oligomerization is a functional requirement for many proteins, The interfacial interactions and the overall packing geometry
of the individual monamers are viewed as determinants of the thermodynamic stability and aBosteric regulation
of oligomers. The present study focuses on the role of the interfacial interactions and overall contact topology in the
dynamic features acquired in the oligomeric state. To this aim, the collective dynamics of enzymes belonging to the aming
acid kinase family bath in dimeric and hexameric farms are examined by means of an elastic nerwork model, and the softest
collective motions (ie., lowest frequency or global modes of maotions) favored by the overall architecture are analyzed,
Notably, the lowest-frequency modes accessible to the individual subunits in the absence of multimerization are conserved
to a large extent in the oligomer, suggesting that the oligomer takes advantage of the Intrinsic dynamics of the individual
monomers, At the same time, oligomerization stiffens the interfacial regions of the monomers and confers new cooperative
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the allosteric regulation of UMP kinases. It also highlights the significance of the particular quaternary design in selectively
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determining the oligomer dynamics congruent with required ligand-binding and allosteric activities.
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Introduction

The hiodogicul function of proteine i isaally enalded by iheir
tyviaamdes wder native state conditions, whichy, o nen, B encoded
by their Jechmensional (3¥) srechee. Unraveling this finctional
coule b been the gim of many experinsental and theoretical

studies [1-9). In paaticnbar the slow conformational dymamics of

proteinms i the micro-ao-nilliseconds dme scale las been pomted
out b be cowsistent wanh the chamges m anete o dlrirsing
sulwnn msweneents observed berweorn the substrae-bommd aml -
unbousd fonns of enevies [47,10], and potentially i the
cotalyiic mrmover mtes of eevees [1-14], The quaternary
stmicinire of oligoneric proteins adds another Taver of complexiey
b this cixle an the aseembly of e wlnodts cntails ackliomal
coimstraings whide possiily inducig new types of collectnoe mothonm
I'he sirvciural biermchy i oligmers isldeod gives rise 1o a wide
diversity of dynamical evemis |15]. For imstance, in allosacric
proteins, soch s the parmbfigmnatic hemoghebsin [16,17], the
couplmg between the internal dynamics of the sabunite aml the
urinase  abdliny  of |.|.:|i|-; of  dimers w0 wndergo conoemed
rensrierdations with mespect o cach other underlies the coigeeraive
response 00 ggamd binding | 1E-20], Anabysing the sl confor-
mational dymamics s emerges @ 4 cmcial sep owands
undersianding the struchere-function code in oligomeric proteins.

'@3 PLoS Computational Biclogy | www.ploscompbiol ong

Twn classacal models have been hroadly wsed i the et o
1'|1|.r|'|m-r the conformaonal  changes  olserved g Iigzamd
tading: the Koshlowd-Nénwiln-Filner (KNF) pooade] [21] where
the ligand Cinduces’ 5 condormational change i the allosoerse
prvitein, in line with the classical induced i model, and the
Monod-\Wyrnan-Changrus (MW medel [22] wherne the bigaod
selects from amongs those pre-exitimg confonnen: aceessible by
the b dhnombes of the A1 sirocture. e former b osoally @
steprwine process, while the latter i allor-none. The experimen-
tally observed  structerml  changes mEpear o pesult froem o
weumbiination ol intrimsic and indsced eflecie the inrsic dhyrumies
of e prrotein prior 4o sabstrace: hinding 5 cssendial w0 enaliling
coaperative changes in suoctare, while fisduced mothons, wsially
more bcalized, help opaunioe and stabilies the bouml conformcns
[4.23]

Pramedin-prowein mterfisees are wsdally chassererized Iny their siee,
slape complementarity and hydropholsicity [24,25] The dynam-
o an the bierfacial pesicdues are wssally givens Liode pienthon,
although the Rmctional significame of the anciural changes
wiggered by complex formation o ollgenenizaigon i widely
recogrized, The interface between sulmiits olien plays a key mole
in mediating the Jl'th'il.'!. ol each monomere sbonn ii.'rl Prodean-
||||-n|rih AN T |mf|.'igk‘_ piid oy thermmoddynzmie aabiley so
the Fobided saie of the subunin mthe complex (or assembly), ba
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enables ligand-binding and allostenic reguiation functions.

alas a ew spectrum of collective pustions. Funbermore, the
oligomerie arrsngemend. ponvides an elficient means of conmae-
nication that may molulate allodenie regulation [19), The presem
sucly Tocuses om the following speestions: (1] I the intrasic
dymamics of the compement subunin mosdified by e aligomen-
zation process, and if so, in which ways? (2) What is the role of
interfacial interactions and overall contact topology in  the
functional dynamics of the oligomer and, in particular, in signal
transduction or allosteric communication?

The effect of multimerization on protein dynamics is investi-
gated here in the context of the Amino Acid Kinase (AAK) family
of enzymes. Members of this family have different degrees of
oligomerization (Figure 1). Rubio and co-workers have signifi-
cantly contributed to our current knowledge of this family of
enzymes: they have resolved the X-ray structures of most family
members [26-33] and suggested a shared mechanism of action on
the basis of their sequence and folding similarities [28]. This
mechanism was elucidated by our recent computational study of
the softest modes of motion intrinsically accessible to different
members of the AAK family of proteins [34].

The most exhaustively studied member of the AAK family is N
acetyl-L-glutamate kinase (NAGK) (Figure 1A). NAGK phosphor-
ylates the amino acid N-acetyl-L-glutamate (NAG) in the bacterial
route of arginine biosynthesis. In many organisms, NAG
phosphorylation is the controlling step of the route, as NAGK is
feedback inhibited by the end product arginine. Rubio and co-
workers [30] characterized the structures of two hexameric
NAGKs (from Themmologa martima (Figure 1B) and Pseudomonas
aeruginosa) that are cooperatively inhibited by arginine [35]. In
Escherichia colt, NAGK (EcNAGK) is homodimeric and arginine-
insensitive (Figure 1A). Indeed, several studies have proven that
the hexameric arrangement is a requirement for the cooperative
inhibition by arginine [30,36]. The distinctive [eature of this
biosynthetic route in bacteria is that it produces N-acetylated
intermediates, in contrast to mammals that yield non-acetylated
intermediates. This turns NAGK into a potential target for
antibacterial drugs by selective inhibition. Another member of the

'-:@,‘- PLoS Computational Biology | www.ploscompbiol.org
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AAK Tamily b cartsamaie kinase (O Figure 10 CK eatalyses
the Formeation of ATP lnom AP and carbamon] plasgprhace (C1% o
precursar of argimine and pyrimidine bases), and undergoes o
wishstannial change in its sAnschre s wubwiraie hinding |‘1-?| A
ihired memibser is e hesamerse LM Kinase (LNTPR) (Figue TDY
UMPE catabyees the reaction AT + UNEP = ADP + LU 0
vickd ursdine diplaosphare (LD, I i imvoboed i the: multistep
synthesis of LTF, being regulated by the allosteric activator GTH
and inhibaed by LT itsell Dis monomer Told is very similar (o the
st of fumily meembeers, but presenis o serikinghy dilferent sssembly
of thit silsmpdts thit Daas not been exgladined s far

Notably, while the AAK By membens do s exia in
muonoimerse Form, they share the same monomerse fold. This
wnanimondy shured monomers: fobd b aalsilieed by oligomerination.
The selection of a common mswemeric Tbd o dilferen oligomen
singgesis  ilal thui Fu.n:iulldl arcldiec e sy strucTares
encoded dymamic features than are explo@iod Ree eeeymatie aciiviy
in oligomeric state. It b csseiial o anabyee what the intrin
shynumis ol the monomens: writs are, and o whsl cxien, i any,
they are mamtaimed in the oligomerie state, or how they ae
womigded] to, or coanplement, the dynamics o the bisdogically st
(oligomeric] state.  Cabeulations are s pedormed  for e
mononerse fuld alone as well s the monomer i the context of
whlferent oligomers staies, and the intc oligamers, As will be
alwnwn below, the aligommers o mamain some mdrinse dynomi
Fewiures o the monomerse units, while e diflleren pssembily
gromcires of the mopomen give rise 1o global motions uniguely
elimed lor the particular oligoeerieation sates. The aeetlisd of
analyss [lrﬁrmrﬂ here w .u“iu'.u.llh' b any. protein ihai luncisans
in different multimenic states. The effea ol oligomerzation on the
thmamies ol the component sbunits can be experimmentally
cxiimined  prondded that the proicin exints i mononeric aawl
different oligomeric states, which, in turn, may be controlled by
environmental conditions [38] and few mutations at the protein
surface [39]. However, such studies may be challenging in
practice, and a computational examination emerges as an
alternative promising tool.

The most collective movements of biomolecular systems, also
called the global modes of motions, can be determined using Elastic
Network Models (ENMs) in conjunction with  Normal Mode
Analysis (NMA) at very low computational cost. A wealth of
studies have shown the robustness of the global modes predicted
by the ENMs (e.g., by the anisotropic network model, ANM
[40,41]) and their close relevance to experimentally observed
structural transitions related to ligand binding [4-6,10,18,41-46],
or to the essential modes extracted from converged molecular
dynamics (MD) simulations [47-49]. The global modes are the
low-frequency modes extracted from NMA, also referred to as slow
modes. They correspond to large-amplitude motions taking place
at long timescales (e.g. microseconds to milliseconds); and they are
also called soff modes due to their lower energy cost associated with
a given level of fluctuation away from the equilibrium state,
compared to other modes. Given their robustness and efficiency,
ENMs are uniquely suited for exploring the collective motions and
allostery in oligomers. Previous such studies have highlighted the
significance of multimeric arrangement in defining the collective
dynamics [50-54].

The present study adds new evidences to the role played by
multimerization in defining functional dynamics. First, we contrast
the low-frequency modes favoured by the ZENAGK and PCK
monomers to those preferentially selected by the corresponding
dimers. Secondly, the modes of the monomeric and dimeric
components of hexameric TmNAGK are compared to those
collectively accessible in the hexameric form. Third, a detailed
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Figure 1, AAK family 4 in the |

(EcUMPK)

stundy. [(A) MAGK from Ficherichio cod {EcMAGKL (B) NAGK from Thermotoga mantime

(TrMAGK], 1] CX froen Pyrococcus furioms (PACKD, (00 UMPY from Escherichio coll (ECUMPE]L, Panels A, B and C show the ATP binding domains in green
and M domaing in yeliow. The NAG-binding sites in EEMAGE (13-4 hairpin} and the CK-binding site In ATE [protruding wubdomain (PS5 composed of
thie strand (V5. hedix D and haipin j6-[I7] ane colared orange. The B helices of these two enrymes build part of the inensubun surfsce and are very
ciose 1o the N-domain binding sites. The N-terminal helioes of TmNAGE (red] interlink three EcNAGK-like dimer {delimited by dotted lines). Tha

L

enryme is mdeed regarded a a trimer of BeMAGKde dimers. The UMPE i coloned by chaine. o helices indicated in parels A and D

highlight the difference in the assembly of the monomeric subunits bitween the two Mruciures.

dhai: 10,137 fjournal pebd 10022019001

analysis of the wliest pwsbes accessibile 1o e ELUMPR dimens
foem s preesenied o shed Bl ome the mole played by dilferen
dlimerie pusemblies Gaoel in e AAK Tamily in selecting the
Tumctbonal motions of the Gamily member. Cherall, the dilferem
dhenbginn o inberfages ani nsscmldy gromwetries olscrved ang ilie
members of the AAK family are shown to practically define the
oillective modes that wre being exploiied by the oligomens for
achieviig thelr panicula activities, nclisding slwirae. binding
and allimteric regulatiom

Results/Discussion

Soft modes intrinsically accessible to the monomer are
selectively utilized or obstructed in compliance with the
specific substrate-binding properties of the dimer:
EcNAGK vs PACK

Huw' ahoes the iatrinsie dynamics of te oot siiboanss
allexct the olsgrumerization S 6 P prsa? T whint extent the

). PLos Computational Blology | www ploscomgpbiolorg

intriie dymamics of the mopenens paevall in il oliganens? O
1o wluar exiend they ae pertarbed by odigomenisation® To analyse
iese psues, we have first compared the bas-frequency ANM
maodes of the dimerc PUK and ENAGK with those of thein
respertive monomers. The v cneyimes exlibiz chme struciural
simatfarities (Figure 20 Their sequiener adentity s 24%, and iheie
ATP-babing site and catalyiie sites exhilst similar structural
lempures. | [Ece, our pln'in.u.u Hllrlp-.l.”.ll"l.l' anplyse ol their
oallective dynanvics sliosed e the slovest theee ANM modes,
which cuentially nwsbudate 1he openig/chosre of the AT
hinding site, are commonly shared between these two enaymes;
4:u:|.1lu'!. wiekl an m:'l'l,.lp il L 75 wiih ilee t\.p'nnu‘uuuu oyl
recomifiguration from open o clised saie of NAGE [34)

The wam strouctural difference between YUK and ENAGK,
anty the otler lanel, resibes o their amano acid sulstrae besding
witer, anal here wie focns om Uhe sadiest mosbes thas cosinl those sives
In ENAGK, the B3 hu.irpdll serves as il Wl off the MAG
lrindieg soie and mnedinks  Delioes B and ., which are kev
componeni of e imerface (Figure 1AE in UK (Figure 1G], a
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Figure 2. Dynamibcs of the

Dfgomerization Effects on Protein Dynamics

EcNAGK

(Mode 4, asym)

sites on PCK and FeMAGH, Panels A and C aee battoem and eteral views of PICK. Panels B and D

are bottam and lateral views of EcNAGI Each panel shows different conformations (in yeliow, ormnge and ned) along a given mode (the number and

the: symmetry are

specified in parenthesi), The structural elernents invabved in substrate-binding are highSighted by the brighter colars: PS in PICK

and the (13- haimpin (k) in EoNAGIL In PCK, helix B (green] and B10-[11 halmén jcyan) are ey structural elements ot the dimer interface. In
EcMAGK, helix 8, which is connected to the [i3-{4 hairpan, is also highlighted. Geeen and blue srrown indicate the mechanisms of the modes that
Induce avyrmmetrc and symmetric opening/tioture 81 the subsirate-tinding e, respectively. In panels A and C, the green srows thow that the
comespanding asymmetric movements of PSs are also allowed (4™ made), In paned B, the black ellipse displayed at the interface shows the ads of
rotticn (z-axisl, normal to the plane of The figure. The blue srows in panel D show that the opposite movement of [13-{4 hairpin 1s not sliowed due

1o the steric chashes. For better visualization of these modes see Videos 51, 52, 53 and 54,

ot 10,1371 fournal pebl. 1002201 .g002

subdoinain protruding away o tee interface serves as the Bl of
the CGP buabing site. This subslossain (175 i formed by e strand
P4, Belix 21> and haispin 3617, Both lids exhibit significan
coformational changes closcly fnked b sulstrate bimling,
shiemam by e erymalbisgraphic studies perfisrmmed by Rubao and co-
workers |27, 32]. Amoaig the ANM moabes that alfect the substrate-
bincling sites, those sinmdtancousdy leading 1o clowre fopening of
the  substrote-bincdimg site i both  subupits will e called
wymtnseiracal imeches, sl others, asynmetrical (Figise 20

Description of the modes

In ENAGK, the syminerdcal ogeeningchisare of the sub-
strate-hinling sites i enabled by the 3 mode {red armons in
Figures 2B and 20, see Video 51}, whereas the corresponding
asymmetrical mition takes plice i the A" (green arvows) miode
(Widdeo 520 Note that oner peesious work [34)] showed thar ANM
e 13 were inrumental in sceomimoilating the serociural
changes an the ATP-binding site, ot had practically no effect on
the MAG-hinding site. This nicely lluarates how the smayme
takes aebvamtage of diffesent pypes of motions socessible e s

@ PLoS Computational Biology | wew ploscompbiol org

dative sructure [or achioving  dilferemt ivpes of fancteonal
motions. In mode 3, the two B34 hairpios (Figue 1AL the
hics of the NAG-bindimg sives, wndergo an almost rigid-body
rolathon alwt the dyadic (2-) axi of the maleoule while the ATP
binding donmim underge wnaller but coupled anticorreated
rotations. (n the by hand, e wymmetrical mision (mode )
mlisces a translation along the ¢ axds in both Bds, abomg with the
Cterminal part of the two helioes B which are connected 1o the
fics. Mo symmeetrie opening/closing of the lids i observed shbom
the p-axis because these manements would be prohilsitee) by steric
clasles benaren the ton Bebelioes (hlue wmns i Figuse 20),
Rotational motiom about the #-axis, on the other hand, arc
fovored by the overall architecture of the  dimeric cnayme,
Tisdeesl, ght interfacial interacion bevween e two Behelioes s
cotisidered v be a key eboment for the stability of the dimmer [28].
The titerfacial regeon this coincides with the central hinge site
that mediaies ithe opening/chming of the two. mouomens, This
eximplde  emphasiaes the elfeet of ier-alnnlt sarfsce and
topalogy on the character of the moverments albnved/ prohilsived,
o selectied, mothe aligomer,
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As to PICK, the two substrate-binding subdomains are able to
undergo both symmetric (1" and 3™ mode; see Video S3) and
asymmelric H"' mode; see Video S4) motions because these two
subdomains protrude away from the interface and their rotational
rigid-body motions are not constrained by potential clashes
between the adjacent B-helices. Indeed, the motion is parallel,
rather than normal, to the plane defined by the two B-helices, and
the two B-helices remain tightly packed and almost immobile in
these modes. Notably, the global fluctuations of two PSs on PJCK
dimer appear to modulate the access to the substrate-binding sites,
suggesting a role in mediating substrate-binding.

Comparison between the monomer and dimer dynamics

The selection of particular modes by EeNAGK for achieving its
specific functions (e.g., modes | and 3 enabling ATP-binding; and
mode 5, substrate binding) [34] raises the following question: is the
rotation of the hairpins an acquired mode of motion originating
from the topology of the dimer interface and not accessible to the
is it an intrinsic dynamical ability of the monomer
T'o address this issue,

monomer? Or
that is conserved and exploited in the dimer?
we compared the modes obtained for the isolated monomer with

those of the monomer in the dimer, using the subsystem/
environment coupling method described in the Methods. The
monomer is the subgystem, and the second monomer stands for the
environment in this case. For the sake of clarity, herein the modes
that include the coupling to the environment are indicated with a
" refers to the behaviour of the

superscript, i.e., monomer
monomer within the dimer.

The results are presented in Figure 3 (and Supplementary
Tables S1 and 82). Therein the overlaps between the eight lowest-
frequency modes accessible to the monomer in the isolated state
(y-2 and within the dimer (x-axis) are displayed for ENAGK
panel A and UK (pancl B, and Tables S1 and 52 the
Ihe asri

corregemneding values e=te] eniines along the diag

EcNAGK monomer 9™ modas
1 2 3 4 S 6 1 8

EcNAGK monomer modes
PICK monomer modes

Oligomerization Effects on Protein Dynamics

in panel A demonstrate that the modes intrinsically accessible to
the EeNAGK are closcly maintained in the dimeric enzyme.
Notably, both the order of the modes (i.e., their relative frequency
and size, as defined by the respective eigenvalues), and their shapes
are closely conserved.

The picture is different in the case of the PCK dimer (panel B).
While in £NAGK all of the top-ranking seven modes are
maintained with an overlap of 0.70 or above, in PACK significantly
fewer global modes favored by the isolated monomer are
maintained, and with a weaker correlation and reordering of the
modes. Thus, the P/CK monomer dynamics is strongly affected by
dimerization. Examination of the individual modes showed that
the monomer modes that induce high fluctuations at particular
secondary structural elements such as the helix B and the B10-p11
hairpin (shown in cyan in Figures 2A and C) are practically absent
in the dimer. As shown in Figure 2 these are key elements at the
intersubunit interface, and dimerization imposes high constraints
quenching their motion. The intersubunit surface of PCK
(2453 A7) [27] is remarkably bigger than that of ENAGK
(1279 [28]. This higher surface area, and ensuing closer
association of the two monomers, may be partly responsible for the
larger perturbation of the intrinsic dynamics of the monomer upon
dimerization in PfCK, compared to E:NAGK.

Figure 2 and videos 83 and S4 in the Supporting Information
demonstrate that the global motions preferentally undergone by the
two PSsin the /CK dimer induce conformational changes near the
substrate-binding site; and Figure 3 shows that the global dimer
dynamics departs from that of the isolated monomers. So,
dimerization promotes in this case collective motions that affect
substrate recognition and/or binding. The PS has been proposed to
have evolved, together with the intersubunit interface, to play a key
role in the specificity of CK for its substrate carbamate, as opposed
tos more el lant analopues, e, poetate, hcadsimte or a iy -
sphute [37]. This conjecture ariginally nderved from ihe exo

10
PICK monomer 9 mades

i E) 4 3 L] [ a (R
=¥
] 08
0.7

4 0.6

- [+]
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Figure 3. Comparison of the global dynamics of ENAGH and PCK monomers in the dimer with those of the isolated monomaric
components. Cverlaps between the sight slowest modes of the monomers and dimers of [A) EENAGE and (B) PECE are shown in the heat map
Dimerization has minkmal effect on the intinikc global dynamics of EcNAGE, while that of PICE appears to be more strongly alfected, presismasbly due

10 ity ey intersuluni interface,
dot 10,1371 owmnal pebi. 10022019003
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o o erystial srictire aline b sipponcd by our examdination of
PR dynamdes. ANM global modes cleardy indbeare the alsiliny o
the "% 10 undengo movements towand ihe slstrate-baading sie,
ani the enhanced medwliey at ihis particalar regon many maleed
uniferlse the slapabdity of CK o bind i sbsirai

Conservation and creation of functional modes: the
hexameric TmMNAGK

I mext case we stundiced s the hexamerie foom of the NAGK
wna [ TNAGKL The higher degree
AMGER will peomit i io comtrast i

rieyrine (e The

ol maltimerizasinm L

thmamics of the whole aeaee with thse ol i dimeric amd

AT COEION

i the basis of the Xemav o rystallographis
hesamene arrangensent of TS ALK b consslered to e a raner
o ENAGR-lke dimers [30), berein called e A dinser (see
Figures 1B amd 4AL The wallobds are mierlsced by a
muohile M-termunal helix, nen presem nothe damene E05 Gk, and
g bk

s i leal

sricisre, e
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e results e presenied in the patsels B-F of Figure 4, In cach
rivedd mi the oligomcr

e, the vaxis refers 10 the modes ol

hewamer oF dimerl, aned the vsaxs refers e thise nrinsically
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s tdimers o o

arssalule

these olgomens, eg.. gl B coaniprrrs th
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the isolated AF dimer, indicating that multimerization does not
alter the global dynamics favored by the AF dimeric structure. In
other words, the 7mNAGK hexamer exploits the intrinsic
dynamics of the AF dimer; and likewise, the AB dimer takes
advantage of the structure-encoded dynamics of its monomers.
Notably, the top four modes are conserved in this case with a
correlation of more than 0.95. This is in agreement with the high
conservation of the monomer dynamics in the ZNAGK dimer, as
pointed out in Figure 3A, given the structural and dynamical
similarities [34] between the AB dimer and NAGK.

We now turn our attention to the 2" group. Here we sce the
dimer AB in the hexamer which is unable to sample several modes
that are accessible to the same dimer in isolation (panel B). Thus,
the environment provided by the hexamer constrains the intrinsic
dynamics of the AB dimer. Why is the AB dimer rigidified in the
hexamer? We note that in the hexamer, these EeNAGK-like (AB)
dimers make close, interlacing interactions with the adjacent dimer
by swapping their N-terminal helices and also making contacts
with the C-domain, i.c. the interactions of AB-type dimers with the
adjacent dimer through the AF interface impose topological
constraints that impair several modes in the hexamer (panel B).
Likewise, the monomer in the hexameric environment is more
restricted than the isolated monomer, such that many modes
accessible to the isolated monomer cannot be effectuated in the
hexamer (panel D). Given the different degree of conservation of
the dynamics of the AB and AF dimers within the hexamer (panels
B and E), we can add a complementary perspective to the
structural view of TmNAGK as a trimer of EeNAGK-like dimers,
The stronger conservation of the dynamics of the AF dimer
supports a dynamical view of TmNAGK as a trimer of AF-like
dimers.

Finally, it is worth pointing out that the surface arca of the AF
interface (1186 A?) is slightly smaller than that of the AB interface
(1381 A% [30]. This might suggest that the monomeric modes
would be more severely constrained in the AB dimer, but this does
not hold true as explained above. The small difference in the
surface area is therefore not sufficient to explain the observed
behavior. The major determinant of accessible global motions is
not the surface area but the topology of the interfacial contacts, or
the overall shape/architecture of the dimer. In the present case,
the overall architecture of the hexamer selectively hinders a
number of global modes accessible to the AB dimer, while those of
the AF dimer are mostly preserved. It is widely accepted that the
size of the interface is closely linked to the thermodynamic stability
of the oligomer [25,55]. The dynamics of the oligomer, on the
other hand, is suggested by the present analysis to be predomi-
nantly controlled by the quaternary arrangement and contact
topology of the subunits.

New modes of motion and cooperativity

The results discussed above focus on the preservation or the
obstruction of the global motions of the subunits upon oligomer-
ization. Nevertheless, in many cases, oligomeric proteins are
subject to cooperative processes that regulate the biological
activity. This raises the question whether such cooperative
processes are linked to new modes of motion unique to oligomeric
arrangement.

TmNAGK is cooperatively inhibited by arginine in contrast to
the dimeric £NAGK and PCK, which do not exhibit an
allosteric regulation. The available X-ray crystallographic struc-
ture of TmNAGK represents the T state of the enzyme, which is
bound to arginine. The apo form of the enzyme (R state) has not
been structurally resolved, but the X-ray structure of the same
enzyme from Pseudomonas aerugimosa (PaNAGK) serves as a suitable
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model for the R state on the basis of sequence and structural
similarities  [30]. Taking into account that the transition of
TmNAGK between the R and T states is intimately linked to its
allosteric regulation, those modes of motion that favor this
conformational change will be the most functional. Therefore,
the cumulative overlap of the lowest modes with the deformation
vector between the R and T states has been calculated. Given that
the T and R states correspond to proteins with different sequences,
we have structurally aligned the two structures with DALI [56]
and used the subsystem/environment coupling method (see
Methods) to compute the ANM modes of TmNAGK, considering
as subsystem those residues of TmNAGK structurally aligned to
PaNAGK. Likewise, the deformation vector was calculated for the
structurally aligned residues.

Strikingly, a single non-degenerate mode (6") accessible to
TmNAGK is found to describe 75% of the R&'T deformation (see
Figure 5D showing the cumulative overlap). A deeper analysis of
this mode can shed light on the structural origin of the
functionality of this enzyme. The aim is to ascertain whether this
mode arises from the intrinsic dynamics of the subunits or is
acquired in the hexameric state. Mode 6 is an expansion/
contraction of the ring, accompanied by cooperative rotational
and twisting motions of each monomer (see Video S5). The axis of
rotation goes through each AF interface (Figure 5A) and performs
an almost rigid rotation of the EeNAGK-like dimers (Figure 5C).
Residues close to these axes of rotation form minima in the mode
fluctuations profile (Figure 5B) and belong to the AF interface. The
axis involves a part of the N-terminal helix (6-20) of chains A and
F, where the two helices interact tightly. Indeed, this interface
stabilizes the hexameric arrangement and no NAGK dimer has
been structurally characterized with an AF-like interface. The AF
interface is unique to the hexameric arrangement.

As shown in Figure 4, the hexamer dynamics is affected by the
intrinsic dynamics of the component subunits. Therefore, mode 6
could be associated with particular global modes accessible to the
AB and/or AF dimers. We have examined the inter-residue
distance variations maps induced by the low-frequency modes of
the isolated AB and AF dimers to explore this possibility. AF dimer
proves to be the major source of the rigid body movements of
monomers observed in the hexamer (see Videos S6 and S7). The
distance variation maps of the 1" and 4" modes of the AF dimer
(Figure S1) illustrate that the internal motions within a given
subunit are negligible, but the relative movements between the two
subunits are significant. The AF interface, thus, emerges as a key
mechanical region that confers to the two linked subunits suitable
flexibility to undergo functional changes in their relative
orientations. This dynamic feature of the AF interface, whose size
is smaller than the AB interface, is in accord with Hubbard and
co-workers [57], who stated that those interfaces that are not
optimally packed may confer functional mobility to the oligomer.
This inherent dynamical ability of the AF interface is therefore
exploited in the hexameric arrangement to couple the rigid-body
movements of the subunits, complementing their intrinsic internal
dynamics.

Communication across the structure

The topology of the AF interface appears to be evolutionary
selected to provide two essential features for the functionality of
the enzyme: (1) flexibility to allow for the cooperative reorienta-
tions of the dimers, which is inextricably linked to allostery, and (2)
thermodynamic stability of the whole hexamer. Taking into
account the crucial role of the AF interface and with the aim of
providing further insights into the allosteric regulation of this
enzyme, we considered the maximum likelihood pathway (MLP)
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for each combination of pairs of residues (endpoints) belonging to
the respective chains A and F, and evaluated the fractional
occurrence of each residue in the ensemble of MLPs (see
Methods). Figure 6A displays the percent occurrence of each
residue, which also provides a measure of the relative allosteric
potential of the residues. Peaks are observed at K17, E18, F19,
Y20, K50 and Y51 (ribbon diagram color-coded from blue (peaks)
to red (minima) in Figure 6B). The significance of this first set in
allosteric  communication could be anticipated due to their
location at the tightest part of the AF interface and proximity to
the arginine inhibitor (Figure 6B). However, our approach helps to
identify other distal residues important for the communication,
which behave as hubs. In particular, K196 and 1162 channel most
of the pathways to the AF interface via interactions with F19 (and
the arginine inhibitor) and K50, respectively.

The communication across the AF interface can be summarized
namely by two symmetric pathways distinguished by the MLP
analysis: 1162, — K505,— Y51y,— K17 — El18p — F19; —
K196y and its counterpart 1162y —...— K196, (colored yellow
and green in Figure 6B). Aromatic residues tend to be favored at
protein interfaces [25], and in this case, F19 and Y20 play a
critical role. Not surprisingly, FI19 is highly conserved among
arginine-sensitive NAGKs [30] and, together with Y20 (violet in
Figure 6B), it establishes an efficient communication pathway of
the form F19/p5—= Y2004,/ Y2054 F195/a).

Differences in the dimer organization point to different
functional mechanisms: EcNAGK vs EcUMPK

The structure of the monomeric subunit of ENAGK is
preserved among all family members, but the assembly geometry
is less conserved. The arrangement of the monomeric subunits of
NAGKs and CKs is strikingly similar, as shown above, i has
significant  differences with the assembly o UMY Kinoses
Stracturally, UMPRs are wimsers of dimers b which the te
lelsors thai build the wienobung mrlsee of each dimer ae
parallel (Figure 70 and 13, whereas in NAGK (un] TR dwese
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helices at the interface make an angle of ~65 (Figure 7A and B).
To our knowledge, a clear functional reason for this difference in
monomer-monomer packing has not been reported so far.
Although this difference has been argued to be necessary for
hexameric assembly [58], there might be another functional
reason since TmNAGK is an example of a hexameric assembly
that selectively adapts the ENAGK-like dimer packing (AB
dimer). Here we compute the ANM modes of the UPMK dimer
from Escherichta Coli (EcUMPK) in order to examine whether such
a difference in packing geometry gives rise to significant changes in
the global dynamics.

The first mode of motion of the isolated £ZUMPK dimer entails
a rotational rigid-body movement with respect to an axis across
the aC helices (Figure 7, panels C and D, and Video S8). The
anticorrelated motion of both subunits leads to an opening/closure
movement of the whole dimer. This is in sharp contrast to the
ENAGK dimer dynamics, whose low-frequency modes do not
exhibit rigid-body movements of the subunits. Does this dynamic
feature of the fZUMPK dimer play a functional role?

Gilles and co-workers determined the X-ray crystal structure of
LEcUMPK complexed with GTP (PDB code 2VRY) [59], which is
an allosteric activator, and characterized a functional conforma-
tional change. They argued that GTP induces a rearrangement of
the quaternary structure that involves a rigid-body rotation of 11°
that opens the UMPK dimer. Strikingly, the first ANM mode
predicted for the UDP-bound dimer describes the structural
transition between the UDP- and GTP-bound forms. The overlap
is outstandingly high (0.78) (see Figure 8E for cumulative overlap).
Moreover, it is worth pointing out that we have checked that this
mode of motion is totally conserved in the hexamer (see Figure
52).

Why does the different assembly in the UMPK dimer give rise
i n nonmal meebe with o ngid-body charseier o prescnt in
FeNALGE? In UMK e jsierface between the monomers s
comstittedd mainly by vao Jong parallel heliees (202 able w0 baild g
rotathonal axds that promotes anom bl maothon ol both subsinis, In
contrasd, the crowsed ancentation of the helioes of NAGHR [—65

Figure 6. Communication pathways at the AF interface. (A Percentage of communication pathways in which a given residue s on-pathway,
{B] Color coded-ribbon diagram of the AF interface. The color code refiers to the panicipation of the redkdues in the located communicatson pathmays
{the participation increasss from red o bluel.The main communication pathways acroas the interface are colored in green, yellow and violet, and the

residiees on-pathway ane labeded
dol 101371 ournad pebi, 10022019006
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s suggests that the wnique dunerc assembly of UMPR gives
rise to a particular soft mode not present in other AAK family
members. This example further indicates that the design of the
interfacial contact topology and oligomerization geometry is
crucial in defining the functional mechanisms of oligomers.

Importance of spatial constraints in the allosteric
regulation of UMPK

In some cases, a single residue may significantly aflect the
contact topology at the interface and, thus, the allosteric
regulation. This has been explored in the context of the UMPK
analogue from Mycobacterium tuberculosis (MIUMPK), for which
crystallographic and site-directed mutagenesis studies have been
recently conducted [60]. The X-ray structure of M{UMPK bound
to G'TP shows striking similarities to £UMPK structure. Notably,
this similarity is extended to their global motions: the lowest
frequency ANM modes of the two structures exhibit an overlap of
0.97. Given that the global modes of motion are fully determined
by the overall shape of the protein, local perturbations are indeed
unlikely to affect the low-frequency modes.

Site-directed mutagenesis studies, on the other hand, show the
importance of some residues in both the activity and the
cooperativity of the enzyme. Among them, P139 was pointed
out to to be a key residue in the allosteric regulation of the enzyme.
P139 is located close to the trimeric interface where three GTP
molecules are bound. What is the dynamical role of this residue?
The mean-square fluctuations profile obtained with the ANM
shows that P139 occupies a position close to a local minimum (a
rigid part of the protein) (Figure 8A). Such regions usually play a
key mechanical role for mediating collective changes in structure,
and mutations at such positions may potentially affect the allosteric
dynamics of the protein.

@ PLoS Computational Biology | www.ploscompbiol.org
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We luve anabveed e EmpEITiance ol PP i medining e
alloserne commamication among subunits A, D sed F, which baild
one of the two ifmerie efaces where three G TP medecules ae
bound. We computed the communication pathways between GTP
binding residues (starting from subunit A and ending at subunits D
and F) and the percent contribution of each residue to MLPs, as
done for TmNAGK. Figure 8 shows the trimeric interface color-
coded according to the percent contribution in the same way as in
Figure 6B. We note that the participation of P139 (in yellow) to
these pathways is minimal (note the red color in the backbone), but
the adjacent residues Y137 and 1138 are important mediators of
inter-subunit communication via interactions with Q132.

This analysis suggests that the importance of P139 lies in
constraining the orientation of nearby residues Y137 and L138
involved in inter-subunit signal propagation. The fact that this
residue is highly restricted position in the global mode profile
emphasizes its role in constraining the neighboring residues in a
precise orientation pre-disposed to enable inter-subunit commu-
nication. The experimentally tested mutants (P139A, P139W and
PI139H) all showed a diminished allosteric regulation, but to
different extents [60]. Further simulations at atomic scale might
help explain the relative sizes of the effects induced by these
mutations, but this is beyond the scope of the present work. It
might be interesting to experimentally test the effect of mutations
at L18, Y137 and Q132 since these residues emerge here as key
clements enabling inter-subunit communication and they are
distinetly restricted in the collective dynamics (Figure 8A) despite
the relatively low packing density at the interface.

To summarize, the present study reveals several dynamic
features of oligomeric proteins by means of an ENM analysis of
family members with different degrees of oligomerization. A
common dynamic feature of the oligomers presented here is the
conservation of the inherent dynamics of their monomeric or
dimeric building blocks. The way these blocks are assembled in
different oligomers confers different types of collective mechanisms
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unique to particular oligomerization geometries, Here are the
main observations:

(1) The dimeric ZNAGK and PCK conserve to a high extent
those normal modes of the monomers which involve minimal
conformational rearrangements at the intersubunit interface.

=

The topology of the interface in PACK provides the protruding
subdomains of the component subunits with remarkably high
mobility, which apparently enhances the aflinity for binding
the carbamate substrate and for excluding other carbamate
analogues that are more abundant, as suggested by recent
experiments [37].

=

The TmNAGK hexamer has two different types of interfaces
(AB and AF) that provide different dynamic properties to the
hexamer. The AF interface provides the hexamer with the
ability to perform en bloc motions that cooperatively engage all
six subunits, in contrast to the AB interface that enjoys an
internal flexibility relevant to the opening of the substrate
binding site. The concerted movements of the six subunits
coupled to the internal motion of the subunits give rise to a
normal mode (mode 6, Figure 5) intimately linked to the
allosteric transition of the hexameric enzyme.

The ability of 7TmNAGK to enable allosteric signaling has
been studied by means of a Markov model of network
communication. The MLPs connecting residues of chains A
and F suggest that some residues of the interlaced N-terminal
helices, which build the AF interface (e.g., K17, E18, F19 and
Y20) are distinguished by their high allosteric potential.
Notably, these residues coincide with the key mechanical sites
(global hinges) that mediate the cooperative mode of motion.

i

The different assembly of the subunits in the ZUMPK dimer,
with respect to EeENAGK, gives rise to rigid-body movements
of the subunits that are necessary for the allosteric regulation
of EcUMPK. The mutual disposition of the two long helices
that build the interface in either enzyme proves to be crucial
for favoring functional dynamics. Interestingly, the experi-
mentally observed allosteric switch mechanism of UMPK is
closely reproduced by a single mode (ANM mode 1;
Figure 7E), in support of the functional significance of the
collective motions uniquely defined by the dimeric architec-
ture.

3

In parallel with the observations made for TmNAGK
allosteric communication, a series of residues highly restricted
in the collective dynamics of MIUMPK play a key role in
enabling intersubunit communication. P139 plays a structural
role by introducing backbone constraints that precisely
constrain nearby residues’ side chains in orientations pre-
disposed to optimal binding of GTP and inter-subunit
communication. The significance of P139 in enabling
allosteric communication is consistent with site-directed
mutagenesis data [60].

In summary, the oligomers in the examined AAK family appear
to selectively exploit the inherent dynamic abilities of its
components, on the one hand, and favor coupled movements of
intact subunits, on the other, to effectively sample cooperative
movements (soft modes) that enable motions required for substrate
binding and eflicient allosteric responses. The architecture of the
interfaces and the assembly geometry play an essential role in
defining the most easily accessible (or softest) modes of motion,
which in turn, are shown to be relevant to the functional
mechanisms  of the different oligomers, being presumably
optimized by evolutionary pressure.
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Methods

Anisotropic Network Model (ANM)

The low-frequency modes described by the NMA of different
ENM variants [40,61-64] have proven to be robustly determined
by the overall fold [7,65,66] and provide a consistent description of
the conformational space most easily accessible to the protein [67].
Among them, we use here the most broadly used model, the
anisotropic network model (ANM) [40,41]. In the ANM, the
network nodes are located at the C*-atoms’ positions, and pairs of
nodes within close proximity (a cutofl distance of 15 A, including
bonded or non-bonded pairs of amino acids [41]) are connected
by springs of uniform force constant y. The interaction potential of
the molecule is given by

Vo= 135 0

L

where M is the number of springs, and |R; \Rg-”l is the inter-
residue distance with respect to the equilibrium (crystal) structure.
The second derivatives of Vaxae with respect to residue
displacements yield the 3Nx3N Hessian matrix H, the eigenvalue
decomposition of which yields 3N-6 nonzero eigenvalues A, and
eigenvectors u; corresponding to the frequencies (squared) and
shapes of the normal modes of motion accessible to the examined
structure. Numbering of modes in this work starts from the first
mode with a nonzero eigenvalue.

The cross-correlation between the displacements of residues ¢
and j, contributed by mode £ scales as

(AR; . ARy o (ueat]) /s (2)

where the subscript j designates the element of the matrix in
square brackets. For i =j, equation (2) reduces to the square
displacement of residue 7 in mode £ Clearly, lower-frequency
modes (smaller /) drive larger-amplitude motions.

Generation of large-amplitude conformational changes
Conformations sampled upon moving along mode k are
generated using

—1
[R(z )], =R 4354, "u, 3)

where R” is the 3M\-dimensional vector representing the initial
coordinates of all residues and s is a parameter that rescales the
amplitude of the deformation induced by mode £ The movies S1-
S8 in the Supporting Information are generated using this
equation with a series of different s values for selected modes of
examined proteins.

Comparison of experimental conformational changes
with normal modes

The degree of overlap between a conformational change A»
observed by X-ray crystallography and the structural change
predicted by the ANM to take place along mode £ is quantified by
(dr - w)/ | Ar|. Here Aris the IN-dimensional difference vector
between the a-carbon coordinates of two different forms resolved
for the same protein under different conditions (e.g., substrate-
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bound and -unbound forms of enzymes, or inward-facing or
outward-facing forms of transporters). The cumulative overlap
CO(m) between Ar and the directions spanned by a subset of m
modes is calculated as

m

3 ((Ar- ) /|Ar)?

k=1

CO(m)= (4)

CO(m) sums up to unity for m=3N-6, as the eigenvectors form a
complete orthonormal set of basis vectors in the 3M-6 dimensional
space of internal conformational changes (see Figures 5D and 7E)

Subspace overlap

The similarity between the conformational spaces described by
two subsets of m and n modes, u; and v, evaluated for two different
systems can be quantified in terms of a double summation over
squared overlaps as in Eq. 4, among all mxn pairs of modes
(divided by m or n, depending on the reference set). The overlap
Ofuy,wy,) between the pairs of modes w; and », calculated for
different systems (e.g., Figure 3) is given by the inner product of the
eigenvectors, i.e.,

Olug,vy,) =ugvy

(5)

Note that Ouy,z;) is equal to the correlation cosine between the
two N-dimensional vectors, since the eigenvectors are normalized.

Distance variation maps

The change in a given inter-residue distance |H‘,!| induced by a
given mode k (4R;) p» is given by the projection of the
deformation induced by the # mode onto the normalized distance
vector, scaled by the inverse frequency,

i

%]

Here (ay); designates the i super element (a 3D vector) of ag, and

describes the relative displacement of the " residue (%=, y-, and z-
th - .

components) along the £ mode direction.

-1
(AR"I')& =57y 2 [(“k )i— (“k)i] ’ (6)

Communication pathways

Inter-residue communication has been suggested to play a key
role in allosteric regulation and enzymatic catalysis [68,69], and
has been the subject of many computational studies [48,70-72].
Here we use a Markov model of network communication [73,74]
to identify communication pathways. The interactions between
residue pairs connected in the ANM are defined by the affinity
matrix A, whose elements are a;=N;/(N; \’;)"” where Nj is the
number of atom-atom contacts between residues / and j based on a
cutoff’ distance of 4 A, and N; is the number of heavy atoms
belonging to residue 7. The density of contacts at cach node 7 is
given by d;= , @;j-The Markov transition matrix M= {m;},
where  mj; determines the conditional probability of
transmitting a signal from residue j to residue 7 in one time step
[73]. We define —log(m;) as the corresponding ‘distance’. The
maximum-likelihood paths (MLPs) for signal transfer between two
end points are evaluated using the Dijkstra’s algorithm [73]. In
order to identify the residues that play a key role in establishing the
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communication between pairs of subunits, we considered the
communication between all pairs of residues belonging to the two
subunits of interest. In the application to the communication
between the A and F subunits of 7TmNAGK (Figure 6), an
ensemble of NV =2827 combinations of residue pairs (endpoints)
have thus been considered (each chain consists of N=282
residues). For each pair, we evaluated the MLP and thus
determined the series of residues taking part in the MLP. To
quantify the contribution of a given residue to intersubunit
communication, we counted the occurrence of each residue in the
complete ensemble of MLPs. Figure 6, panel A displays the
resulting curve, peaks indicating the residues that make the largest
contribution.

NMA of a subsystem coupled to a dynamic environment
In many applications the dynamics of a part of the protein
(subsystemn, S) may be of interest in the context of its environment
(E). The Hessian of the whole system is conveniently partitioned
into four submatrices [75,76]:
Hgse )
Hee

( Hss
Hes

where Hgg is the Hessian submatrix for the subsystem, Hgg, is that
of the environment and Hgg (or Hgs) refers to the coupling
between the subsystem and the environment. Inasmuch as the
environment responds to the subsystem structural changes by
minimizing the total energy, the effective Hessian for the
subsystem H‘S"Sf coupled to the environment is

H= (7)

HEY = Hgs — Hse Hi Heg (8)

This approach has been advantageously employed in determining
potential allosteric sites [77] and locating transition states of
chemical reactions [78]. It will be used below in conjunction with
the ANM for assessing the effect of oligomerization on the
dynamics of monomeric and/or dimeric components (subsystem).

Structural data

We examined four enzymes belonging to the AAK family
(Figure 1): FeNAGK (dimer), 7TmNAGK (hexamer), PACK (dimer)
and FeUMPK (hexamer). To this aim, we use the X-ray structures
of EeNAGK in the open state (PDB code: 2WXB), the arginine-
bound 7mNAGK (PDB code: 2BTY), the ADP-bound P/CK (PDB
code: 1E19) and the UDP-bound EcUMPK (PDB code: 2BND).

All diagrams of molecular structures have been generated usi

VMD [79].

Supporting Information

Figure S1 Distance variation maps of the 1°* and 4"
modes of the AF dimer. Bluc positions indicate that the
distance between two residues decreases, and a red position that it
increases. If the inter-residue distances within a given subunit
remain constant, this indicates a rigid-body motion of the subunit.
See Videos S6 and S7 for better visualization of these two normal
modes.

(TIF)

Figure 82 Comparison of the global dynamics of the
dimeric component of EcUMPK in the hexamer with
that of the isolated dimeric component. Overlaps between
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the 20 slowest modes of the dimer and hexamer are labelled in the
heat map. The AB dimer is highlighted in the ribbon diagram of
EUMPK and the rest of the hexamer (the environment) is
shadowed. The structure is colored by chains. The first mode of
the dimer is expressed by two modes within the hexamer (the
overlap with hexameric modes 1 and 3 is 0.73 and 0.58,
respectively). The dynamic properties of the dimer are remarkably
well conserved in the hexamer as given by a subspace overlap of
0.95 of the 20 lowest-frequency modes.

(TIF)

Table S1 Overlap between the eight lowest frequency
modes of the isolated EcNAGK monomer and the

Oligomerization Effects on Protein Dynamics

Video S4 Asymmetric substrate binding mode of mo-
tion of dimeric PfCK (ANM mode 4).
(WMV)

Video S5 Allosteric mode of motion of hexameric
TmNAGK (ANM mode 6).
(WMV)

Video S6 Mode of motion of the isolated AF-type dimer
of TmNAGK (ANM mode 1).
(WMV)

Video S7 Mode of motion of the isolated AF-type dimer
of TmNAGK (ANM mode 4).

EcNAGK monomer within the dimmer. (WMV)
DOC
( ) Video S8 Allosteric mode of motion of the dimeric
Table $2 Overlap between the eight 1 freq y of EcUMPK (ANM mode 1).
des of the isolated and the PCK 1y,
monomer within the dimmer.
DOe) Acknowledgments

Video S1 Symmetric substrate binding mode of motion
of dimeric EcNAGK (ANM mode 5).

(WMV)

Video 82 Asymmetric substrate binding mode of mo-
tion of dimeric EcNAGK (ANM mode 4).

(WMV)

Video S3 Symmetric substrate binding mode of motion
of dimeric PfCK (ANM mode 3).
(WMV)
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4.3. Thermal stability of enzymes

So far we have considered the reactive and dynamical properties of enzymes. However, as
we have pointed out in the introduction, an important aspect of enzymes is that they have
evolved to perform their function under very specific environmental conditions. Of great
interest are the enzymes working at high temperatures (thermophilic) for their potential
biotechnological applications. In this section, we have studied how thermal adaptation
can determine the dynamical properties of an enzyme. Put it in a broader context, this
study on conformational and diffusive motions at short time scales complements our view
on enzyme dynamics extracted from the previous section on slow conformational
motions.

4.3.1. Flexibility and diffusion observed by neutron scattering

To better understand the stability mechanisms of thermophilic proteins, we have focused
on a neutron scattering experiment’ that set a new paradigm on the relationship between
thermostability and flexibility. From the experiment, the authors suggested that the
adaptation of thermophilic proteins to high temperatures lies in the lower sensitivity of
their internal flexibility (at short time scales) to temperature changes (Figure 5).
Amazingly, they also found that, at low temperature, the thermophilic enzyme is more
flexible and less active, which is in sharp contrast to the traditional view of thermostable
proteins as more rigid entities.
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Figure 5. Mean-square-displacements (<u’>) measured by elastic incoherent neutron
scattering’. Data for thermophilic malate dehydrogenase (circles) and mesophilic lactate
dehydrogenase (triangles) enzymes.

*Tehei M. et al. (2005) J Biol Chem 280: 40974
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The authors compared the dynamical properties of two tetrameric enzymes adapted to
very different temperatures, i.e. hyperthermophilic malate dehydrogenase (100°C) and a
mesophilic lactate dehydrogenase (30°C) that is very similar in terms of sequence and
structure. Our aim was to elucidate the rationale behind that finding. Since the mean-
square-displacement measured by neutron scattering can, in principle, include
contributions from intramolecular dynamics and diffusion, we performed long molecular
dynamics simulations (200 ns) for describing the intramolecular motions of both
enzymes and Brownian dynamics for their diffusion with a 1000-molecule box to account
for crowding effects like in the experiment. Simulations were in agreement with the
experimental observations, but only when taking into account the diffusion contribution.
This study thus has implications on the interpretation of past and future neutron
scattering experiments performed in solution. In addition, these results showed evidence
that under crowding conditions, like 7% vivo, thermophilic and homologue mesophilic
proteins have diffusional properties with different thermal behavior due to their different
surface composition. The more intense electrostatic potential at the surface of the
thermophilic protein, due to the larger number of charged residues, entails stronger
electrostatic inter-protein interactions in solution that affect the diffusional behavior. This
study opens up opportunities to further studies to ascertain whether this is a general trend
and, if so, which biological implications might have.

A detailed presentation of the results and methodologies used in this study can be found
in the article: Crowding induces differences in the diffusion of thermophilic and mesophilic
proteins: a new look at neutron scattering results (2011) Biophys. J. 101: 2782-2789. A
“New and Notable” comment on this article has been published in the same issue.
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Crowding Induces Differences in the Diffusion of Thermophilic and
Mesophilic Proteins: A New Look at Neutron Scattering Results
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ABSTRACT The dynamical basis underiying the increased thermal stability of thermophic proteing remaing uncenain,
Here, we challenge the new paradigm established by neutron scattering experiments in solution, in which the adaptation of
thermaphilic proteins to high temperatures lies in the lower sensitivity of thedr flexabiity to temperature changes. By means of
a combination of molecular dynamics and Brownian dynamics simulations, we repor a reinterpretation of those experiments
and show evidence that under crowding conditions, such &s in vive, thermophilic and homolog mesophific proteins have

diffusional properties with different thermal behavior,

INTRODUCTION

Thermophilic organisms require very high temperatures for
surviving, and elucidating the adaptation strategies of their
proteins can privide clues for designing new proteins with
enhanced thermostability (1), This also provides novel
opportunitics to understand how protein sequence and struc-
ture are related with dynamics and function. To this aim,
comparative studies of thermophilic proteins and their
comesponding homologs working at low femperature, ie.,
mesophilic, find great usefulness. There has been a long-
standding controversy on the dynamical requirements for
thermostability because differem technigques are sensitive
to dynamical processes ot vastly  differemt timescales
(2-T). A few vears ago, an innovative mechanism of protein
thermostability was invoked by Zaccai and co-workers (8)
hased on elastic incoherent neutron scattering (EINS ) exper-
iments in solution. They suggested that the key dynamical
feature required for protein thermostability was an enhanced
resilience ((k')), which is defined as the inverse of the
variution of the medn-squar fluctuation ({u”)) with temper-
wture (9 (k') = Wd{p”)dT). The smaller the temperature
dependence of (u:} the higher the resilience. These experi-
ments showed that, at the =100 ps timescale, a thermophilic
eneyme (Malate Dehydrogenase from Methanococens jan-
naselil; MiMalDH) was =10 nmes more resilient than
a mesophilic homolog (Lactate Dehydrogenase from Chve-
tedargns cunnicifuy; OcLDH) (see open symibals in Fig. 1 AL
In wther words, the Rexibility ((u®)) of the thermophilic
enzyme is less sensitive o iemperatune than that of the mes-
ophilic one, They also observed that (u”) values of
MMalDH were higher than those of OcLDH in the temper-
ature range studied (280-320 K), which ultimately means
that higher resilience need not imply less texibility. On
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the contrary, this new paradigm claims that thermoenzymes
are more flexible even ot low temperatunes,

The correlation between resilience and thermostability
has also been ohserved by neutron scattering experiments
om whole cells from organisms adoped 1o different temper-
atures ( 10). Given that resilience has also been observed to
be o propeny very sensitive to the solvent conditions (1),
wit guestion whether the higher resilience observed for ther-
mophilic  proteins  anses only  from  protein  internal
dynamics, an issue that has not been addressed hitherto, In
this wiork, we investigate the contributions from intramolec-
ular motions and protein diffusion 1o the global dynamics of
MiMalDH and CeLDH, as measured by EINS (8), We use
modecular dynamics (MD) and Brownian dynamics {(BD)
simulations of the crowded solution (200 mgfmb) used in
the experiment, which also mimics in vive conditions. To
our knowledge, this combipation of MD and BD represents
a new approach o incorporite crowding effects in the simu-
lation of protein global dynamics in solution as explored by
neutron scattering.

MD simulations have proven to be a valuable computa-
tional technigue for exploring protein intermal dynamics
and are very suitable for examining neutron scaflering
data (12171, MD can describe dynamical events at the shon
timescales (from picoscconds o hundreds of nanoseconds)
that are wsually explored by neutron scattering instruments,
However, describing profein diffusion in solution with MD,
taking into account interactions among diffusing proteins, is
compuiationally unattninable. In contrast, BD simulations
are well suited (o explore translationsl and rotastional
diffusion and the interactions among hundreds of protein
molecules ot timescales from nanoseconds (o milliseconds
(18-20). Because one of the main assumptions of BD is
ignoring protein intermal dynamics, a combination of MD
and BD simulstions is promising in giving a global picture
of protein dynamics in solution.

EINS experiments probe stomic motions within a
spaee-time window defined by the characteristics of the
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FIGURE | Experiment versas simulstion. Comparison herween experi-
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spectrometer and, in general, can cover motions of a few
angsiroms in hundreds of picoseconds (211 These experi-
ments allow oblaining a measure of the average dynamics
of o protein expressed as the atomic mean-square displace-
ment (MSD) [l:u:}l.'l‘u study the dynamics of a protein close
to physiological conditions, these experiments are carried
out in solution, This is a challenge when examining protein
internal dynamics because contamination of the elastic scat-
tering due o protein diffusion can be present (22-24) and,
thus, specific sample conditions and instrumental settings
are required to minimize this contribution. Becanse EINS
experiments require high protein concentrations to be con-
ducted sansfactorily (typically = 100200 mg/mL), protein
diffusion is hindered by such a crowded media, so that in
many cases the diffusion contribution is assumed 1o be
wegligible, Furthermore, when comparning the dynamics of
different profeins with similar size. it is usual proctice o
consider that their small diffusion is very similar and, hence,
differences obtained in (u”) must account for differences in
their intramolecular dynamics (23), Indeed, this was one of
the implicit assumptions of Zaccai and co-waorkers (8). In
this investigation we challenge this view by means of MD
and BD simulations and show that &) the intenal dynamics
and diffusion both have similar contributions 1o the global
flexibility measured for MMalDH and CeLDH and that b)
the diffusional properties of both proteins ane strikingly
different under crowding conditions explaining the distinct
thermal behavior observed in the expeniment.

MDD and BD simulations were conducted an 280, 300, and
320 K spanning the range of temperatures experimentally
studied. The crystal structures of both tetramenc proteins
(PDB codes THYG (260 and 9LDT (27)) were used as inputs
of the simulstions. MD simulations were performed with
Ciromacs (28), Each MD simulation was equilibrated for

aTE

40 ns and a production run of 160 ns followed, To have an
estimate of our ermor and 1o probe potentially  different
conformations, we have used five points of these long trajec-
towies to simulate the EINS data, as further explained in the
Supporting Material. BD simulstions were carried oul with
the code developed by Elcock amd co-workers (18,19). BD
simulations of esch protein were conducted under periodic
boundary conditions in a 1HKNk-molecule box with the same
experimental concentration (2 mg/ml.). The sensitivity
of the results 10 BD parameters has also been considered
(see the Supporting Muaterial). We have generated time-tra-
jectomics  (hercafier called MD+BD) composed of in-
trnmolecular motions from MDD simulations and  both
translational and rotational diffusive motions from BD sim-
ulations. Comparison with experiment is possible by calco-
lating the MSD ( (u”}) from computational results using the
same data treatment methods as in the experiment (29),
This implies caleulating from the MD and MD+BD trajecto-
ries the basic quamity measured in neulron scaltering, the
scattering function S(Q), e = 0), and including the effects
of the energy resolution and Q-runge of the experiment.
The (u°) is obtained using the Gaussian approximation
(see Matenals and Methods and Supporting Material for
details of the simulation protocols and analysis),

MATERIALS AND METHODS
Elastic incoherent neutron scattering

Neusron scaltering experimonts obinkn information of ihe stomic motions
i @ sample by measuring the exchange of momeniam Q) and cnorgy
(sl of the ncident newtrons in & scanering process (21), The basic quamtiny
absained from these experimess that contalay bnfommation on the dynamics
of 1l samphe s the dynamic sroctane (actor S0, w1, The conmbuation frm
nenhydrogen ubims o incoherem scaening s negligible, gven thelr mach
smaller scanering bength. Becasse hydrogens are homogeneously distrib-
el 1hroughest o proen stuctune, 1he observed struciune factor gives an
average measune of the dynamscs of the sample.

Thee encrghes ol mcldent neuthoms are describod by the encrpy resoluion
Tunction. Bind, which depends on the newtron spectrometer. The wideh of
Riah determines the limescale of imotions scoessilde by the instrumeni,
with rarrower widihs comespomnding o longer imescakes. The momentum
transfier, on the other hand, dofines the spaikal scabe of motioms sooesable by
b instruamest. Thenelore, S0, we) ghves information on the dynamics of the
sample within & well-defined space-time window of observatzon. The EINS
experbiments in () weee done om the INDS instroment st 1LL {(Grenoble,
Francel, which has an energy resolution af ¥ ue ifull width at half-
masimain), The G-range msed was 1.2-2.2 A" These experimental condi-
Thores haave sccess o motioms of =1 A i - 100 ps.

The clastic peak cormesponds 1o the structure fucior measaned withomt
enchange of energy, S0, o = 1k We employed the Gausstsn appeoxims.
o fior extracting the MSD af the sample. The elasic iiensity s O depen-
dent and For confined nwotions takes the following form:

S(Q, w = 0) = e H¥I¥, (1
where (u’) is the MSID averaged over the mionss in the protin. Lincarzation
of Eg, 1 by taking the slope of a petural log plet of S0, s = 05 v QF

{Giuanker plon) sllows abiaining (u”)

Beophysical Journal 101(11) 2782-2765
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Following Hayward and Smith (29, for s quaniiiative Lm
bevaven simulated trajectories and the experimental MEDs we compated
the dynamic structare factor asd then extracted the MSI with Eq. . To
compute S(0Q), wr = 01, we first necd to calcmlate F (), 1) in the () mnge
stulied experimentally wsing Egq. 2

FaclQ 1) = %Ehﬂ 0 ol o U} (2

For each experimental Q) valoe, F (€, £) i an average over a namber of g
wectons with mndom orientations and ihe same modubus Q) = (). o this
work, we have averaged F (0, 1) wilh 50 g vecion o guarasice an
wsodropic distribution of q vectors. We finally compute ihe comolaied sinac-
ture Facior by Fourier tramsfomming the prosiact F 000 1)+ Rin), where Riny is
the Fourser transform of the energy resolmison funcison Bin), descnibed as
a Lowentzian. The analysis of simulated trajectonies o obinin neutron scai-
terimg propenies has been perfemed with the nMuldyn program (4.

Molecular dynamics

All MD simulations were performed with the GROMACS 4.0.5 package
(28). Exch wmulwed sysicm comisted of 8 singhe teimmerc prosein
el in A ehombic didecabedenl water boy with Na' and C1 ons
that were milded for nesirality. Standard proionation siaies were oasigned
bl proaein resideocs. bn agrocmeni with the experiment, subsirates boand
o the cryatalbographic structures were remosed. The total numbers of
atons in the simulations of the thermophilic amd mesophilic proteing ane
0220 and MIA0E, respeetively,

The 1o sysiens umder study wene subpectod po <200 ns simulations ag
IR, 300, aeil 320 K al consant emperatare and pressure. The wimperaiung
wans bept constant with the Beremdsen thermsouat {31 ) with a coupling (e
constant of 0. | e The pressure was controlled with the Berendsen harosat
131 with a coupling constim of (.5 ps and an isotropse compresaibality of
4.5 007" bar ™", The OPLS all-atom (320 force ficld was wsed in combina-
ton with the TIPAP model (33) for water mobecules. Periodic boundary
conifithons wene msed. Short -range ehectmstatle interactions wene calculaled
explicitly with o 10 A cutofl and long-range elecirmosiatic iMernctions were
caloulated with the panticle mesh Ewabid method (34) with o grid spacing of
1.2 A and @ fourth-order spline interpolation, Lennard-bones interactions
were calcudnled using o switch function between 108 and 0.9 am. All bonds
were constrained using the LINCS algonthm i35), which allowed using an
snizgratbn fime stepoof 2 s,

Each MDY sinwulstion was seiup as follows. The struciure of the solvaled
priein was eneTgy minimized with the steepest descent algorithm. Nexl,
b eapiadibwase the solvem ssmounding the protein an MDD simubation = ike
tarpet emperatine was performied with harmonic posttion resteabnis on the
heavy atoms of the protein with a foroe constamt of 1000 ki mol ™" nm
Subseguently, a 200 m imjeciony was cammied omt and the last 160 s wene
ezl For proslsction. We have performed simulatioms with o aims. Forsi,
we mun Jong majecionies (=200 ps end saved cach 20 ps) o have access
v different comformasons. Second., we have run five shon rajectories
(2 ms length end saved each | pei staning from different regioms of the poten-
tial energy surfuce explonad by the bomg MDY irajectories fun 10, S0, 100, and
160 e afver the 40 ms af equilibration). The sim of thess dhiwl rajecionies
b 1o pseess the conformatkoeal dependence of immmoloculsr mothons
ab il 100h pa timescale peobed by neutron scaitering, To analyee the conin-
bution of intramalecular dynamics to (v} we have suhiracted tomlations
and potations by superimposing each frame o o reference sinaciane

Brownian dynamics
We have fillwed the same setup as Elcock and ev-workers (19 dsee 1he

Supparting Material lor detsibd), BI simulations for each protein were con-
ducted Ffor 10 s on 280, JNL, asd 320 K under periadic boandsry conditions

Biophysscal Joumal 101(11) 27822780
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in & cubic cell of 1000 molecules. The simmlations were equilibrated for
2 s and the bast § s were used for production. A time step of 2.5 pa
wan wsed for all simulations. The production nans of B gs wene wed for
computing radial distribution funcibom, In sddition, afier the 2 s of agil-
ibemtion another production man of 2 na with @ shorter fime step (1 pe) was
follwed for each protzin ol eoch tempemuiure 10 describe the diffosive
maitenn ai the experimestnl timescale of 100 ps with betber resoluiion. These
2 ns trupeciogiies were maed 1o penerale MDD BID imjectories (see belo ) for
computing newiron scallering properies.

The wnnslational diffusion coeffickent (sell-diffusion) was calculaied
from the Einstein relation Do iAn = MSIVGAN, where MSD s
cottipcd

1 L .
MSD(AN) = fo— ”2 glﬂufu an) - R{nl’.

£}

where M5 ks averaged over N atoris, Tis the thine lengib of the rajociony,
and Ar the time separation between saved Trames.

Generation of MD + BD trajectories

T deseribe the global dynamics of o prowsin moloouls we have teated the
intramibocular  prosein motions  decoupled from  righd-body  difTasive
e (immslations and rotatisesd, o realistic assumpeion as shown o
i3k, Wie have pencrated o impectody composed by mramalecilar etk
deseribed by MD shmulations (afier subirsction of iramdations and roaa-
thonsh ol lilTensive metbin oltained from BD smslations. Herein this
trajectiry will be referred as MDD B tajeciory amd b generatod as

it} = ryglt) « R (1) + R (1) ()

where £ and rygp (0 are the IN-dimensional vecton of stomic coondi-
maies of the MOk BD trajeciory for molecule moand the MDD trmpeciory
respeciively, RE, (1] b the 3 « 3 moiational matrix of modecule m at time |
and BT (1) s the nme-dependeni position of the cemer of mass of
mlecule w,

We bave pencrated &) MBI irajectories from B0 undomly ébisen
molevules from the [00-molecule box w compate (1) at each tempera-
tre. We have proven that the odiained (u¥) is well converged with 60
ramdom molecules. Because of the nepligible coaformanionsl dependoncn
of the shon tine MD irsjoctonies. wo have used the same MDD irapeciony
tin il cach MDD+ BD wrafectory. Therefiore, ihe difference between these
il prajectones will pome from differences in the rotational and irmssbational
diffusive mations of each molecule, Subsequently, SI0), s = 0} wos calou-
lated for esch modecule and averaged for all molecules ot each 0 valoe
A Guinier plod of these averagedd 5000 values was done for extracting the
(0"} of the crowded slaiion,

Fapures including modecular mnsciunes and chectrosiatic poemiials have
boen pencraled using VMD (37) and APBS (38.39). The stmiciural align-
merils have hoen performed with DALL (480,

RESULTS AND DISCUSSION
Intramolecular dynamics

The simulated {0°) obtained from the MD simulations
(efashed fimes in Fig. 1) are qualitatively consistent with
the experiment (8) in that the thermophilic protein is more
flexible than the mesophilic one, but they are underesti-
mated by ~1 A% with respect 1o the experiment (), The ther-
mophilic protein has higher flexibility both in the hackbone
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(Fig. 2) and in all residue atoms (Fig. 51 in the Supporting
Material). We have quantified the temperature dependence
of (u”) with the slope of a lincar fit of (u”) versus tempera-
ture, I-I-I:I:I::'-de. and noted that it is the same for both proteins
(0,005 A% K'). This s also in contrast to the ex periment (3}
where d{u)/dT was observed o be much lower for the ther-
mophilic protein (0002 vs, 0020 A" K'). We have
checked that the conformational dependence of intramaolec-
ular !,ll-::l is neghgible (see wmall errer bars in dashed lines
from Fig. 1), The significant difference between simubited
and experimental (u”) values indicate that, in the experi-
ment, the apparcnt (u®) values not only comespond to
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FIGURE 2 Thermophilic enzyme is mone fleaible in alimost all regions.
Hepresentation of the MSD of ithe backbone atoms of the thermophilic
ey amdl msesophilic (ue) proteins pesadaes o (A) 2800 K and (53 320 K.
umd i averaged over the four chains. For betler comparison, the residues
of bath proteins bave been structurally aligned. Remark that flexible regions.
are cowmelated between both proicins. The higher mobility of the thermo
phile & distributed throughosi all the residoes, and is mol the resull of o
panticulardy flexible region. When all the atoms of the residse are included,
higher Buctuatioss are observed but the tend dogs nit chamge (see Fig, 51}
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internal prodein dynamics and that an importam contribution
from transhational and rotational diffusion must be present.
This is also supported by former MD studies that have
been successful in reproducing  neutron scattering  data
from a wide range of biological systems where prodein diffu-
siom was  absent, e, protein powders (12-15) amd
membrane proteins (16,17,

Macromolecular diffusion in the crowded media

Mo wie urn our attention to the contribution from diffusion
to the measured (0”). A snapshot of a BD simulation of the-
crowded solution (thermophilic enevme at 280 K) is shown
in Fig. 3 A. Fig. 1 shows the (u”) values obtained from
MD+BD mmajectonies (see soltd lines). The agreement
between the simulated and experimental (u?)  values
huas been significantly improved. Both translationol  and

A
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-
=
g 0008
w0004
=
Q.003 -
ﬂ! Qoo 4
Q001
o "
280 300 20
Temperature (K)
FIGURE 3  Ihffiesion in the orowded media. (A ) Snapshaot of the therma-

philic protein sodution simubsted with Brownion dynamics @ 200 mg/ml
andd gt 280 K. (#) Treslational diffesion coelficients ot 100 ps. Bed and
bilue bars correspond 10 the: thermophilic and mesophilic proteins, respec
tively, sf the three iempermiunes stuidicd
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rodational diffusion contribute 10 (0"} and their separated
contributions are shown in Fig. 52, This is of the utmost
importance for o cormect interpretation of the experiment.
From our results, both internal protein dynamics nnd diffu-
sion have similar contributions 1o the experimental |:u ) and,
therefore, underestimating the diffusion contribution can
lead 1o ermoneous interpretation of EINS data, as noted by
severnl authors (22-24), In that respect. we would Jike
1o underscore the importance of measurements on self-
diffusion cocfficients a5 an idenl complement of EINS
experiments in solution,

Th-: agreement between the experimental and simuolated
diw’ HT of the mesophilic protein is striking, being 0,020
and 0018 AMK™', mpeclwcly For the mnnﬁnplnllc
protein, the simulated d{u®}dT (0015 AT KN is lower
{see also the Supporting Material) than that of the meso-
philic protein, in accord with the experiment. For the
thermophile we get a slightly lower d{u”) AT than the
mesophile. This value s still much higher than the experi-
mental one, which suggests that we might be underestimat-
ing the difference in diffusional propertics of the mesophile
and the thermophile, In particular, the aggregation effects of
the thermophile (vide infra) could need o betier reatment
than the Brownian mode] used. This fsct, instead of invalad-
ating our conclusions, underscores that assuming sirmilar
diffusional propertics for both molecoles s not cormect,
despite thelr similar size and shupe.

Fig. 3 B shows the translational diffusion coefficient (at
the expenimental timescale of 100 ps) obtaned from BD
simulations of thermophilic and mesophilic proteins: the
diffusion of the mesophilic protein is more temperature
dependent than thar of the thermophilic one, Because of
this, the global dynamics and, thus, the n:u"J of the thermo-
philic protein become less temperature-dependent than that
of the mesophilic one, as pointed out above,

Interparticle interactions in the crowded media

Despite the similar welght and size of the two prodeins,
the differemt amino acid composition of their surfaces
must be responsthle for important differcnces in their diffu-
sional properties within the crowded environment, where
excluded-volume effects enhance protein-profein interac-
tions (41} Indeed, thermophilic prodeins are chamcterized
by their higher proportion of charged residues (Asp, Gilu,
Lys, Arg) (42) in the surface relative o mesophilic homo-
logs and thus electrostatic and hyvdrophobic protein-protein
interactions are comparatively different in both proteins,
Here, we explore how the amino acid composition of protein
surfaces can affect the diffusional propenies, Fig. 4 A illus-
trates the differences in the clectrostatic potential of both
proteins. The higher imtensity of colors and the longer field
lines in the thermophilic protein represent the stronger
electrostatic interactions that are present among this type
of molecules. Fig 53 plots the electrostatic energy of the
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FIGURE 4  Elecerostane inseractboms. (A1) Molecular sinacumes of the
mesophilic (feflh and ibermophilic (rgh) proscing colored scconding o
the elecerstatic poitemtal & 300 K. Fiekl lnes are also represenied. Blue
and red colors represenl aneas of the profean where posdtive and negative
change deaity (s sccumulsiod. (8 Radial distribtbon fenctions, gir. ob-
taiped from semmlations of tbe ihermophilic dsolisd Gnes) and mesophilic
{ohaniaral linea ) proteins at T80 K (i), 300 K (geven), and 320 K {neaf)

six BD simulations and clearly shows that electrostatic
interactions in the thermophilic protein system are notori-
ously more stabilizing than in the mesophilic ome a the
three temperatures studied. Despite the higher net charges
of the thermophilic protein (—24 vs. 6 electronic units),
electrostatic interactions are not necessarily  repulsive,
because the heterogencous charge distribution at the surface
(see Fig. 4 A) allows protein molecules 1o interact through
oppositely charged protein areas by changing their relative
orientations, [t twms out that the increased proportion of
charged residues in the thermophilic protein system results
i more intense and favorable electrostatic interactions.
The difference in the mutual imeractions  between
thermophilic and mesophilic proteins is well illustrsted by
the radial distribution functions. girk, obtained from BD
simulations (see Fig. 4 H). Two remarkable differences
between both proteins are observed. First, the thermaophilic
protein displays stronger short-range attractive interactions
than the mesophilic one, a5 shown by higher peaks at shorer
interprotein distances (hoth proteins have a radius of ~35 A),
Second, these short-range attractive interactions in the
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thermophilic protein are enhanced upon increasing temper-
ature, whereas in the mesophilic one they are weakencd.
Both features are in line with the observation in Fig. 53
that the electrostatic energy in the thermaphilic protein
system is lower, as pointed oul previously, and that i
decreases with temperature as opposed 1o the mesophilic
protein system. Indeed, it is widely accepted thar electro-
static  interactions  between  oppositely  charged  protein
residues increase with temperature due to a reduction of
the dielectric constant of water, which ultimately leads 1o
a reduction in the desolvation penalty required for salt
bridge formation, Such enhancement of salt bridge interac-
tions within 4 protein has been quantified in (43=347) amd
has been suggested os a key mechanism underlying the
increased thermostability of thermophilic proteins, which
hove pn increased number of charged residues (42), The
thermal stabilization of electrostatic interactions in the ther-
mophilic protein system  implies that, upon increasing
temperatire, the interacting molecules will be closer 1o
each other enhancing excluded volume effects and forming
transient complexes that, due 1o their larger size, tend to
diffuse at o lower mate. In view of this, the natural increase
in diffusion with temperature is partially compensated by
enhanced attractive interactions that increase the population
of slower diffusive clusters, We sugpest that this effect
accounts for the differences we observe from BD in the
temperature dependence of gir) and, ulimately, in the diffu-
sion of boh proteins. Indecd, the smaller temperature
dependence of the self-diffusion coefficient of the thermo-
philic protein can be viewed as an extension of the corme-
sponding  states model in that the thermophilic  amnd
mesophilic proteins have similar diffusional properies at
their optimum temperature for activity, The implications
of the enhancement of electrostatic interactions with
temperature on diffusion had not been described so far,
Although we already caplured the main trends observed in
the experiment, the different surface composition can result
in other effects not taken into account by the present model,
The description of the solvent as a continuum o the BD
simulutions oversights hyvdrodynamic interactions (48 and
the effects of hydration water (49-51), which has been
shown 1o play a key role in the association Kinetics between
proteins (523 and in protein hydrodynamics (53). In this ne-
gard, former studies (54,55) already showed that hydration
water molecules of thermophilic proteins are more densely
packed and exhibit less mobility than those of mesophilic
homologs due to the aforementioned differences in surface
composition. Therefore, hydration effects are likely 1o
modulie the association events already observed from BD
andd, thus, protein diffusion, Overall, differences in inferpro-
tein interactions, hydration, and hvdrodynamic interactions
will largely account for the observed differences in the
macromolecular motion of both eneymes.

Earlicr experimental studies showed that vaniations in the
effective charge of the bovine serum albumin. by changing

aner

the pH (56) and jonic strength (37), tune interprotein
clectrostatic interactions and. as o consequence, affect
the diffusional behavior. This sensitivity of interprotein
interactions 1o charge variations is fully consistent with
our observition that the differcnces in the electrostitic prop-
ertics of the thermo-mesophilic pair lead to different diffu-
sional properties.

CONCLUSIONS

We can ultimately argue that the EINS experiment per-
formed by Foccm and co-workers (8), instead of mevealing
specific features of internal flexibility linked 1o thermosta-
bility, shows how o thermo-mesophilic pair of prdeins can
huve very different diffusional properties within o crowded
medin, despite having strikingly similar shape and molec-
ular weight. This illustrates the imponant implications of
protein diffusion on the imerpretation of EINS data and
opens new perspectives on other previous studies in solution
(10,111,251 Ultimately, this supports the idea that the con-
cept of resilience (9) must be handled with care 1o charac-
terige protein internal dynamics in solution.

Yet. no comparative studics on the diffusion of thermo-
mesophilic pairs have been reported. To our knowledge,
this is the first study poimting 1o imponant differences in the
diffusional properties of a thermo-mesophilic pair of proteins
hased on theoretical and experimental data. We anticipate
that this might be a general difference between thermophilic
and mesophilic proteins opening up opporiunities o new
experimental studies. We wonder whether such difference
in the thermal behaviorof diffusion is linked 1o o requinement
for maximum sctivity at the corresponding physiological
conditions where crowding effects dominate. We leave as
future work expenmental studies on the diffusion of both
profeins, Given the vast diversity of dynamical events at
the intramolecular and diffusion level, we will also explore
the dynamics of this thermo-mesophilic pair ai longer
timescales, This may help us (o understand why the thermo-
philic eneyme is less active ot low temperures, though being
more flexible at the preosecond timescale here studied.

SUPPORTING MATERIAL

Dtails of the simubation protocols and onalysis, foer figures. and refenences.

{5867} are available st Bpsiwuws ophys porgbiophysisupplemenial!
SO RS0 01 W0 1 246,
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Figure S1. Representation of the mean-square-displacement (MSD) of all the atoms of the
thermophilic (red) and mesophilic (blue) proteins residues at (A) 280 K and (B) 320 K. The MSD
is computed with Eq. 3 (see Materials and Methods) at the time scale of 100 ps and is averaged over
the 4 chains. For better comparison, the residues of both proteins have been structurally aligned
with DALI [1].
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Figure S2. Representation of the simulated <u?> for the thermophilic (squares and solid lines) and
mesophilic (triangles and dashed lines) proteins taking into account different contributions:
internal dynamics (red), internal dynamics + rotational diffusion (green), internal dynamics +
translational diffusion (blue) and internal dynamics + translational + rotational diffusion (black).
Note that the different dynamical contributions to <u®> are not additive, since there is not a linear
relationship between the atomic displacement and the scattering function from which <u?> is
calculated (see Materials and Methods)
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Table S1. <u®> values (with uncertainties) computed for the thermophilic and mesophilic proteins

considering internal dynamics and the diffusion contribution.

Mesophilic Thermophilic
Internal Internal+Diffusion  Internal Internal+Diffusion
Temperature
<u®> <u®> <u®>> <u’>
280 0.795+0.003 1.714+0.068 0.925+0.015 1.929+0.080
300 0.910+0.011 2.127+0.111 1.033+0.030 2.261+0.117
320 1.000+0.020 2.420+0.143 1.145+0.032 2.533+0.145
d<u?/dT 0.005+0.000 0.018+0.004 0.005+0.000 0.015+0.004

We have done the one-tailed Student’s test on the hypothesis that d<u®>/dT (mesophilic)
> d<u®>/dT (thermophilic). This hypothesis turns out to be true with a confidence of
70%. Despite such statistical confidence is not very large, the d<u®>/dT values already
reflect a different thermal behavior that, when analysed in terms of the actual MSD as
computed with Eq. 3, becomes more accentuated (to be published). This is due to the
fact that instrumental resolution effects and approximations in the neutron scattering

analysis reduce the actual MSD, as shown by Hayward and Smith [2]
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Structural Data

The structures of the thermophilic (Malate Dehydrogenase from Methanococcus
Jannaschii) and mesophilic (Lactate Dehydrogenase from pig muscle) proteins were
obtained from the 1HYG [3] and 9LDT [4] entries in the Protein Data Bank,
respectively. Both structures are tetrameric and consist of 1252 and 1324 residues
respectively. In Zaccai’s study [5], instead, the source of the mesophilic lactate
dehydrogenase investigated in the experiments was Oryctolagus cunniculus, but as there is
no crystallographic structure available for this protein they used the homologue (90%
sequence identity) from pig-muscle to explain the structural basis of their finding. Because
we need a crystallographic structure as a starting point of the simulations we have used

the latter structure.

Brownian Dynamics simulations

We performed the Brownian Dynamics simulation (BD) with a code developed by Elcock
and co-workers [6] in a previous work for the simulation of concentrated protein
solutions. We have followed the same setup as Elcock and co-workers [7]. In short,
atomic partial charges and protonation states of protein residues were determined with
the PDB2PQR server [8] using PropKa [9]. This gives a total charge of -24e and 6e for
the thermophilic and mesophilic proteins at pH=7.5, the same pH as in the neutron
scattering experiment. For the calculation of electrostatic interactions we first computed
protein electrostatic potentials. To this aim, APBS calculations [10,11] have been
performed with a focussing grid of 4 A and 2 A. The ion concentration was set to 35
mM, the same as in the neutron scattering experiment [5] (considering KCI at 20 mM
and the ion concentration from the added Tris-HCI solution at pH=7.5), with a radius of
2.0 A. Subsequently, we used the SDA software to derive effective charges [12,13] from
these electrostatic potentials to compute electrostatic interactions. BD simulations need
infinite-dilution translational and rotational diffusion coefficients as input parameters
and, as they have not been measured experimentally, these were calculated with the
Hydropro software [14] using default parameters. The strength of hydrophobic
interactions is described with the &1; parameter of a Lennard-Jones potential and was set
to 0.185 and 0.285 kcal/mol for the thermophilic and mesophilic proteins (see below for

calibration procedure). The protein model used for BD simulations includes, in addition
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to effective charges, all non-hydrogen atoms exposed to the solvent, which were
determined with a 4 A solvent probe using MMTK [15]. The APBS, SDA and Hydropro
calculations have been performed independently at the three temperatures studied (280,
300 and 320 K). The dielectric constant of water has been set to 85.05, 77.70 and 70.94
at 280, 300 and 320 K respectively [16]. The water viscosity has been set to 1.47, 0.89
and 0.58 cP at 280, 300 and 320 K respectively [16].

Calibration of &1 for Brownian dynamics simulations

The strength of hydrophobic interactions, €y, is the only adjustable parameter of the
energy model. It is usually calibrated by fitting experimental data such as the second virial
coefficient or the self-diffusion coefficient. Therefore, it implicitly corrects for deficiencies

of the model in describing intermolecular interactions.

For the thermophilic protein, the only available experimental data suitable for ey
calibration is the concentration dependence of the radius of gyration obtained by small-
angle neutron scattering (SANS) [17]. Because the radius of gyration, Rg, measured by
SANS arises from the radial distribution function, g(r), (see section below on SANS),
which is an equilibrium property, this calibration guarantees that the energy model
describes properly the system thermodynamics. BD simulations were run at two
concentrations (3.3 and 10 mg/mL) and under the same experimental conditions
(T=298.15K, pH=8.0, 100 mM KCI). For computing the SANS spectra of these
simulations, it is worth pointing out that the integral in Eq. 2 to compute the structure
factor, S(Q), is very sensitive to small deviations of g(r) at long distances due to the r
dependence. For this reason, we have run very long simulations (50 ps) to achieve as
much convergence as possible of g(r) at long distances and the integral was computed up
to 350 A. We used the form factor, P(Q), of a sphere with a radius fitting the
experimental value of Rg extrapolated to zero concentration. The Q-range used was the
same as in the experiment: (Rg.pp'Q = 0.3-1.3). We tested different values of the &y
parameter (0.150, 0.185 and 0.200 kcal/mol) and the corresponding results are plotted in
Figure S4. The &1 value of 0.185 kcal/mol was found to have the best agreement with the

experimental value, which is close to previously reported ey values used for other proteins

(6,7].
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Figure S4. Representation of the dRg/dc values obtained from BD simulations testing

different €; parameters. The horizontal line sets the experimental value.

We have also calibrated &; with the same experimental data at 343.15 K to test the
temperature-dependence of this parameter. By running BD simulations as before, we
found that e1j34 = 0.275 kcal/mol matches the experimental data pointing to a strong
temperature-dependence of the parameter. To have an estimation of the values of & that
should be adopted at the three temperatures under study we have interpolated €1 at 280,
300 and 320 K (erjs0x = 0.135 kcal/mol; €530k = 0.180 kcal/mol; &1j30x = 0.225
kcal/mol). By running BD simulations of the crowded solution with these parameters, we
observe that these new parameter values have mild changes in the diffusion coefficient
and, thus, <u”>. Thus we have decided to adopt the initial value of €1 = 0.185 kcal/mol

for the simulations at the three studied temperatures.

For the mesophilic protein, there is no experimental data available for calibration so that
we have used the value of €; = 0.285 kcal/mol as in ref [7], which was shown to be
adequate to reproduce the experimental self-diffusion coefficient of the Green Fluorescent
Protein in E. coli cells. We have adopted the same parameter value at the three
temperatures studied and show that fits remarkably well the temperature-dependence of

<u?>, as shown in the main text.
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Small-Angle Neutron Scattering (SANS)

SANS provides information on the molecular weight, shape and intermolecular
interactions in solution. The scattering intensity from small-angle neutron scattering
experiments, 1(Q), is given by the product of the structure factor, S(Q), the form factor,

P(Q), and the protein concentration, p [18]:

1(Q) = pP(QS(Q) (1)

The form factor depends on the shape of a single molecule. It can be obtained from
analytical functions that have been developed for some geometrical shapes or from
computer programs like CRYSON [19]. The structure factor, on the other hand, provides
information on intermolecular interactions as is related to the radial distribution function,

g(r), of intermolecular distances [18]:

sin (Qr)

S(Q) = 1 + 4np f (@ — 1) rdr @

where r is the inter-protein distance and Q the modulus of the scattering vector.

From the scattering intensity, I(QQ), one can extract the effective radius of gyration (Rg)

under the Guinier approximation provided that Rg-Q < 1:

1(Q) = 1(0)e 3R’ 3)

The slope of a natural log plot of I(Q) us Q* gives Rg. The radius of gyration obtained in
this way provides an average measure of intermolecular interactions. When Rg increases

with sample concentration, this is indicative of attractive intermolecular interactions.

The radial distribution function, g(r), can be easily obtained from Brownian dynamics
simulations by averaging intermolecular distances over the total simulation length and
number of molecules. For the calculation of S(Q) from g(r) the integration over long
distances is troublesome because of the limited size of the simulation box and poorer

statistics at long distances.
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4.3.2. Intramolecular dynamics of the thermo-mesophilic pair of enzymes

After having analyzed the contributions to the overall flexibility as measured by neutron
scattering, we aimed to identify differences in the internal dynamics linked to thermal
adaptation. In the previous study we showed that the internal flexibility (MSD) of the
thermophilic was higher than that of the mesophilic homologue, but the temperature-
dependence of MSD was strikingly similar in the two proteins. Given that this analysis
probed atomic motions at the 100 ps time scale, as in the experiment, here we explored a

broader range of time scales.

Our first observation was that the higher flexibility of the thermophilic enzyme extends to
the ns time scale at the three temperatures studied (280, 300 and 320 K). Of particular
importance, however, is the fact that the temperature-dependence of MSD (dMSD/dT)
increases with the time scale. Interestingly, such sensitivity of MSD to temperature
changes is very similar in the two proteins at time scales below 300 ps, but it is at longer
time scales that the dMSD/dT of the mesophilic increases more rapidly than that of the
thermophilic homologue. This supports the fundamental idea originally proposed by
Zaccai and co-workers regarding the higher temperature-dependence of the internal

flexibility of the mesophilic enzyme, but at longer time scales.

We studied two possible origins for the different thermal behavior of the two proteins:
structure and salt-bridge interactions. First, we note that the flexibility of residues located
in coil regions (loops, turns or random coils) tends to be more temperature-dependent.
Therefore, the less compact structure of the mesophilic enzyme and its higher content on
loop residues makes the flexibility of the protein structure more temperature-dependent
than in the thermophilic homologue. Second, salt-bridge interactions between oppositely
charged residues strengthen with temperature due to a reduction of the desolvation
penalty required for salt-bridge formation. We show that the larger proportion of charged
residues (especially at the surface) of the thermophilic protein enables the formation of a
larger number of interactions that are stabilized with temperature and thus provide more
robustness to the structure at high temperature. This mechanism enables some regions of

the thermophilic protein to reduce their flexibility upon increasing temperature.
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Besides the different temperature-dependence of MSD between the two proteins, we note
that the distribution of residue mobilities is significantly different. The mesophilic
enzyme exhibits a broader distribution of mobilities relative to the thermophilic
homologue, which means a higher dynamical heterogeneity. The reason for this lies also
in the lower packing of the structure. In relation to this, we show that the main
conformational fluctuations of the mesophilic protein have a more local character,
whereas the motions in the thermophilic homologue tend to be more collective. As a
result of this, we suggest that the motions of the thermophilic protein emerge from

broader energy landscapes.

A more detailed presentation of these results is given in the following article: Dynamic
fingerprints of protein thermostability revealed by long molecular dynamics. Submitted to /.
Chem. Theory Comput.
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Dynamic fingerprints of protein thermostability revealed

by long molecular dynamics

Enrique Marcos, Aurora Jiménez and Ramon Crehuet*

Department of Biological Chemistry and Molecular Modelling, Institute of
Advanced Chemistry of Catalonia (IQAC - CSIC), E-08034 Barcelona, Spain

INTRODUCTION

Enzymes achieve their outstanding efficiency under very specific environmental
conditions. Factors like temperature, pressure or salt concentration have a tremendous
impact on enzyme activity, but the broad versatility of evolution allows finding enzymes
adapted to extremely diverse environments. Of particular interest are thermophilic and
hyperthermophilic proteins from organisms that grow at very high temperatures ranging
from 50 to 120°C. Such adaptation to high temperatures requires very resistant proteins
to heat denaturation and elucidating the origin of this resistance will provide clues for

designing proteins with enhanced thermal stability for a wide range of applications.

There has been a surge of experimental and computational studies comparing
thermophilic proteins with their corresponding homologs working at room temperature,
known as mesophilic. From studies in the last 20 years, it seems that there is not a unique
strategy adopted by evolution to thermostabilize proteins. Structural and amino acid
sequence comparisons between a vast range of thermophilic and mesophilic proteins point
to some features that correlate with increased thermostability, namely larger proportion of
charged residues, more compact hydrophobic core and shortened loops at the surface [1-
3]. The dynamical requirements for protein thermostability, however, are more
controversial. Since thermophilic proteins unfold at higher temperature and are less active
than their mesophilic homologs at lower temperature, thermophilic proteins have been

traditionally considered more rigid. According to the corresponding states hypothesis,
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thermophilic and mesophilic proteins achieve similar flexibility at their respective
temperatures for maximum activity. Nevertheless, experimental and simulation
techniques able to explore atomic motions at different time scales have indicated that the
panorama is more complex and that there is not a unique strategy for protein
thermostability. Some of these studies found thermophilic proteins to be more rigid than
their mesophilic homologs [4-8], whereas others showed the opposite [9-14]. This lack of
consensus stems from the absence of a unique mechanism of thermostability and, on the
other hand, from the fact that these techniques explore different aspects of protein
dynamics among the vast diversity of dynamic events that occur in a broad range of time
scales. Enhanced flexibility in thermophilic proteins [9, 11] can entail an increase in
conformational entropy of the native state that lowers the entropy change upon unfolding
providing more stability [15]. On the other hand, NMR relaxation experiments [8] show
that large-amplitude motions in a thermophilic adenylate kinase do not occur as
frequently as in a mesophilic homolog at low temperature, which supports the
corresponding states hypothesis. This is a clear indication that a proper definition of
flexibility requires the specification of time scale and type of motion. For this reason, the
flexibility regarding different dynamic events is not directly comparable and, ultimately,

their linkage to stability and function does not have to be necessarily the same.

One of the most intriguing dynamical mechanisms of protein thermostability was put
forward few years ago by Zaccai and co-workers based on elastic neutron scattering
experiments [11]. They observed that the mean-square-displacement (MSD) at short time
scales (100 ps) of a thermophilic enzyme was less sensitive to temperature changes than
the corresponding mesophilic homolog. These results motivated the authors to suggest
that this can be a plausible mechanism for thermophilic proteins to control the structural
fluctuations at high temperature to avoid unfolding. In a recent work [16], however, we
have shown that such amazing difference in the thermal behavior of MSD between the
two proteins, indeed, arises to a large extent from significant differences in diffusion
under crowding conditions. After having rationalized the mechanism behind the
experimental observation, in this work we aim to explore a broader range of time scales
than in the experiment and characterize fundamental differences in the intramolecular
dynamics of both proteins by means of molecular dynamics simulations (MD). In
particular, we have focused on understanding the factors that determine a different

sensitivity of intramolecular protein motions to temperature changes, which is strongly
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linked to thermal adaptation. We have performed 200 ns simulations of each protein at
three different temperatures (280, 300 and 320 K), adding to a total simulation time of
1.2 us. This exceeds the time scales explored in previous MD studies comparing other

themo-mesophilic pairs of proteins.
METHODS

Structural data

The homotetrameric structures of the thermophilic enzyme (malate dehydrogenase from
the Methanococcus Jannaschii archaea) and its mesophilic homolog (lactate dehydrogenase
from pig muscle) were obtained from the 1THYG [17] and 9LDT [18] entries in the
Protein Data Bank, respectively. Both structures have 313 and 331 residues per chain,

respectively, and have a 28% sequence identity.

Molecular Dynamics (MD)

All MD simulations were performed with the Gromacs simulation package (version 4.0.5)
[19]. Each protein was simulated under periodic boundary conditions using a rhombic
dodecahedral water box. Standard protonation states were assigned to all protein residues,
being -16 and 8 electronic units the total charge of the thermophilic and mesophilic
proteins respectively. The electric neutrality of the systems was achieved by adding Na*
counterions to the thermophilic protein system and Cl counterions to the mesophilic
one. Substrates bound to the crystallographic structures were removed. The total numbers
of atoms in the simulations of the thermophilic and mesophilic proteins is 89229 and

90393 respectively.

The two solvated systems under study were subjected to 200 ns simulations at
temperatures set to 280, 300 and 320 K. We used the OPLS all-atom force-field [20] for
describing protein interactions and TIP3P [21] to model water molecules. Short-range
electrostatic interactions were calculated explicitly with a 10 A cutoff and long-range
electrostatic interactions were computed via the Particle Mesh Ewald method [22] using a
grid spacing of 1.2 A and a 4™ order spline interpolation. Lennard-Jones interactions were

calculated using a switch function between 0.8 and 0.9 nm. An integration time step of 2
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fs was used by constraining all bonds with LINCS [23]. The temperature was controlled
with the Berendsen thermostat [24] using a coupling time constant of 0.1 ps. The
pressure was kept constant at 1 bar via the Berendsen barostat [24] using an isotropic
compressibility of 4.5-10” bar" and a coupling constant of 0.5 ps. Before production runs
were started, the structure of the solvated protein was energy minimized with the steepest
descent algorithm. Next, solvent surrounding the protein was equilibrated by running a
MD simulation at the target temperature using harmonic position restraints on the heavy
atoms of the protein with a force constant of 1000 k] mol' nm™. Finally, a 200 ns
trajectory was carried out and the last 160 ns were used for production. Snapshots were
saved every 20 ps for subsequent analysis. In this work, we have only considered
intramolecular protein motions. Translational and rotational diffusive motions were

removed by superimposing every frame into the first frame.

Time scale dependence of protein dynamics

The time-dependent mean-square-displacement, MSD (At), was calculated from time-

trajectories as:

1 N T-At

where R; is the position vector of atom 7, N the number of atoms, 7" the time length of

the trajectory and Az the time separation between saved frames.

Principal Component Analysis (PCA)

It is possible to describe the conformational fluctuations in terms of collective variables
that concentrate the most important dynamic information from the trajectory and filter
out the noise from irrelevant local motions. This can be done by doing a principal
component analysis (PCA) of MD trajectories, also known as essential dynamics [25].

First, the covariance matrix from the fluctuations of atomic positions is built as:

Cy =<(q,. _<qi>)<qj _<q1>)> )



Thermal stability of enzymes 189

where g is the # component of vector q = {q1>"" q31v} which defines the coordinates of

the system of /V atoms. C is a symmetric 3/V x 3/N matrix, whose diagonal elements
represent the atomic mean-square-fluctuations and the off-diagonal elements the
correlation between two variables. The eigenvectors of C are 3/N-dimensional vectors that
indicate the direction of motion of the principal components or essential modes and the
corresponding eigenvalues correspond to the mean-square-fluctuations associated to the
mode. Fach eigenvector defines the direction of motion as a displacement from the

average structure. The trajectory can be projected into a principal mode £ (vi) as:
p.(H)=v, -(q(t)—<q>). Such analysis is particularly useful for characterizing

conformational transitions with different amplitudes occurring in the course of the

simulation.

The projection p, (t) has short-term fluctuations around the global trend determined by

the direction of principal component 4. To quantify the amplitude of these fluctuations,

we have first determined the trend of the projection at each time t by calculating a

moving average P, (t) , which have been calculated as:

t+n

L
P ()= o z p; (m) 3)

m=t—n

where P, (t)is an average over all frames between t+z and t-z. We have set 7 to 227
points, which implies taking the average over 4.54 ns. Subsequently we have calculated

the deviation of p, (t) from the trend P, (t) as a variance (6%):
T-n _ 5
2. [P (-7, ()] (4)

2 1
oc-=——
T-2n

where 7 is the total number of frames

Calculation of degree of packing

To describe the packing density at each protein residue, we have adopted the definition of

Chennubhotla and Bahar [26] originally introduced in a Markov model of
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communication among residues. The interaction between pairs of residues is defined with

an affinity matrix, A, whose A4; elements are calculated as:

N,

a, =—1— 5
I 5)

where /V; is the number of atom-atom contacts between residues 7 and j within a cutoff

distance of 4 A and N, N; are the number of heavy atoms of both residues. From the
i

affinity matrix it is defined the degree diagonal matrix D = {di} where d, = Zj/:]a

and reflects the packing density at each residue.

Collectivity of modes of motion

The collectivity index [27] of a given mode of motion, e.g. normal mode or principal
component, gives a measure of how many atoms contribute to this mode. We have used
this index to characterize the dynamical heterogeneity associated to the principal
components. The collectivity (#;) of a given mode r; is defined as:

N
k= lexp > uj logu?, 6)
N n=1 ' '

where i is the mode index, 7 run over NV atoms and

@)

. . .. . N
where 7, is the mass of atom 7 and « is a normalization constant to give E JWin = 1.
n=l "

The collectivity tends to decrease for local motions (high-frequency modes), which means
that a lower number of atoms contribute to the motion described by the mode. Highly
collective or cooperative motions, on the other hand, are those in which a large proportion

of atoms participate.
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RESULTS AND DISCUSSION

Opverall flexibility at different time scales and temperatures

First, we have explored how the thermophilic and mesophilic proteins differ in both the
time scale- and temperature-dependence of their conformational fluctuations. In the
present investigation, this has been determined with the mean-square-displacement
(MSD), as given by Eq. 1, at time scales ranging from 20 ps to 160 ns at temperatures set
to 280, 300 and 320 K. The results are summarized in Figure 1. Panel a shows the MSDs
taking into account the full trajectories, whereas panel b focuses on time scales up to 50
ns including an approximation to the error. The errors of each curve have been
determined with the bootstrapping method by calculating the MSD of 100 randomly

generated 50 ns-chunks of each 160 ns trajectory.

(a) (b)

MSD (A2
MSD (A?)
\
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Figure 1. Mean square displacements of the thermophilic (solid lines) and mesophilic (dashed
lines) over the 0-160 ns time scales range at three different temperatures: 280 K (blue), 300 K
(green), 320 K (red). Panel b shows the 0-30 ns range of panel A. MSD values are averaged over all
backbone atoms. We have computed the errors bars in panel b with the bootstrapping statistical

method, which implies computing the MSD from randomly generated chunks of the trajectory.

At time scales below 5 ns (see Figure 1b), the MSD values of the thermophilic protein are
above the mesophilic one at the three temperatures studied. In other words, the
thermophilic protein is more flexible than the mesophilic one at short time scales. This

shows that the observation in our previous theoretical study [16] that the thermophilic
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protein is more mobile than the mesophilic one at the 100 ps time scale also applies to a
broader range of time scales. Interestingly, at the highest temperature (320 K) and beyond
the 5 ns time scale, the MSD of the mesophilic protein approaches that of the
thermophilic protein. Thus the increase in flexibility with temperature and time scale
differs between the two proteins. Nevertheless, for longer time scales it is not possible to
ascertain if the mesophilic protein turns out to be even more flexible than the
thermophilic one, since a 160 ns trajectory does not provide enough statistics to
characterize atomic motions beyond the 10-20 ns time scale. This could be done by

lengthening the simulation an order of magnitude at least.

The fact that at 320 K the mesophilic protein achieves similar flexibility to that of the
thermophilic protein at the -5 ns time scale is indicative of a different sensitivity to
temperature changes in the two proteins. Figure 2 shows the temperature-dependence of
MSD (dMSD/dT) at different time scales. The dMSD/dT quantity has been determined
by taking the slope of a linear fit of MSD versus temperature at each time scale. Figure 2
clearly illustrates how the temperature-dependence of MSD increases with the time scale
in both proteins, being this increase of AMSD/dT more accentuated in the mesophilic
protein. At time scales ranging from 20 ps to 100-200 ps, dMSD/dT is very similar in the
two proteins, but it is beyond the 300 ps time scale that the difference in AMSD/dT is
manifested. The key message conveyed by this figure is that experimental techniques
probing atomic motions at different time scales would show a different thermal behavior
of intramolecular dynamics, which is a key aspect for studying the basis of protein
thermostability. It is worth mentioning that IMSD/dT is a quantity routinely determined
by elastic neutron scattering experiments at the picoseconds time scale and thus

information on the dynamics at longer time scales would be an ideal complement.

The lower tendency of the thermophilic enzyme of increasing its mobility with
temperature can have important implications for thermostability, since this can protect
the structure from undergoing conformational motions related to unfolding events.
Zaccai and co-workers based on neutron scattering experiments [11] at the 100 ps time
scale had already proposed this idea as the dynamical basis underlying the higher thermal
stability of thermophilic proteins. Although in our previous study [16] we showed that a
contribution of diffusion to the observed overall dynamics plays a role in interpreting

their data, here we support the fundamental essence of their idea. Below we address some
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of the reasons of such difference in dMSD/dT between the two proteins. It is intriguing
the fact that the different AMSD/dT observed for both proteins at the ps-ns time scales
apparently indicates a fingerprint of thermostability, taking into account that the

unfolding process, which is a rare event, takes place at much longer time scales.

di=u*=VdT (A K")

Time scale (ps)

Figure 2. Representation of the temperature-dependence of MSD from backbone atoms of the
thermophilic (red) and mesophilic proteins (blue) at different time scales (from 20 ps to 10 ns).
We have computed the errors bars with the bootstrapping statistical method, which implies

computing the MSD from randomly generated chunks of the trajectory.

Dynamical heterogeneity

Does the higher flexibility of the thermophilic protein apply to all residues or some
specific regions? Of course, the protein surface tends to be more mobile than those
regions buried at the protein core, which is subjected to larger spatial constraints. This
makes the protein structure dynamically heterogeneous. Is the dynamical heterogeneity of
the thermophilic protein different to that of the mesophilic homolog? To gain insights
into this matter, now we turn our attention to the contribution of residues to the overall

flexibility.

Figure 3 shows the MSD of each residue (averaged over the four chains) of the
thermophilic and mesophilic proteins (panel a). The most flexible parts of the two

proteins correspond to surface loops, turns connecting secondary structure elements and
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chain extremes, whereas the most rigid residues are located at the protein core. In
particular, the N and C termini exhibit much higher mobilities in the mesophilic protein
(see arrows in Figure 3a) in support to the general observation that chain extremes are
better anchored in thermophilic homologs [1]. Figures 3c and 3d illustrate this
heterogeneous distribution of residue mobilities with a color-coded diagram of both
protein structures. Despite the lower overall flexibility of the mesophilic protein, some of
its regions of the former display very high mobilities not accessible by the thermophilic

homolog, which is indicative of different distributions of mobilities as will be shown

below.
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Figure 3. Residue mobilities at 280 K and at the 1 ns time scale. (a) MSD of each residue of the
thermophilic and mesophilic proteins respectively. (b) MSD of structurally aligned residues. (c,d)
ribbon diagrams that are color-coded according to the MSD value of each residue of the
thermophilic and mesophilic proteins respectively. From red to blue the MSD increases. The MSD
of each residue has been computed as an average over the MSD of all backbone atoms of the same

residue.
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To compare the flexibility of structurally analogous regions of the two proteins, we have
structurally aligned both protein structures with DALI [28]. Figure 3b shows the MSD of
aligned residues. The mobility of the thermophilic protein is higher in all aligned residues
except for the C terminal extreme. Note that the whole N terminal part of the mesophilic
protein and the loop defined by residues 217-225, which are very flexible (see Figure 3a),
have not been aligned and, thus, do not appear as high maxima in Figure 3b. It is
remarkable that most rigid regions of the thermophilic protein (local minima in the MSD
profile) exhibit a higher mobility than the most rigid residues of the mesophilic homolog.
Figure 4a clearly illustrates the broader distribution of MSD values in the mesophilic
protein (blue curve) with respect to the thermophilic one (red curve). The inset of Figure

4a shows that very high MSD values are only adopted by the mesophilic protein.
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Figure 4. Dynamical heterogeneity of the thermophilic (red) and mesophilic (blue) proteins. (a)
Normalized histograms of residue mobility at 1 ns and 280 K. The area common to both proteins
is colored in violet to highlight the differences in their distributions. The inset shows the
population of the highest MSD values. Dashed lines correspond to Weibull fits. (b) Standard
deviation (G) of MSD residues at different time scales and temperatures (280 K, solid lines; 320 K,
dotted lines).

The different dynamical heterogeneity of both proteins has consequences in the
interpretation of neutron scattering data. In particular, elastic incoherent neutron
scattering (EINS) provides a measure of the MSD of the sample by using the gaussian
approximation, which assumes that all atomic displacements are equal, ignoring

dynamical heterogeneity [29]. Therefore, when comparing the dynamics of two proteins,
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their different dynamical heterogeneity will introduce different errors in the MSD
obtained from the gaussian approximation. Smith and co-workers [30] suggested a
solution to this problem by modeling a Weibull distribution of atomic displacements
when comparing the dynamics of a thermo-mesophilic pair of dihydrofolate reductases.
By performing EINS experiments they found a broader distribution of MSD mobilities in
the thermophilic protein, in contrast to our results. To gain insight into this discrepancy,
we have fitted a Weibull function to each distribution (see dashed lines in Figure 4a) and,
subsequently, calculated the standard deviation (o) associated to the fitted functions (see
Supporting Information for details in this calculation). This analysis reveals that the ¢ of
the fit to the mesophile’s distribution is now lower to that of the thermophile (0.24 vs
0.32 A?), which is in contrast to the results obtained with the original data (0.75 vs 0.47
A?). Note in Figure 4a the larger width of the fitted function of the thermophile. This
apparent contradiction is reconciled by the fact that the tail of the Weibull fit to the
mesophile’s distribution does not include the most flexible residues, which contribute to
increase o substantially. The inability of the Weibull function to include the most flexible
residues therefore masks the heterogeneous character of the distribution. Thus we can
argue that our observation of a higher dynamical heterogeneity in the mesophilic protein

is fully consistent with the results obtained by Smith and co-workers [29].

We have quantified this dispersion of MSD values with the standard deviation (G) over all
residues at different time scales and temperatures (see Figure 4b). The figure shows that ¢
increases with time scale and temperature in both proteins, but this increase turns out to
be more accentuated for the mesophilic protein. Figure 4b also shows that ¢ of the
mesophilic protein is larger than that of the thermophilic one in the range of time scales
studied and, in addition, increases with temperature to a higher extent. We wonder
whether the dispersion in residue mobilities can be regarded as a dynamic fingerprint
distinguishing thermophilic proteins from mesophilic ones. If so, a MD simulation at a
single temperature would find wide use in distinguishing proteins with different thermal

adaptation.

How correlated is the dynamics at different time scales and temperatures?

Given that some experimental techniques only have access to short time scales, such as

neutron scattering, one wonders whether the conformational dynamics at short time
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scales (ps) correlate with that at longer time scales (ns or beyond), which involve different
types of motion. We have already seen that the overall flexibility increases with time scale
and temperature. Do all residues increase their mobilities with time scale and temperature
at the same rate? How do residue mobilities correlate between different time scales and
temperatures? In Figure 5 we have analyzed these issues. Figures 5a and S1 show that the
shape of the MSD profile is well conserved among different time scales. Figure 5b
illustrates this good correlation by comparing the MSDs between two different time scales
differing in three orders of magnitude (20 ps and 10 ns). Such smooth increase in
flexibility with time-scale, however, hinders the fact that the increase in flexibility is not
the same for all residues. For example, at 20ps regions 'a’ and 'b' (see arrows in Figure 5a)
have similar flexibilities, whereas at much longer time scales (10 ns) region ‘b’ becomes far
more flexible than ‘a’. This can be clearly seen when normalizing the flexibilities at
different time-scales (see Figure S2). Note that the thermophilic protein has a more
conserved pattern than the mesophilic one. This implies that, in the mesophilic protein,
the rates of MSD increase with time scale are more residue-dependent or heterogeneous
throughout the structure. This can be viewed as an alternative manifestation of the higher
dynamical heterogeneity of the mesophilic protein. It is thus expected that these more
heterogeneous rates of MSD increase in the mesophilic protein result in distributions of
residues flexibilities with a steeper increase of 6 upon raising the time scale (Figure 4b).
The conserved pattern of the thermophile can be explained by its higher compactness and
collectivity of protein motions, as will be described below. Therefore, although the
general trend is that flexible regions remain flexible and fixed regions remain fixed, the
relative flexibilities among residues at different time scales does change. This has also been
reported from NMR experiments [7] that compared two different time-scales. Again, this
empbhasizes the crux of this paper: that talking about dynamics without specifying a time

scale can result in contradictory conclusions.

Figure 5b also illustrates how the MSD of the mesophilic protein (in blue) at 320 K and a
time scale of 10 ns exhibits a sharper increase, with respect to 20 ps, than the
thermophilic homolog. The sharper increase in MSD of the most flexible residues of the
mesophilic protein compensates the lower mobility of its more rigid residues resulting in
an overall flexibility fairly similar to that of the thermophilic protein. This is a
complementary perspective of the observation from Figure 1 that the overall MSD of the

mesophilic protein at this temperature increases more rapidly with time scale to the extent
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that at -5 ns reaches the MSD values of the thermophilic one. The corresponding

representations at the other temperatures are shown in Figure S3.
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Figure 5. Flexibility at different time scales and temperatures. (a) MSD of the mesophilic protein
at 320 K and time scales: 20 ps (red), 100 ps (yellow), 1 ns (green) and 10 ns (blue). (b)
Correlation between the MSDs at 20 ps and 10 ns of the thermophilic (red crosses) and mesophilic
(blue crosses) proteins at 320 K. (c) MSD (10ns) of the thermophilic protein at 280 (blue), 300
(green) and 320 K (red). (d) Correlation between the MSDs (10 ns) at 280 and 320 K for the

thermophilic (red crosses) and mesophilic (blue crosses) proteins.

In Figure 2 we have given support to the thermostability mechanism of thermophilic
proteins suggested by Zaccai and co-workers [11], which is based on a reduced
temperature-dependence of the overall flexibility. To gain insights into the origin of our
results, here we aim to deconvolute the contribution of residues to this overall behavior of

the protein. With regard to the MSD variation with temperature, we have compared the
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residue flexibilities between different temperatures at the time scale of 10 ns. We note in
Figures 5C and S4 that all residues of both proteins, except for residues 50-58 and the C-
terminal tail of the thermophilic protein (see arrows in Fig. 5C), tend to increase the
MSD with temperature. Figure 5d shows that this rate of increase is fairly similar among
all residues and that the slope of this linear trend is higher for the mesophilic protein in
line with Figure 2, which provides evidence of its larger dMSD/dT. This figure shows
that all residues contribute to increase dMSD/dT. To better illustrate the temperature-
dependence of the MSD of each residue we have represented this quantity in Figure 6 as
the slope of a linear fit of MSD (at 10 ns) »s temperature. Now we turn our attention to

the factors that determine differences in the dMSD/dT of residues in the two proteins.
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Figure 6. (a) Representation of the dMSD/dT values computed for the backbone atoms of each
residue of the thermophilic (red) and mesophilic (blue) proteins at the 10 ns time scales. (b) Same

representation as panel a, but for structurally aligned residues.

Structural differences between the mesophilic and thermophilic homologs

Figure 6b shows the dMSD/dT values shown in Figure 6a, but only for structurally
aligned residues. Figure 6b shows that the dMSD/dT values of the mesophilic protein are,
in general, above those of the thermophilic homolog. As noted above, even some residues
of the thermophilic protein (50-58 and the C-terminal tail) undergo a decrease in MSD
with temperature, in contrast to the mesophilic protein, the residues of which all have a
positive dMSD/dT. However, it is worth emphasizing that some regions display very

close similarity between the two proteins. To gain insights into the origin of these
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similarities and differences in the dMSD/dT of both proteins, it is instructive to evaluate
different contributions to the average dMSD/dT as shown in Table 1. Herein those
residues that do not form helices or fsheets are termed coils, including loops, turns or

random coils.

Table 1. Contributions to the temperature-dependence of MSD at the 10 ns time scale

Thermophilic Mesophilic

<dMSD/dT>* 0.0081 0.0147
<dMSD/dT>jign® 0.0082 0.0130
<dMSD/dT> oualign 0.0069 0.0248
<«dMSD/dT> ! 0.0082 0.0202
<dMSD/dT> gy 0.0081 0.0114
% of aligned residues 34.8 39.4
forming coils

% of aligned residues 65.2 60.6
forming helices/sheets

% of not aligned residues 63.6 72.4
forming coils

% of not aligned residues 36.4 27.6

forming helices/sheets

* Average over all residues

® Average over structurally aligned residues

¢ Average over not structurally aligned residues
4 Average over residues forming coils (L)

¢ Average over residues forming helices (H) or sheets (E)

The average of dMSD/dT over structurally aligned residues, <dMSD/dT> g, is still
higher for the mesophilic protein (0.0130 5 0.0082 A%K™). However, it is interesting to
note that the difference between both proteins is enlarged when comparing the average
over not aligned residues, <dMSD/dT>noutigns (0.0248 25 0.0069 A>K"). This separation
of the contributions from aligned and not aligned residues reveals that the flexibility of
structural features unique to the mesophilic protein is much more sensitive to changes in

temperature. In particular, a 72.4% of not aligned residues of the mesophilic protein form
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coils. In line with this, we show in Table 1 that the dMSD/dT of all coil regions,
<dMSD/dT>(), of the mesophilic protein is notably larger than that of helices and £
sheets, <dMSD/dT>qyp), (0.0202 »s 0.0114 A2K"). In contrast to this, the dIMSD/dT of
the thermophilic protein proves to be practically insensitive to the secondary structure.
Thus the higher dMSD/dT of the mesophilic protein has an important structural reason.
Indeed, it is widely accepted that thermophilic proteins tend to exhibit shortened surface
loops to lower the entropy change of unfolding [31], which provides higher stability.
Here we show that this structural feature has implications on the sensitivity of protein

flexibility to temperature changes.

A related structural feature that has been associated to enhanced thermostability is an
improved packing [32, 33]. To explore further this idea we have quantified the
compactness of both proteins with a measure of packing, i.e. density at residue (),

introduced by Chennubhotla and Bahar (see Methods) that averages the number of
contacts at each residue. We have averaged the density of all residues (l/ N ledi ) in

the crystal structures of both proteins. It turns out that the degree of packing is higher in
the thermophilic protein (6.8 vs 6.3). To characterize the distribution of packing across
the protein structure, Figure 7 displays the density averaged over residues at different
shells of the protein structure. We have divided the protein structure in five shells (s;, i=1-
5) as a function of distance to the center of mass with a 10 A-width. For instance, s; refers
to residues at a distance ranging from 0 to 10 A from the center of mass. It is worth
reminding the reader that in the first 10 A shell of the thermophilic protein there are no

residues due to the large central hole (see Figure 3c).
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Figutre 7. Density of residues at different shells of the crystal structures of the thermophilic (red)
and mesophilic (blue) proteins. Horizontal dashed lines represent the average of each data series

over the five shells considered. The last shell corresponds to distances greater than 45 A,

Figure 7 illustrates that the structure of the thermophilic protein is more compact than
the mesophilic homolog near the surface. This is consistent with the larger content of
residues forming coils, which have limited intra-protein contacts, at the surface of the
mesophilic protein. In addition, it is pertinent to note that the higher packing of the
thermophilic protein does not necessarily mean less flexibility. On the contrary, it turns
out to be more flexible, at least at the time scales here explored. What is even more
interesting is the fact that the higher density of the thermophilic protein structure
correlates with its higher dynamical homogeneity. Indeed, the more densely packed is the
structure the more efficient is expected to be the propagation of thermal fluctuations. The
low number of intra-protein contacts of longer coils at the surface of the mesophilic
protein enables large conformational fluctuations in these regions, but at the same time is
expected to hamper the propagation of such fluctuations to the rest of the structure. This
ultimately increases the gap between the most flexible and rigid residues of the protein

leading to a higher dynamical heterogeneity.

A structural index that is consistent with the higher flexibility of the thermophilic protein

is the Lindemann coefficient (A1) [34], which estimates the solid-liquid behaviour of a



Thermal stability of enzymes 203

protein. The higher Ay is, the more liguid-like the protein structure is. In this case, Ar has
been calculated with FlexServ [35] and values of 0.131 and 0.118 have been obtained for
the thermophilic and mesophilic proteins respectively. Thus the fact that the thermophilic

protein turns out to be more liquid-like is consistent with its higher flexibility.

Salt bridge interactions

It is important to remark that the flexibility of structurally analogous regions is still
significantly more temperature-dependent in the mesophilic protein. Thus there has to be
another factor that determines the dIMSD/dT in these regions. We now examine how the
larger proportion of charged residues generally observed in thermophilic proteins can
contribute to lowering dMSD/dT by forming salt bridge interactions. Previously we have
shown in Figure 6b that a striking difference in the thermal behavior of both proteins lies
in residues 50-58 and the C-terminal tail of the thermophilic protein, which undergo a
decrease in MSD with temperature. To rationalize the origin of this amazing behavior, we
have examined all salt bridges formed by charged residues of these two regions. In
particular, we determined the probability density of the distance of all salt bridges formed
between a given residue and oppositely charged residues within 20 A. Figure 8 shows the
corresponding probability densities for residues R56 and K311, which is located at the C-
terminal tail. It is evident from the figure that both residues exhibit an increase in the
probability of forming salt bridges at short distances upon increasing temperature. In
particular, the probability of finding a short salt bridge (with distance < 4.5 A), or
occupancy, is found to increase a 25% and a 23 % in R56 and K311, respectively, when
raising the temperature from 280 to 320 K. It is noteworthy that, in the case of residue
R56, increasing the temperature from 280 to 320 K entails the formation of new salt
bridges with residue R56, since at low temperature none short salt bridges are formed as
shown in Figure 8a (blue curve). Therefore, either the formation of new salt bridges or
the strengthening of already present salt bridges with temperature is likely to constrain the
motion of the specific residue and that of nearby residues. Taking into account that these
effects are induced by increases in temperature, the negative dMSD/dT observed in
Figure 6 for these regions is consistent with this idea. Indeed, such tightening of salt
bridges upon raising temperature has already been pointed out by others as a mechanism
for thermal stability [36-39]. As the temperature increase, the dielectric constant of water

decreases leading to a reduction of the desolvation penalty of salt bridge formation that
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ultimately strengthens this interaction and the robustness of the structure. Our present
observation is fully consistent with recent NMR studies by Vinther et al. on another
thermostable protein [39]. They revealed that, at the pico-nanoseconds time scale, the
backbone flexibility in different areas of the protein decreases with temperature as a result

of salt bridge tightening, which ultimately contributes to increase protein stability.
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Figure 8. Probability distributions of all salt bridges integrating residues R56 (panel a) and K311
(panel b) of the thermophilic protein at 280 (blue), 300 (green) and 320 K (red). The occupancy
of the salt bridge is the integral of these distributions from 0-4.5 A. The salt bridge distance is
defined between the CZ atom of Arg (and NZ atom of Lys) and the CG atom of Asp (and CD

atom of Glu).

In Figure 9a we show that the content in charged residues follows a similar trend as that
of the packing at different shells of the structure. The main difference in the content of
charged residues lies again near the surface, as commonly accepted [3]. While the
mesophilic protein presents a rather constant proportion of charged residues throughout
the structure, the thermophilic one steadily increases this proportion as the distance to the
surface is reduced. For instance, charged residues at the surface of the thermophilic
protein represent a 55%, whereas only a 32% in the mesophilic homolog. Regarding the
content on charged residues, it is interesting to note that the thermophilic protein
presents another signature of enhanced thermostability, that is the higher arginine-to-

lysine ratio [1, 40, 41] relative to the mesophilic homolog (0.66 vs 0.42).
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A clear manifestation of salt bridge tightening with temperature at the surface of the
thermophilic protein is the thermal behaviour of the radius of gyration (Rg), which is
sensitive to fluctuations of the surface. Figure 9b shows the time evolution of Rg at
different temperatures. While the radius of gyration of the mesophilic protein displays
modest variations with temperature, the thermophilic protein shows a significant decrease
of Rg upon increasing temperature. In particular, the central hole of the thermophilic
protein undergoes a contraction that entails a significant decrease in the solvent accessible
surface (SAS) of residues within 20 A from the center of mass (second shell), as shown in
Figure S5 (panel a). In contrast, the SAS of the mesophilic protein (within this 20 A shell)
is much less sensitive to temperature variations (see panel b in Figure S5). This implies
that upon increasing temperature, the thermophilic protein has a tendency to disrupt
protein-water interactions to enhance intra-protein interactions, as opposed to the
mesophilic homolog. Figure 9c¢ shows that the thermophilic protein systematically
experiences salt bridge tightening in each shell, but that the major tightening occurs in
the second shell. In particular, we note that salt bridges involving R56, which is located
within this shell and has been highlighted in Figure 8a, are those that contribute the most
to the tightening of salt bridges in this shell. On the contrary, Figure 9d shows that the
salt bridge tightening with temperature undergone by the mesophilic protein is less
systematic in the different shells. In some cases an increase in temperature does not
necessarily involve an increase in the occupancy of salt bridges. The larger proportion of
charged residues (see Figure 9a) underscores the importance of the more efficient
tightening of salt bridges upon increasing temperature throughout the thermophilic
structure. Although we have identified two regions with a negative dMSD/dT, this does
not exclude the possibility that the motion of other regions is constrained due to
temperature increase. We suggest that the effect of salt bridge tightening in other regions

would be to partially counterbalance the natural increase of mobility with temperature.
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Figure 9. (a) Proportion of charged residues at different shells of the protein structure. Vertical

Occupancy (d=4.5 A)
Oceupancy (d=4.5 A)

dotted lines denote the range of distances defining a shell. Horizontal dashed lines represent the
average of each data series over the five shells considered. The last shell corresponds to distances
greater than 45 A. (b) Radius of gyration as a function of time at the three temperatures studied
(280 K, blue; 300 K, green; 320 K, red). (c) Average occupancy of all salt bridges of the
thermophilic protein within each shell s; at the three temperatures (same color code as in panel b).
The protein structure is divided in 5 shells of a 10 A-width as in Figure 7. (d) Same as panel ¢ for

the mesophilic protein.

It is pertinent to note that the radius of gyration undergoes slow fluctuations, which is
indicative of a slowly convergent property. This makes necessary monitoring this property
at long time scales to allow meaningful interpretation. For instance, from the 40-50 ns
interval it would seem that the radius of gyration is converged (see Figure S6), whereas
the full 200 ns run reveals that the fluctuating Rg is unlikely to be converged and, thus,

much longer trajectories are required.
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In this work we provide evidence of two factors determining the thermal behavior of
MSD: structure and salt bridge interactions. Although both factors play a primary role at
the ps-ns time scales here explored, this does not rule out the contribution of other factors
underlying the difference in dMSD/dT between both proteins. Future work examining
longer time scales is expected to provide new insight into their different sensitivity of

protein motions to temperature changes.

Principal component analysis

We have carried out a principal component analysis of the trajectories at each temperature
to give insight into differences in collective motions between both proteins. We have
projected the trajectories obtained at each temperature into the first two PCs, which
describe a larger amount of variance. Figure 10 represents the contour plots of the
probability density of projections. It is evident from the figure that the conformational
fluctuations of the two proteins are distributed in a strikingly different fashion along the
first two PCs. At a given temperature, the thermophilic protein fluctuates in a higher
extent than the mesophilic one, when either moving within the same minimum or
between minima of the conformational space defined by the first two PCs. Of course, the
larger fluctuations observed in the thermophilic protein system are consistent with the
higher flexibility at short time scales as pointed out above. It is appealing the idea that the
largest conformational transitions occur through zight pathways in the mesophilic protein,
while in the thermophilic homolog broader routes are allowed. This ultimately provides
insight into a significant difference in topology of the energy landscape of both types of

proteins.
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Figure 10. Contour plots of the projection of trajectories into the first two principal components
at 280 and 320 K.

Taking into account such difference in the dispersion of conformational fluctuations of
the two systems along the first two PCs (Figure 11), we examined how this might be
linked to the difference in dynamical heterogeneity highlighted above. We scrutinized this
possibility with the collectivity [27] of each principal component (see Methods) to give a
measure of how many residues contribute to a given mode and thus characterize the

dynamical heterogeneity associated to each mode.
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Figure 11. Collectivity of the first 100 principal components at (a) 280 K and (b) 320 K. Variance
of the projection of trajectories into the first 100 PCs at (c) 280 K and (d) 320 K. This has been
computed with Eq. 4. Data series for the mesophilic and thermophilic proteins are depicted in

blue and red respectively.

Figure 11 displays the collectivity indices of the first 100 principal components at 280
(panel a) and 320 K (panel b). Interestingly, in the first PCs, the collectivity of the
mesophilic protein is notably lower than that of the thermophilic counterpart, being
remarkable the difference in collectivity of the first two PCs addressed above. These
results indicate that the main conformational fluctuations of the mesophilic protein have
a more local character than in the thermophilic one, which presents more cooperative
motions. Put it more succinctly, the higher dynamical heterogeneity of the mesophilic
protein suggested above is clearly manifested here by the low collectivity of the first
principal components. Given the marked difference in the cooperative nature of motions

in the two proteins, we wonder whether this might be related to the different topology of
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their energy landscapes as illustrated in Figure 10. Does the broader energy landscape of
the thermophilic protein describe more collective motions? There is an apparent
correlation when considering the first two PCs, but to explore further this idea we
examined the variance of the projection of trajectories into each of the first 100 principal
components (see Methods for details on the calculation of this variance). Figure 11
(panels ¢ and d) shows the variance of projections of each PC for the two proteins. It
reveals that the variance in the first PCs is systematically higher in the thermophilic
protein. Interestingly, the modes in which the thermophilic protein has a higher
collectivity than the mesophilic homolog coincide well with those in which the variance is
also higher. This strongly suggests that the more cooperative motions of the thermophilic
protein emerge from broader energy landscapes. It is of interest to assess whether this
feature of the energy landscape can be regarded as a hallmark distinguishing thermophilic
proteins from their mesophilic counterparts in general. For a more detailed
characterization of the landscape of both proteins, we leave as future work the use of
clustering analysis methods in conjunction with Markov models for studying the kinetics

associated to the conformational transitions of each protein.

CONCLUSIONS

The present study focuses on differences in the dynamical properties of a thermophilic
protein and its mesophilic homolog that can be associated to thermal stability. The
analysis of molecular dynamics trajectories at three different temperatures reveals that the
overall flexibility (MSD) of the thermophilic protein is higher than that of the mesophilic
homolog at the picosecond and few nanoseconds time scales. However, the flexibility of
the mesophilic protein exhibits a higher sensitivity to temperature changes. The lower
temperature dependence of the MSD of the thermophilic protein lies in the improved
packing of the structure and the larger content on charged residues which mediate salt
bridge interactions that tend to strengthen with temperature. Moreover, the distribution
of mobilities among protein residues differs in the two proteins. The mesophilic protein
exhibits a broader distribution which implies a higher dynamical heterogeneity. In this
case, loops and N and C termini are very mobile but the core of the protein is more rigid
than in the thermophilic protein. Such difference in the dynamical heterogeneity is
reflected in the principal components describing the main conformational fluctuations of

the proteins. The modes of the thermophilic protein are characterized by a higher
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collectivity entailing more cooperative motions, whereas the first modes of the mesophilic
homolog tend to have a more local character. Overall, we suggest that the more

cooperative motions of the thermophilic protein emerge from broader energy landscapes.

On balance, our findings from simulations on the lower dMSD/dT of the thermophilic
protein support the fundamental idea originally suggested by Zaccai and co-workers.
Given the high correlation of the flexibility between time scales differing in three orders
of magnitude (from 20 ps to 10 ns), it is tempting to regard a low dMSD/dT as a
dynamic fingerprint of enhanced thermostability. Here we have extended the time scales
studied in the experiment and, as future work, we aim to study this contrasting thermal
behavior at much longer time scales, which are more relevant to unfolding events. This
will be done with coarse-grained models that will be calibrated by the all-atom
simulations analyzed here. In addition to this, the present paper suggests two additional
dynamic fingerprints distinguishing thermophilic and mesophilic proteins. First, the
higher dynamical hetereogeneity of the mesophilic protein and, second, the broader
energy landscape of the thermophilic protein related to more cooperative motions. It is
certainly true that these predictions need further testing in other thermo-mesophilic pairs

of proteins to ascertain the extent to which these properties can be generalized.
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Supporting Information

Weibull function

A Weibull function takes the form:

p(r) = %(%)H () 1)

where o and f are the two parameters that determine the shape of the function. The

standard deviation associated to a distribution function is given by:

c= \]f (x — w)?p(x) dx (2)
where 1 is the average obtained from this distribution function and is calculated as:

p=f_ x - p(x) dx (3)

Regarding the fits shown in Figure 4a, the parameter values obtained for the two

distributions are:

@ B

Mesophilic 2.306 0.596

Thermophilic 2.624 0.887
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Figure S2. Normalized representation of residues flexibilities at 320 K of the (a) thermophilic and

(b) mesophilic proteins. Two time scales are represented: 20 ps (red) and 10 ns (blue).
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between the MSDs (10 ns) at 280 and 300 K for both proteins.
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Figure S5. Solvent accessible surface (SAS) of residues of the inner hole (within 20 A from the
center of mass) of the (a) thermophilic and (b) mesophilic proteins. All non-hydrogen atoms have

been considered and a 1.4 A radius probe has been used.
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CHAPTER 5

CONCLUSIONS

With the aim of providing a global picture of different aspects relevant to enzymatic
function (reactivity, dynamics and thermostability), in the present thesis we have studied
several enzymes using a variety of computer simulation methods. Our main observations

in the three aspects are the following:

1) Reactivity

a. DPutative pentacoordinated phosphorus species being formed in the course of
phosphoryl transfer reactions exhibit apical bonds of high polarizable character. We
have observed that this makes the geometry and stability of these compounds very
sensitive to three different sources of polarization. First, the electrodonor character of
the apical and equatorial groups. Second, the orientation of equatorial groups.
Third, external electric field effects in the apical direction. Electric fields, in
particular, are observed to either enhance the kinetic stability of such intermediate or

destabilize it to the extent to switch the step-wise process to a concerted one.
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b. The magnitudes of the electric fields observed to induce significant changes in
geometry and reactivity are likely to be present in the active site of phosphoryl
transfer enzymes. This is an effect included in an implicit fashion when performing
QM/MM calculations.

c. From the methodological point of view, the computational method with best
compromise between accuracy and cost to describe the three sources of polarization
of pentacoordinated phosphorus is the #PW1PW91 functional with the 6-31+G(d)
basis set. To describe these effects with lower computational cost, the semi-empirical

AM1/d-PhoT exhibits the best performance.

d. The studies on small phosphorane models have provided critical thinking to evaluate
the viability of pentacoordinated intermediates. In particular this initially questioned
the presence of a phosphorane in the X-ray structure of the fphosphoglucomutase

enzyme.

e. The phosphoryl transfer in S-phosphoglucomutase computed with high-level
QM/MM methods proceeds through a pentacoordinated phosphorus that is a
transition state structure. The energy barrier calculated for this process is in good
agreement with kinetic experiments. Moreover, the improved refinement of the X-
ray diffraction map with MgFs™ provides additional support to the idea that the
original X-ray structure was wrongly characterized as a phosphorane intermediate.
Overall, this provides further support against the observation of the first

phosphorane in an enzyme active site.
2) Dynamics

a. The conformational change of the EcNAGK enzyme associated to substrate
binding/release events is intrinsically favored by the 3D-structure. Thus the protein
fold shared among Amino Acid Kinase family members entails common modes of

motion that are functionally relevant.

b.  The interest of the scheme devised to contrast the large-amplitude dynamics of pairs

of proteins extends beyond the common dynamical mechanism of the AAK protein
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3)

family. It provides us with a rigorous framework to find out dynamic fingerprints in

protein families.

Among the oligomers studied from the AAK family, it is commonly observed that
the dynamics of the monomeric and dimeric component subunits is conserved to a
high extent in the oligomeric and functional state. In addition, the oligomeric
arquitecture enables new cooperative modes of motion intimately linked to the
allosteric regulation of the activity as observed for hexameric NAG and UMP
kinases. Inter-protein interfaces provided by oligomerization therefore are
functionally relevant not only to stabilize a given fold for the monomeric subunits,

but also to confer new modes of motion necessary for optimal activity.

In particular, the different assembly of the dimeric subunits uniquely displayed by
UMPK induces rigid-body motions of the monomeric subunits that are not allowed

by the NAGK arquitecture and are necessary for allosteric regulation.
Thermostability

The interpretation from neutron scattering experiments that the intramolecular
motions of a thermophilic enzyme are less sensitive to temperature changes must be
reconsidered. Translational and rotational diffusive motions account for ~50% of the

total mobility observed as shown by molecular and Brownian dynamics simulations.

The different thermal behavior of the global mobility exhibited by the two enzymes
arises from the different nature of inter-protein interactions present in the crowded
solution. The larger number of charged amino acid residues at the surface of the
thermophilic enzyme induces more intense electrostatic interactions among protein
molecules that are enhanced with temperature due to a decrease in the desolvation
penalty of water. These interactions are attractive and partially counterbalance the

natural increase in diffusion with temperature.

With regard to internal dynamics, MD simulations reveal that the thermophilic
enzyme exhibit larger structural fluctuations in the range of temperatures studied,
which is in qualitative agreement with the experiment. At longer time scales than in

the experiment, the MSD of the thermophilic protein becomes less temperature-
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dependent than that of the mesophilic homologue. This supports the fundamental
idea originally proposed in the experiment. Such lower dependence arises from
improved packing of the protein structure and the larger proportion of charged

residues which form intramolecular salt bridges that tighten with temperature.

d. The distribution of residues’ flexibilities is broader in the mesophilic protein. This
higher dynamical heterogeneity is attributed to more local motions that arise from a
less compact structure, which presents enlarged coil regions. The thermophilic
protein, on the other hand, exhibits more cooperative motions that emerge from

broader energy landscapes.

A more general conclusion from this investigation is the increasing importance of
computational methods in correctly interpreting experimental data, in spite of the
limitations of current computational approaches. We have shown two examples of
different experiments with far-reaching conclusions that after computational examination

need to be reconsidered.



CHAPTER 6

SUMARIO

La presente tesis se centra en la modelizacién molecular de enzimas haciendo especial
énfasis en tres aspectos necesarios para la funcidén enzimdtica: reactividad, dindmica y
termostabilidad. Se ha pretendido dar una visién general del mecanismo de
funcionamiento de los enzimas dirigiendo el estudio no a un enzima en concreto sino a
una variedad de enzimas con caracteristicas distintas y que han abierto cuestiones diversas.
El estudio de los tres aspectos considerados en esta tesis se han divido en tres partes
diferentes. En primer lugar, los estudios de reactividad se han centrado en reacciones de
transferencia de fosfato, las cuales estin implicadas en un amplio rango de procesos
biolégicos y que presentan la complejidad de proceder segiin distintos tipos de
mecanismos. En este sentido las herramientas de la quimica computacional pueden ayudar
a discernir el tipo de mecanismo. Uno de los ejemplos que se mostrard es el del enzima f3-
fosfoglucomutasa. En segundo lugar, el estudio de la dindmica se ha focalizado
principalmente en los movimientos lentos de gran amplitud que estdn asociados a procesos
de unién de sustrato y regulacién de la actividad por alosterismo. Esta parte se ha centrado
en la familia de las quinasas de aminodcido que presentan importantes cambios
conformacionales asociados a su funcién bioldgica y que han sido muy bien caracterizadas
por cristalografia. En tercer lugar, se ha analizado la relacién entre termostabilidad y
dindmica en el contexto del experimento de Zaccai y colaboradores basado en dispersién
de neutrones.
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Catilisis enzimdtica

Los enzimas son macromoléculas bidlogicas que son capaces de acelerar la velocidad de
reaccién en mds de 15 6rdenes de magnitud, lo cual les permite llevar a cabo reacciones
quimicas a escalas de tiempo adecuadas para los procesos bioldgicos. La clave de la
extraordinaria eficiencia catalitica de los enzimas reside en la gran preorganizacién del
centro activo, el cual presenta amino dcidos con distinta polaridad en una conformacién
6ptima para unir el sustrato y estabilizar el estado de transicién de la reaccién. En general,
la comprensién detallada del mecanismo catalitico de enzimas es de gran utilidad tanto
para el diseio de inhibidores de enzimas asociados a algin tipo de disfuncidn, asi como
para redisefar enzimas adaptados a catalizar nuevas reacciones quimicas.

Estudios recientes de RMN y espectroscopia unimolecular han revelado la importancia de
la flexibilidad (dindmica) de los enzimas en la catélisis. Los cambios conformacionales
implicados en la catdlisis pueden tener lugar en un amplio rango de escalas de tiempo. Las
fluctuaciones mds répidas (escala de pico-nanosegundos) corresponden a movimientos
locales que implican cadenas laterales y subdominios, mientras que la dindmica mds lenta
(escala de micro-milisegundos) concierne a dominios enteros que cambian de
conformacién en procesos de unién de ligando. El estudio de la dindmica de enzimas a
nivel computacional presenta limitaciones para abarcar las escalas mds lentas.
Concretamente, la dindmica molecular (DM) es el método mds utilizado para explorar la
dindmica conformacional de proteinas. Mediante las ecuaciones de movimiento de
Newton, la DM simula la evolucién temporal de las coordenadas atémicas permitiendo
caracterizar diferentes estados conformacionales y sus transiciones. Para estudiar procesos
en escalas de tiempo de micro-milisegundos es necesario recurrir a métodos mis
aproximados como los basados en una representacién mds simplificada de la proteina,
como los modelos de red eldstica.

Modelizacién molecular

La quimica teérica y computacional proporciona un amplio rango de metodologias que
permite describir, a distintos niveles de aproximacién, los procesos reactivos y
conformacionales que tienen lugar en enzimas. Por un lado, los métodos basados en la
mecdnica cudntica se utilizan en la descripcion de la reactividad del centro activo. Estos
métodos son los mds exactos, pero su elevado coste computacional limita su aplicacién a
los pocos dtomos involucrados en la reaccién. Concretamente se han utilizado los métodos
basados en la teoria del funcional de la densidad (DFT), cuya relacién exactitud-coste es
favorable. Por otro lado, es preciso muestrear la superficie de energia potencial del sistema
para caracterizar los estados conformacionales mds representativos asi como para describir
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el estado de transicién implicado en la reaccién quimica. Para un amplio muestreo de esta
superficie habitualmente se recurre a los campos de fuerzas que, mediante potenciales de
interaccién parametrizados, permiten describir la energia del sistema a un coste
computacional muy bajo. Estos potenciales se utilizan en conjunto con un método de
simulacién que integra las ecuaciones de movimiento de Newton para describir la
evolucién de las coordenadas atémicas con el tiempo: la dindmica molecular. Esta
metodologia permite, en consecuencia, caracterizar la dindmica de proteinas, pero su uso
se limita a describir procesos en escalas de tiempo de hasta cientos de nanosegundos. Para
procesos a escalas mds largas se requieren aproximaciones adicionales, como es el caso de
los métodos de red eldstica o de dindmica Browniana.
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Catilisis de reacciones de transferencia de fosforilo

Las reacciones de transferencia de fosforilo son catalizadas por distintos tipos de enzimas
en una amplia diversidad de procesos bioquimicos. Por ejemplo, las quinasas son enzimas
que transfieren fosfato desde el ATP a otras proteinas o biomoléculas y que estdn
implicadas en procesos como la divisién celular o la glucdlisis. Aparte del gran interés que
despierta estudiar este tipo de enzimas por sus potenciales aplicaciones médicas, estos
enzimas merecen especial atencién desde el punto de vista quimico ya que son de los mds
eficientes que existen. El origen de esta gran eficiencia reside en que estos enzimas
consiguen llevar a cabo reacciones que en disolucién pricticamente no tienen lugar,
debido a la extraordinaria estabilidad cinética de los fosfatos, a escalas de tiempo adecuadas
para los procesos bioquimicos.

Los mecanismos de reaccién de una transferencia de fosforilo pueden ser disociativos
(intermedio metafosfato) o asociativos, los cuales proceden a través de una estructura de
fosforo pentacoordinado que puede ser un intermedio (fosforano) o un estado de
transicion. El metafosfato adopta una geometria plana trigonal, mientras que el fésforo
pentacoordinado (Figura 1) se trata de una bipirdmide trigonal en la que el nucleéfilo y el
grupo saliente se sitlan en posiciones axiales y otros tres sustituyentes en el plano
ecuatorial de la molécula. Estudios tedricos y experimentales han mostrado que el cardcter
del nucledfilo y del grupo saliente, asi como la carga, tiene un efecto importante en el tipo
de mecanismo. En general se observa que en la gran mayoria de enzimas la reaccién
procede a través de un fésforo pentacoordinado que es un estado de transicién (proceso
concertado) y no un intermedio estable. Sin embargo, desperté un gran interés en el afio
2003 la publicacién en la revista Science de la primera estructura cristalogrifica
presentando un fosforano como intermedio de reaccién. Estos resultados dieron lugar a
una gran polémica y hoy en dia se ha reconsiderado aquella observacién después de
diversos estudios cinéticos y de RMN que demuestran que, en realidad, se habia formado
una sal de MgFs™ que actuaba como inhibidor al ser andlogo al estado de transicién.

R,

R——P—R,

-

R Rj

Figura 1. Estructura de un fésforo pentacoordinado. Los grupos Ri, R, y Rs son ecuatoriales,
mientras que los grupos R4 y Rs son axiales, que se corresponden al nucleéfilo y al grupo saliente de
la reaccidn de transferencia
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Fésforo pentacoordinado: estructura, reactividad e implicaciones bioldgicas

En esta tesis se han examinado los factores que influyen en la estabilidad de compuestos
pentacoordinados de fésforo. Se han estudiado distintos modelos de fésforo
pentacoordinado con sustituyentes con cardcter electrodador variable y se ha caracterizado
el tipo de enlace de enlace presente en estos compuestos.

En primer lugar, se ha estudiado la naturaleza de los enlaces axiales en distintos modelos de
fosforano con los métodos “Natural Bond Orbital” (NBO) y “Atoms in Molecules”
(AIM). Los resultados muestran que ambos enlaces axiales son dativos y presentan
marcada hiperconjugacién, lo cual es coherente con un modelo de 3-centro 4-electrones.
Los resultados del analisis sistemdtico, obtenidos a nivel mPWI1PW91/6-31+G(d),
muestran que la distancia de enlace axial del fésforo pentacoordinado es particularmente
sensible a distintos efectos de polarizacién: cardcter dador de los grupos axiales y
ecuatoriales, la orientacién de los grupos ecuatoriales y campos eléctricos externos en la
direccién axial. Cuanto mayor es el cardcter dador del grupo axial y mds aceptor el cardcter
del grupo ecuatorial mds cortas resultan las distancias de enlace axial. Dependiendo de los
grupos presentes la distancia de enlace puede variar hasta 0.2 A, lo cual ilustra la gran
sensibilidad de este enlace a los efectos inductivos. Ademads, cuando el caracter dador de los
dos grupos axiales es muy diferente, el enlace con el grupo dador tiende a fortalecerse a
costa de debilitar el segundo enlace axial resultando en importantes diferencias en la
distancia. Por otro lado, se observa que la orientacién de los grupos ecuatoriales puede
polarizar el dtomo de fésforo afectando a la distancia de enlace axial. Teniendo en cuenta
la polarizabilidad del enlace, es natural que los campos eléctricos externos tengan efectos
importantes. Se observa como afectan a la distancia de enlace de forma que pueden
estabilizar o desestabilizar el fosforano dependiendo del sentido del campo y de su
magnitud. Ademds se aprecia como el perfil de reaccién puede cambiar (Figura 2), de
forma que el intermedio puede aumentar su estabilidad cinética o desestabilizarlo por
completo de forma que el proceso pasa a ser concertado como consecuencia del campo.
Esto puede ser de especial relevancia dada la capacidad de los centros activos de enzimas de
estabilizar electrostdticamente el estado de transicién.
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Figura 2. Esquema del perfil de energfa calculado en presencia de campos eléctricos de distinta
intensidad.

Una descripcién detallada de este estudio se encuentra en: Inductive and External Electric
Field Effects in Pentacoordinated Phosphorus Compounds. (2008) J. Chem. Theory Comput.
4:49-63
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Fésforo pentacoordinado: evaluacién de metodologias para describir los efectos de
polarizacién

Tras la observacién en el estudio previo que los campos eléctricos pueden tener un efecto
importante en la estructura y reactividad del fésforo pentacoordinado, resulta necesario
evaluar la calidad de la descripcién que hacen diferentes métodos semi-empiricos de estos
efectos. Los métodos semi-empiricos se utilizan frecuentemente en cdlculos QM/MM
debido a su reducido coste computacional y por lo tanto requieren describir
adecuadamente la interaccién de los 4tomos reactivos (zona QM) con el entorno
electrostdtico de la zona MM.

Se realizé un estudio sistemdtico de cémo describen los semi-empiricos la geometria de dos
compuestos de fésforo pentacoordinado que presentan marcados efectos de polarizacién
debido al cardcter de los sustituyentes y la orientacién de los grupos ecuatoriales (Figura 3).
También se evalué como describen los correspondientes perfiles de reaccién, asi como el
efecto de campos eléctricos externos en la barrera energética y las distancias de enlace axial.
Se evaluaron semi-empiricos muy utilizados como el AM1 o el PM3 y otros que
incorporan orbitales d como el PM6 o el AM1/d-PhoT. Este ultimo, desarrollado por
York y colaboradores, se ha observado que es el método que proporciona una mejor
descripcion de las energias, geometrias y efectos de campos eléctricos en estos compuestos.
De hecho, AM1/d-PhoT se desarrollé para describir transferencias de fosforilo y consiste
en una reparametrizacién de AM1 para dtomos H, O y P que incorpora orbitales d y una
correccion de la interaccién core-core.

A B

o) o} H
H\ 1.695 ‘ 1.910 . H 1.722 ‘ 1.948 /&
O——P——0 H,CO——P——0 o)

Figura 3. Estructura de los sistemas modelo estudiados que presentan efectos de polarizacién. (A)
polarizacién debido a la conforamcién asimétrica de los OH ecuatoriales (B) polarizacién inducida
por la diferencia de cardcter electrodador de los dos grupos axiales.

Después de plantear la posibilidad de que los campos eléctricos pueden alterar la geometria
y los perfiles de reaccién en centros activos de enzimas, se calculé el campo eléctrico que se
genera en el centro activo de 3 enzimas de transferencia de fosforilo: f-fosfoglucomutasa,
fructosa-1,6-bisfosfatasa y N-Acetil-Glutamato quinasa.. Los valores que se obtienen
(0.002-0.005 au) son del mismo orden de los que se ha observado que tienen efectos
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notables en los compuestos modelo. De esta forma, es plausible que los campos eléctricos
en la direccién axial de la reaccién enzimdtica tengan un efecto significativo en la

reactividad. Cabe recordar que estos efectos quedan incluidos de forma implicita en
cdlculos QM/MM.

La descripcién de los resultados de este estudio se encuentra en: Description of
pentacoordinated phosphorus under an external electric field: which basis sets and semi-
empirical methods are needed? (2008) Phys. Chem. Chem. Phys., 10, 2442-2450.
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Fésforo pentacoordinado en ffosfoglucomutasa

El conocimiento adquirido de los dos estudios previos proporciona cierta capacidad
predictiva para valorar la estabilidad de una especie de fésforo pentacoordinado. De este
modo, una inspeccién preliminar de la especie pentacoordinada de la controvertida
estructura cristalogrdfica de PB-fosfoglucomutasa sefiala que la marcada diferencia en el
cardcter dador de los grupos axiales deberia dar lugar a diferencias significativas entre las
dos distancias de enlace axial, en contra de lo que se observa experimentalmente.

En esta tesis se han realizado cdlculos QM/MM de alto nivel para describir la reaccién de
transferencia de fosforilo y se confirma que el fésforo pentacoordinado es un estado de
transiciéon y no un intermedio. Ademds, la barrera energética calculada concuerda
satisfactoriamente con el valor experimental.
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Figura 4. Perfil de reaccién calculado con el método NEB obtenido a distintos niveles de teorfa. Se
representan las estructuras de los tres puntos estacionarios (R: reactivos, TS: estado de transicidn, P:

productos). La barrera energética (de productos a reactivos) calculada (60 kJ/mol) se corresponde
bien con la experimental (61.5 kJ/mol).
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Por otro lado, el cdlculo de un complejo del enzima con la sal de MgF5, que se habia
postulado como posible inhibidor andlogo al estado de transicién, es efectivamente, un
buen mimético del estado de transicién. En resumen, se confirma la hipétesis de que el
fésforo pentacoordinado no fue correctamente asignado la resolver la estructura de rayos

X.

Una descripcién de los resultados de este estudio se encuentra en: Pentacoordinated

phosphorus revisited by high-level QM/MM calculations (2010) Proteins, 78, 2405-2411
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Dindmica de gran amplitud en la familia de las quinasas de amino4cido

La familia de las quinasas de aminodcido la componen una serie de enzimas con un mismo
plegamiento proteico y que catalizan reacciones de transferencia de fosforilo. Rubio y
colaboradores han estudiado ampliamente esta familia y propusieron que la similitud
estructural de estos enzimas harfa que compartan el mecanismo catalitico. El enzima
paradigmdtico de esta familia es la N-acetil-Glutamato quinasa (NAGK), que estd
involucrada en la ruta biosintética de la arginina en bacterias. Se piensa que la inhibicién
de esta enzima es una buena diana terapéutica para el desarrollo de antibidticos ya que en
células mamiferas esta ruta metabdlica procede a través de intermedios no acetilados y, en
consecuencia, la inhibicién de NAGK puede ser selectiva. Dependiendo del organismo
NAGK puede adoptar una forma dimérica o hexamérica. En el caso de una estructura
hexamérica se ha observado que la actividad enzimdtica puede regularse de forma alostérica
por inhibicién de arginina.

Un aspecto interesante de esta familia es que el conjunto de estructuras cristalogréficas que
se han resuelto en distintos estados de unién muestra que estos enzimas son altamente
flexibles (Figura 5). En la forma dimérica de NAGK se ha observado un movimiento de
apertura y cierre del centro activo necesario para unién de sustratos y catalizar la reaccién.
NAGK en su forma hexamérica presenta grandes cambios conformacionales debido a la
interaccién con el regulador alostérico. El enzima carbamato quinasa (CK) presenta un
subdominio mévil que abre y cierra el centro activo. UMP quinasa (UMPK) también
muestra importantes cambios conformacionales asociados a la regulacién alostérica, pero
de cardcter distinto al de NAGK. De UMPK es importante destacar que aunque el
plegamiento de la subunidad monomérica es muy similar al del resto de miembros de la
familia, el ensamblaje de los monémeros en dimeros es diferente, pero se desconoce la
funcionalidad de esta diferencia estructural. Tal y como puede apreciarse, esta familia
presenta enzimas con distintos grados de oligomerizacién y, por lo tanto, proporciona un
marco adecuado para estudiar como la estructura oligomérica anade complejidad a la
dindmica intrinseca de las subunidades permitiendo la funcién bioldgica.
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NAGK dimérica

Carbamato Quinasa UMP Quinasa

Figura 5. Quinasas de aminodcido. (A) NAGK dimérica de E.Coli. Los dominios flexibles
corresponden a las zonas en verde y naranja, (B) NAGK hexamérica de 7. Maritima. La estructura
se corresponde a un trimero de NAGK diméricas, que interaccionan a través de una hélice N-
terminal en rojo (C) Carbamato quinasa de P. Furiosus. Presenta mismo criterio de coloraciéon que
en los panels A y B, (D) UMP quinasa de E. Coli. Cada una de las subunidades monoméricas
presenta una coloracién diferente.

En esta tesis se han estudiado los cambios conformacionales de gran amplitud de los
miembros de esta familia con un doble objetivo: (1) evaluar el grado de conservacién de la
dindmica lenta de estos enzimas y (2) analizar los efectos del ensamblaje oligomérico en la
dindmica asociada a la unién de ligando. Para estudiar esta dindmica de gran amplitud se
han utilizado los modelos de red eldstica (Elastic Network Models, ENMs) desarrollados por
Bahar y colaboradores, que hacen un anilisis de modos normales sobre una descripcién
muy simplificada de la proteina. Los modos de mds baja frecuencia que se derivan de este
andlisis son robustos respecto al plegamiento de la proteina y permiten caracterizar las
direcciones de movimiento mds accesibles.
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NAGK como paradigma de movimientos de gran amplitud de la familia de las
quinasas de aminodcido

Teniendo en cuenta que la forma dimérica de NAGK (EcNAGK) es el paradigma
estructural de la familia AAK, se ha estudiado la dindmica de gran amplitud de este enzima
y comparado con otros miembros de la familia: carbamato quinasa, UMP quinasa y
NAGK hexamérica. En primer lugar se analizaron los modos normales de mds baja
frecuencia de EcNAGK. Estos modos de movimiento mds accesibles se encuentra que
describen en mds de un 70% el cambio conformacional observado por cristalografia entre
las formas abierta y cerrada del enzima. Esto demuestra que el cambio conformacional de
gran amplitud necesario para la catélisis es intrinsecamente accesible por el propio
plegamiento de la proteina y que el efecto del sustrato se limita a inducir ajustes en el

centro activo para optimizar la unién.

En segundo lugar, para evaluar el grado de conservacién de la dindmica se ha realizado una
comparacién de los modos normales entre los distintos enzimas mediante un método que
permite estudiar la dindmica de una parte del sistema teniendo en cuenta las restricciones
de movimiento que introduce el entorno. La aplicacién de este esquema de trabajo no solo
se limita a esta familia sino que es extensible a otras familias para encontrar similitudes en
la dindmica. El resultado de este andlisis muestra que los miembros de la familia AAK
presentan unos patrones dindmicos como resultado de la similitud en la estructura (Figura
6). El grado de conservacién de los modos normales mds accesibles es elevado confirmando
la hipétesis propuesta por Rubio y colaboradores acerca del mecanismo compartido.
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Figura 6. Comparacién de los modos normales de £eNAGK con otros miembros de la familia. (A)
Carbamato quinasa, (B) NAGK hexamérica (subunidad dimérica) y (C) UMPK (subunidad

dimérica). Se representan los productos escalares de pares de modos en una matriz.
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La presentacién detallada de los resultados de este estudio se encuentra en: On the

conservation of the slow conformational dynamics within the Amino Acid Kinase family:
NAGK the paradigm (2010) PLoS Comput. Biol., 6:¢1000738.
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Efectos de oligomerizacién en la dindmica de gran amplitud

Se ha utilizado el esquema de trabajo desarrollado en el estudio previo para analizar los
efectos de la oligomerizacién en la dindmica de las subunidades. Esto implica tomar una
subunidad como subsistema y el resto del oligdmero como entorno para el célculo de
modos normales. La observacién general que se extrac de este estudio es que la
oligomerizacién proporciona nuevos modos de movimiento cooperativos que explotan la

dindmica intrinseca de las subunidades.

En primer lugar, se han comparado para cada enzima (NAGK dimérica, CK y la NAGK
hexamérica) los modos normales de baja frecuencia de las subunidades aisladas con los que
se obtienen teniendo en cuenta el entorno del oligdbmero. Se encuentra que los modos de
gran amplitud intrinsecamente accesibles a las subunidades se conservan en gran medida
en el estado oligémerico. En la figura 7 se muestra una comparativa de estos modos para

los enzimas EENAGK y PfCK.
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Figura 7. Comparacién de los modos normales del monémero aislado con los modos obtenidos
incluyendo el efecto de entorno debido a la otra subunidad monomérica del enzima. (A) EENAGK

(B) PICK

En segundo lugar, se observa que hay modos de movimiento que emergen del disefio
estructural de la interfaz entre subunidades. Por ejemplo, el cambio conformacional
asociado a la regulacién alostérica de NAGK hexamérica, que implica movimientos de
cuerpo rigido por parte de las subunidades diméricas, estd determinado por la estructura de
la interfaz entre los dimeros que componen el hexdmero. Un cdlculo de modos normales
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de los dos tipos de subunidades diméricas (AB y AF) que componen la proteina muestra
que la interfaz AF es la que capacita a la estructura para los movimientos de cuerpo rigido
de las subunidades. Dada la relevancia de esta interfaz, se ha evaluado la comunicacién
entre las subunidades a través de esta interfaz mostrando. Este andlisis identifica a varios
residuos claves en la cooperatividad de la estructura.

Figura 8. Comparacién entre los dimeros de EXNAGK y UMPK. (A) y (B) Dos vistas
perpendiculares de EEINAGK. Las hélices aC (en rojo) son los principales elementos de la interfaz
de las dos subunidades y adoptan una disposicién cruzada. (C) y (D) Dos vistas perpendiculares de
la subunidad dimérica de UMPK. Las hélices oC también son los principales elementos de la
interfaz de las dos subunidades y adoptan una disposicién paralela. Diferentes deformaciones a lo
largo del modo de mds baja frecuencia se representan en rojo, naranja y amarillo.

Otro ejemplo interesante que se muestra es el de UMPK, que presenta un ensamblaje de
las subunidades diméricas que es diferente al del resto de los miembros de la familia
(Figura 8). Estudiando los modos de baja frecuencia de la subunidad dimérica se encuentra
que esta diferencia en el disefo de la interfaz capacita a la estructura para realizar
movimientos de cuerpo rigido de las subunidades monoméricas que no estdn permitidos
con el otro tipo de disefio de la interfaz que presenta la familia. Este tipo de movimiento se
ha observado a través de estructuras cristalogréficas en presencia y en ausencia de GTP
(regulador alostérico). Esto sugiere que el diseno de la interfaz estd muy relacionado con el
mecanismo de regulacion alostérica.
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Una presentacién detallada de los resultados obtenidos en este estudio se encuentra en:

Changes in dynamics upon oligomerization regulate substrate binding and allostery in Amino
Acid Kinase family members (2011) PLoS Comput. Biol., 7: €1002201.
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Termostabilidad de enzimas

Hasta este punto se han considerado propiedades reactivas y dindmicas de enzimas. No
obstante, un aspecto importante de los enzimas es que han evolucionado para realizar su
funcién biolégica bajo unas condiciones ambientales especificas. De gran interés son los
enzimas que trabajan a altas temperaturas (termdfilas) por sus posibles aplicaciones
biotecnolégicas. Para comprender mejor los mecanismos de estabilidad de las proteinas
termofilas, en esta tesis se ha estudiado cémo la adaptacién térmica puede determinar las
propiedades dindmicas de un enzima.

Para comprender los mecanismos de termoestabilidad de proteinas termofilas suelen
hacerse estudios comparativos con homélogos mesoéfilos, cuya actividad éptima tiene lugar
a temperaturas mds bajas. En general, se observa que las terméfilas presentan una mayor
proporcién de amino dcidos cargados (Asp, Glu, Arg, Lys). Se piensa que esto puede estar
relacionado con una mayor capacidad de hacer fuertes interacciones de puente salino entre
amino dcidos de carga opuesta que proporciona robustez a la estructura proteica. Lo
interesante de estas interacciones es que se intensifican al aumentar la temperatura. Para
que se forme un puente salino la carga debe desolvatarse, lo cual tiene un coste energético.
Al aumentar la temperatura, la constante dieléctrica del agua disminuye, ya que el
incremento de movilidad reduce su capacidad de apantallar las cargas, y en consecuencia el
coste de desolvatacién baja favoreciendo la formacién del puente salino. Otro aspecto
diferencial entre ambos tipos de proteinas es que las termofilas suelen presentar estructuras
mds compactas y bucles (“loops”) mds cortos en la superficie.

Respecto a las diferencias dindmicas de ambas proteinas hay mds controversia, ya que
distintas técnicas experimentales proporcionan informacién a distintas escalas de tiempo.
Tradicionalmente se consideraba que las proteinas terméfilos son mds rigidas y que por eso
requieren temperaturas altas para ser activas y llegar a la desnaturalizacién. No obstante,
hay experimentos que proponen una alternativa a esta visién. Zaccai y colaboradores,
basados en medidas de dispersién de neutrones, establecieron un nuevo paradigma en la
relacion entre la termoestabilidad y la flexibilidad de proteinas. A partir del experimento,
los autores sugirieron que la adaptacién de las proteinas terméfilas a las altas temperaturas
se encuentra en la menor sensibilidad de la flexibilidad interna (a escalas de tiempo de
picosegundos) frente a cambios de temperatura. Sorprendentemente, también encontraron
que, a baja temperatura, el enzima termoéfilo es mds flexible y menos activo. Con el
objetivo de entender el mecanismo de este diferente comportamiento térmico de la
flexibilidad, la dltima parte de esta tesis se ha focalizado en racionalizar el fundamento
tedrico de los resultados de este experimento y comprender mejor las diferencias en las
propiedades dindmicas de los dos enzimas homolégos.
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Simulacién de las propiedades dindmicas analizadas por dispersién de neutrones

Los experimentos de dispersién de neutrones proporcionan informacién dindmica a escalas
de cortas de tiempo (desde picosegundos hasta nanosegundos). En un experimento de este
tipo se mide el intercambio de momento y energia de los neutrones, como resultado de la
colisién con la proteina, y se obtiene el factor dindmico de estructura (S(Q,)). A partir de
esta magnitud se puede extraer informacién dindmica de la proteina: el desplazamiento
cuadrdtico promedio <u”>, que cuantifica la amplitud de los movimientos accesibles a una
escala de tiempo determinada por el instrumento.

En el experimento de Zaccai y colaboradores midieron el MSD de dos enzimas homélogos
adaptados a diferentes temperaturas: malato deshidrogenasa (100°C) vy lactato
deshidrogenasa (30°C). El rango de temperaturas estudiado fue 280-320 K. Como los
valores de <u®> medidos por dispersién de neutrones pueden incluir contribuciones tanto
de la dindmica intramolecular como de la difusién, se han realizado simulaciones de
dindmica molecular (MD) para analizar la flexibilidad interna y, por otro lado, de
dindmica Browniana (BD) parar el movimiento difusivo en disolucién. Cabe sehalar que la
BD se ha llevado a cabo para una caja de 1000 moléculas con el objetivo de incorporar los
efectos de volumen excluido presentes en el experimento debido a las altas concentraciones
que se utilizan.
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Figura 8. Comparacién entre valores de <u®> experimentales [8] 7y calculados para el
enzima termoéfilo (cuadrados rojos) y el meséfilo (tridngulos azules) a las tres temperaturas
estudiadas (280, 300 y 320 K). Los valores experimentales se representan con los simbolos
vacios, los valores simulados de <u’> para la dindmica intramolecular con lineas
discontinuas y los <u®> que incluyen la difusién con lineas continuas.
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Los resultados de las simulaciones concuerdan con las observaciones experimentales, pero
s6lo si se tiene en cuenta la contribucién de la difusién (Figura 8). Concretamente la
difusién traslacional y rotacional contribuye en un -50% al <u’> medido
experimentalmente. Ademds la diferente dependencia del <u’> con la temperatura
proviene mds por diferencias en el comportamiento térmico de la difusién (no de la
flexibilidad interna) de las dos proteinas. De esta manera la interpretacién original del
experimento, basada exclusivamente en la flexibilidad interna, necesita ser reconsiderada.
El acuerdo cualitativo que presentan las simulaciones de dindmica interna con el
experimento es el hecho de que el enzima terméfilo presenta valores de <u®> mayores que
los del meséfilo, pero un 50% por debajo del valor experimental.

Meséfila Terméfila

Figura 9. Potencial electrostitico del enzima meséfilo y el termoéfilo. Representacién de las
estructuras molecular coloreadas segin el potencial. Las regiones en rojo y azul
corresponden a zonas de densidad de carga positiva y negativa respectivamente

Este estudio tiene implicaciones tanto en la interpretacién de experimentos de dispersion
de neutrones que se realicen en solucién. Ademds, estos resultados muestran evidencia de
que bajo condiciones de hacinamiento, como in vivo, enzimas termoéfilos y meséfilos
tienen propiedades de difusién con un comportamiento térmico diferente debido a la
diferente composicién de su superficie. El potencial electrostdtico en la superficie de la
proteina terméfila es mds intenso (Figura 9), debido a la mayor cantidad de residuos
cargados, lo cual conlleva interacciones electrostdticas mds fuertes entre proteinas que
influyen en el comportamiento de difusién. Estas interacciones electrostdticas tienden a
fortalecerse con aumentos de temperatura debido a que la constante dieléctrica del agua
disminuye y en consecuencia el coste de desolvatar un residuo cargado para formar un
puente salino disminuye favoreciéndose la formacion de esta interaccién. De esta manera,
el incremento natural de la difusién con la temperatura se compensa parcialmente por un
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aumento de las interacciones atractivas entre proteinas que en tdltima instancia reduce su
difusién.

Este estudio abre nuevas oportunidades para realizar nuevos estudios comparativos de la
difusién de proteinas termdfilas y meséfilas para determinar si se trata de una tendencia
general y, si es asi, que consecuencias bioldgicas esto podria tener.

Una descripcion detallada de los resultados de este estudio se encuentra en: Crowding
induces differences in the diffusion of thermophilic and mesophilic proteins: a new look at
neutron scattering results (2011) Biophys. J. 101: 2782-2789.
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Comparativa de la dindmica intramolecular del par terméfilo-meséfilo

Tras haber separado las contribuciones de dindmica interna y difusién en los resultados de
dispersién de neutrones, el siguiente paso fue realizar un andlisis comparativo mis
detallado respecto a las diferencias en flexibilidad interna de los dos enzimas. En primer
lugar, estudiamos movimientos en un rango de escalas de tiempo mds amplio (20 ps — 10
ns) que en el experimento (100 ps). La dependencia con la temperatura de esta
flexibilidad, expresada como MSD, se observa que es mds fuerte en el enzima meséfilo a
medida que se aumenta la escala de tiempo (Figura 10). De esta manera, para las escalas
cortas todavia no se aprecian diferencias significativas en esta dependencia, pero si a escalas
mis largas (>300 ps). Cabe senalar que aunque en el estudio anterior reinterpretamos el
experimento por la contribucién difusiva, este estudio apoya la idea originalmente

propuesta por Zaccai y colaboradores a escalas de tiempo mds largas.
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Figura 10. Dependencia de la flexibilidad interna con la temperatura a distintas escalas de
tiempo para el enzima terméfilo (rojo) y el meséfilo (azul)

La diferente dependencia con la temperatura la atribuimos a dos factores importantes.
Primero, diferencias en la estructura secundaria. Se observa que las zonas del enzima
mesdfilo con una flexibilidad mds dependiente de la temperatura se corresponden con
bucles (“loops”) y otras zonas desestructuradas como los extremos de cadena.
Generalmente los enzimas meséfilos presentan bucles mds largos que sus homélogos
termdfilos resultando en estructuras menos compactas. Segundo, las interacciones de
puente salino que se forman entre amino 4dcidos de carga opuesta tienden a fortalecerse con
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la temperatura. De esta forma, el mayor contenido de residuos cargados en el enzima
termofilo proporciona mds posibilidades de formar este tipo de interacciones. Se observa
como los puentes salinos, ademds, tienen mds tendencia a fortalecerse con la temperatura
en el enzima terméfilo. Esto provoca que haya regiones que pueden reducir su movilidad a
temperaturas mds altas.

Otra diferencia importante es que el enzima meséfilo presenta una mayor heterogeneidad
dindmica. Esto implica que presenta una mayor diferencia de movilidad entre las zonas
miés flexibles y las mds rigidas, respecto al homdlogo terméfilo (una distribucién mis
ancha de movilidades atémicas). En consecuencia, los movimientos del meséfilo son de
cardcter mds local y los del terméfilo mds cooperativos, lo cual podria estar ligado a una
mayor capacidad de disipar la energfa térmica.

Una presentacién detallada de los resultados de este estudio se encuentran en: Dynamic
fingerprints of protein thermostability revealed by long molecular dynamics. Enviado a J.
Chem. Theory Comput.



