
Feedback-related Brain Potential Activity Complies with
Basic Assumptions of Associative Learning Theory

David Luque1, Francisco J. López1, Josep Marco-Pallares2,3,
Estela Càmara2,3, and Antoni Rodríguez-Fornells2,3,4

Abstract

■ Feedback-related negativity (FRN) is an ERP component that
distinguishes positive from negative feedback. FRN has been hy-
pothesized to be the product of an error signal that may be used
to adjust future behavior. In addition, associative learning models
assume that the trial-to-trial learning of cue–outcome mappings
involves the minimization of an error term. This study evaluated
whether FRN is a possible electrophysiological correlate of this
error term in a predictive learning task where human subjects
were asked to learn different cue–outcome relationships. Specif-
ically, we evaluated the sensitivity of the FRN to the course of
learning when different stimuli interact or compete to become

a predictor of certain outcomes. Importantly, some of these cues
were blocked by more informative or predictive cues (i.e., the
blocking effect). Interestingly, the present results show that both
learning and blocking affect the amplitude of the FRN compo-
nent. Furthermore, independent analyses of positive and negative
feedback event-related signals showed that the learning effect was
restricted to the ERP component elicited by positive feedback.
The blocking test showed differences in the FRN magnitude be-
tween a predictive and a blocked cue. Overall, the present results
show that ERPs that are related to feedback processing corre-
spond to the main predictions of associative learning models. ■

INTRODUCTION

Learning to predict future events or outcomes from cur-
rent cues represents an extremely important behavioral
adaptation in both human and animals. The specific mecha-
nisms underlying predictive learning have been the subject
of considerable research. There are disputes in the litera-
ture, however, and associative learning mechanisms have
been compared with more cognitive reasoning mecha-
nisms (Shanks, 2010). This study was designed to investi-
gate the neurophysiological correlates and advance our
understanding of the mechanisms underlying human pre-
dictive learning. Using ERPs, the feedback-related negativity
(FRN) component was recorded in a “cue interaction” situ-
ation where different stimuli or cues interact or compete to
become a predictor of the outcome. This component has
been associated with the processing of negative feedback
(Gehring &Willoughby, 2002) and reinforcement learning
(Holroyd & Coles, 2002). Thus, the modulation of the
FRN observed during learning was directly evaluated in
terms of the predictions derived from associative learning
mechanisms.

Cue interaction effects are phenomena that occur
when the successful learning of cue–outcome relation-
ships depends not only on the contingency or statistical

relationship between the cue and the outcome but also
on the contingency between alternative cues that are pres-
ent in the situation and the outcome (see Kamin, 1968;
Dickinson, Shanks, & Evenden, 1984, for seminal demon-
strations of these effects in animal and human learning,
respectively). For example, in the “blocking effect,” if
there are other cues in the situation that already predict
an outcome, a cue will be considered to be weakly related
to this outcome regardless of the number of cue–outcome
pairings. Imagine that an allergist is examining the case
stories of fictitious patients, which is a common scenario
for participants in predictive learning studies, and learns
that eating grapes consistently predicts an allergic reac-
tion in one of the patients. If this highly predictive cue
is presented on other occasions together with a new cue
(e.g., eating bananas) and this “compound cue” (i.e., eat-
ing grapes and bananas) also predicts the outcome, it
is unlikely that the new cue will be considered to be a
true predictor of the allergic reaction regardless of the
number of parings between the added cue and this al-
lergic reaction. These cue interaction effects originally
prompted the development of associative theories, such
as the Rescorla and Wagner (RW) model (Rescorla &
Wagner, 1972).
The core of associative theories of predictive learning,

including RW and its real-time extensions (temporal dif-
ference models; Sutton & Barto, 1981) is the assumption
that the learning mechanism operates on the basis of
the computation of an error signal. This error signal is
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conceived as the difference between the predicted and
the actual outcome. The operation of the model across
trials ensures that any deviation between the predicted
and actual outcome (i.e., the error term) is used to adjust
the strength of the associative link between the cue and
the outcome. This process will continue until the error
signal converges with zero (i.e., the error signal gradually
diminishes until the expectation matches the outcome).
In cue interaction situations, there is already a cue that
reliably predicts the outcome, and no further error signal
is available to promote new learning. Thus, no other cue
will become strongly associated with a particular outcome
in the presence of a predictive cue. In addition, the
strength of the associative link between the cue and the
outcome reflects the predictive validity of the cue regard-
ing that particular outcome relative to other cues that are
present.
If associative mechanisms are a tenable explana-

tion of predictive learning—including cue interaction
phenomena—then, there should be neurophysiological
mechanisms similar to those envisioned by associated
models (e.g., RW) that compute error signals. Numerous
studies exist that support this theory. The most direct evi-
dence comes from studies that used single-cell electro-
physiological recording techniques. Schultz and colleagues
(e.g., Schultz, 2002; Waelti, Dickinson, & Schultz, 2001)
showed that midbrain dopaminergic neurons display a
short-latency phasic signal that can be interpreted to act as
an error signal in nonhuman primates. The results of Waelti
et al. (2001)ʼs study showed that the activity of dopaminergic
neurons diminished across trials as the outcome begins to
be predicted (i.e., just as the error term predicted by asso-
ciativemodels converges toward zero). Similar to a situation
where the outcome is unpredicted, the activity of dopami-
nergic neurons in a cue interaction design was significantly
increased in the presence of an outcome that had been pre-
sented after a “blocked” cue (i.e., the “blocking effect” pre-
dicted by associative models).
Another relevant source of evidence regarding the

neural basis of error-driven predictive learning in humans
comes from fMRI studies. The most relevant evidence
comes from studies where participants had the opportu-
nity to learn cue–outcome predictive relationships from
trial-by-trial feedback. Again, the results from fMRI stud-
ies (e.g., Tobler, OʼDoherty, Dolan, & Schultz, 2006;
Turner et al., 2004; OʼDoherty, Dayan, Friston, Critchley,
& Dolan, 2003; Fletcher et al., 2001) have revealed specific
activities that may be related to the processing of an error
signal. Specifically, Tobler et al. (2006) and Turner et al.
(2004) have shown a greater activation of the OFC area
when participants experienced unpredicted rather than
well-predicted outcomes (i.e., outcomes following a
blocked rather than a predictive cue). Anatomically, this
error-learning signal might be sustained in the human
midbrain and conveyed through corticostriatal–midbrain
circuits (see recent revisions in Haber & Knutson, 2010;
Càmara, Rodríguez-Fornells, Ye, & Münte, 2009).

Noninvasive electrophysiological recordings in humans
(using ERPs and time–frequency analysis) have also pro-
vided information about the neural basis of error detec-
tion and feedback processing. For example, Wills, Lavric,
Croft, and Hodgson (2007) used a cue interaction design
and showed that cues leading to prediction errors attract
more attention than cues for which initial predictions are
correct. Early attentional differentiation of cues that differ
in their previous involvement in errors has been ob-
served in ERPs implicated in selective visual attention,
such as selection negativity and augmented anterior N1
(Vogel & Luck, 2000; Clark & Hillyard, 1996). These re-
sults suggest that error processing in human predictive
learning involves early attentional processes.

FRN is a specific ERP component that is a likely neural
correlate of the error termproposed in RWand similar learn-
ingmodels. FRN is a sharp negative deflection with a fronto-
central distribution that peaks approximately 250 msec
after negative feedback (i.e., a stimulus signaling that an
incorrect response has been made; Gehring & Willoughby,
2002). In their reinforcement learning theory, Holroyd and
Coles (2002) originally claimed that FRN reflected a mis-
match between the expected and actual outcome, which
was highly correlated with the error term described in as-
sociative theories. Thus, FRN could be a cortical electro-
physiological correlate that indexed information similar to
the information recorded in fMRI studies. FRN activity is
greater when an unexpected outcome occurs and progres-
sively weakens as an associated cue makes the outcome
predictable. Thus, FRN decreases in magnitude as learning
progresses (Eppinger, Kray, Mock, & Mecklinger, 2008;
Cohen, Elger, & Ranganath, 2007; Müller, Möller, Rodríguez-
Fornells, & Münte, 2005; Holroyd & Coles, 2002). The rein-
forcement learning theory suggests that the ACC receives
error signal input from the midbrain dopaminergic reward
system to adjust future actions that are compatible with the
proposed neural circuit implementing this error signal.
Indeed, numerous studies involving both human and ani-
mals (see Holroyd & Coles, 2002, for a review) have iden-
tified ACC as a relevant locus for action planning and
execution.

The main objective of this study was to evaluate wheth-
er FRN is a possible electrophysiological correlate of the
associative error term in a predictive learning task (i.e., a
task in which different cue–outcome relationships had to
be learned). To accomplish this, we evaluated the course
of learning throughout a predictive learning task and de-
termined whether the FRN was sensitive to cue
interaction manipulations.

The experimental procedure that we used allowed us
to evaluate whether FRN computed an error term that
complied with the basic assumptions of associative learn-
ing theories in two independent ways. First, we analyzed
how FRN evolved over the course of learning. Because
associative learning predicts that the error term will de-
crease as the subject learns, we expected FRN to de-
crease in the same way. Previous studies have also
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analyzed changes in FRN during learning and found that
FRN decreases with learning (e.g., Eppinger et al., 2008;
Holroyd & Coles, 2002). It is important to note that the
learning task in this study differed from previous studies
in which participants were asked to evaluate arbitrary
cue–outcome relationships. In this study, we used an ex-
perimental paradigm (i.e., the allergy task) that has been
widely used in the humanpredictive learning literature (e.g.,
Vadillo, Castro, Matute, & Wasserman, 2008; Dickinson &
Burke, 1996; Matute, Arcediano, & Miller, 1996; Shanks &
López, 1996; Van Hamme & Wasserman, 1994).

This study was the first to evaluate whether FRN is sen-
sitive to cue interaction manipulations. Following the ra-
tionale of Waelti et al. (2001), this study employed a cue
interaction phenomenon to determine whether a pattern
of neuronal responses complies with the basic assump-
tions of associative learning theory. Associative models
predict that “predictive cues” should elicit a stronger expec-
tation of the outcome than “blocked cues” (see Table 1).
Thus, if the expected outcome is contradicted by the pro-
vided feedback, a greater FRN should be found for cues
that are known to be predictive compared with cues that
are known to be unpredictive or blocked (i.e., we expected
to see a larger FRN in test trials where subjects were pre-
sented with a predictive cue compared with trials that
present a blocked cue).

METHODS

Participants

A total of 25 right-handed adults participated in this
study. The experiment was divided into two experimen-
tal sessions and lasted for about 5 hr. The data from one
participant was excluded because he or she did not com-
plete the second session. The effective sample size was
24 participants (mean age = 22 years, SD = 4.1 years,

range = 19–38 years, 7 men). According to self-reports, all
participants were healthy and had no history of neurological
or psychiatric illness. Participants receivedA 40 for complet-
ing both sessions.

Stimuli and Task

Colored stimuli were presented on a 19-in. computer
screen in the center of a white rectangle (15 cm wide ×
5 cm high) surrounded by a dark blue background. A
total of 180 pictures of objects were used as stimuli. These
objects belonged to one of the following six categories:
fruits, foods (excluding fruits), clothes, office supplies,
animals, and toys.
Participants were asked to predict whether the pre-

sented object(s) (i.e., cue(s)) would cause an allergic
reaction (i.e., outcome) in an imaginary patient on a trial-
by-trial basis. At the beginning of each trial, participants were
presented with a fixation cross placed in the center of the
screen for 1 sec before the presentation of the cue(s). In
single-cue trials (see Table 1 for the design), the cue
appeared in the center of the screen. In compound-cue
trials, the two cues appeared side by side in the center of
the screen (they were separated from each other by 2 cm).
In these trials, the position of each cue on the screen (right
or left) was randomized, and the cue was shown for 1.2 sec.
After the presentation of the cue, participants were asked
to make a two-choice decision upon the presentation of
the cue(s) by pressing either the allergy or no-allergy re-
sponse button. Participants were instructed to respond us-
ing their index finger, and the assignment of allergy and no-
allergy responses to the left or right hand was counterba-
lanced across the different blocks of the task. After the par-
ticipants submitted their response, a blank screen was
displayed for 1 sec, which was followed by a feedback
stimulus for 1 sec. Feedback stimuli consisted of a smiling

Table 1. Experimental Design for Each Experimental Block

Trial Types Relationships Programmed

Outcome Frequency

Predictions of RW (Allergy Responses)Allergy No Allergy

Training trials A–Allergy 10 2 ↑

AB–Allergy 10 2 ↑

C–No allergy 2 10 ↓

CP–Allergy 10 2 ↑

Filler trials EF–No allergy 4 20 ↓

Test trials B–Allergy/no allergy 4 4 B < P

P–Allergy/no allergy 4 4

Letters stand for either cues or stimuli. Target Cues B and P are printed in bold. The last column gives qualitative predictions from the RW model for
each trial type: upward arrows indicate strong “cue(s)–Allergy” associations, whereas downward arrows indicate weak “cue(s)–Allergy” associations.
In the test trials, the RW model predicts a stronger “P–Allergy” than “B–Allergy” association. Different objects from six categories were pseudoran-
domly assigned to the different cues. Please refer to the main text for further explanation.
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face to indicate a correct response or a sad face to indicate
an incorrect response (Figure 1). The feedback stimuli
informed participants whether the patient experienced
an allergic reaction from the cue object.

Experimental Design

The experiment was divided into 30 blocks (5 blocks per
stimulus category). The experimental design (Table 1)
was repeated across the different blocks, and a different
set of stimuli was employed in each of these blocks. The
roles of the cues displayed in Table 1 were pseudoran-
domly assigned to the different stimuli with the con-
straints that all objects must be from the same category
in each block and none of the stimuli could be repeated.
The order of block presentation was counterbalanced
across all participants.
In each block, participants had to learn the relation-

ships between the cues and the outcome (i.e., allergy)
across trials using error-guided learning. Each block in-
cluded seven different trial types: four “learning” trial
types, including the training trials to allow an evaluation
of the cue interaction effect; two “test” trial types in which
the cue interaction effect was measured; and one “filler”
trial type, which was used to equate the number of allergy
and no-allergy outcomes in each block. Learning trials in-
cluded A → Allergy trials, AB → Allergy trials (i.e., the
blocked condition), and C → No-allergy trials and CP →
Allergy trials (i.e., the predictive condition). Ten trials of
each association were presented per block. Test trials
consisted of eight B and eight P trials that were equally
associated with allergy and no allergy (50%) to prevent
contingency learning outside the specific relationships
involved in the cue interaction situation. The filler con-
sisted of 20 EF→No-allergy trials. For each of the learning
and filler trial types, additional two and four trials, respec-
tively, were included. These were inconsistent trials,

which meant that they were associated with the alter-
native outcome to their reference trial type (Table 1).
These extra noisy trials were included to make the learn-
ing and the test trials look more similar (i.e., so that trials
other than the test trials were of a probabilistic nature)
and make generalization more likely. The inclusion of a
single-phase, cue interaction design had a similar objec-
tive. The traditional two-phase design, which has been
used in classical animal conditioning experiments, would
have entailed single-trial types (e.g., A→ Allergy) in a first
phase and compound trial types (e.g., AB → Allergy) in a
second phase. Test trials would have been presented in a
different phase. The use of multiphase designs has been
suggested to encourage human subjects to see the differ-
ent phases as independent or unrelated, which dimin-
ishes the chance of a cue interaction effect (Shanks &
López, 1996; Hinchy, Lovibond, & Ter-Horst, 1995). Thus,
including all trial types within a single phase should facil-
itate generalization between what is being learned across
the task.

Additionaly, Eppinger et al. (2008) also used a single-
phase design, including a large number of target trials as
required in ERP experiments and repeating trial blocks
that were functionally identical. Instead, Wills et al.
(2007) programmed simultaneous replications of func-
tionally identical blocks of a classical two-phase blocking
design rather than a sequential repetition of blocks. As
there are no strong reasons to prefer one strategy over
the other, we preferred to follow Eppinger et al.ʼs strate-
gy, as this study had already shown clear learning effects
in the FRN.

The order of trial presentation within each block was
randomized to prevent more than two consecutive pre-
sentations of the same trial. To allow testing of cue inter-
action effect, however, test trials were only presented
after learning had already taken place (i.e., test trials were
only presented after the first ten trials of each trial type
had already been presented). After the first 10 trials of

Figure 1. Task design.
This figure presents a
fictitious AB → Allergy trial.
(A) A fixation cross is shown
in the center of the screen.
(B) The stimuli (or stimulus)
that represent cue(s) in each
particular trial were presented
for 1.2 sec. This figure shows
two stimuli, which correspond
to Cues A and B. (C) Response
screen indicating an allergy
response. (D) After the
response, a blank screen
was presented for 1 sec
before presentation of
the (E) feedback for 1 sec.
In this example, the response
was correct; therefore,
the feedback was positive.
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each type, test trials were randomly intermixed with the
other trial types.

Procedure

Participants started by reading the instructions on a com-
puter screen, which contained a detailed description of
the experimental task. Participants were instructed to
determine which stimuli caused an allergic reaction in
fictitious patients. In each learning trial, participants had
to predict whether the patient would suffer from an allergy.
The task was divided into 30 blocks, and each block rep-
resented the case story of a different patient. Participants
were instructed to consider each patient independently
(i.e., no relationship existed between them). These instruc-
tions were repeated after each experimental block, which
indicated the stimuli category [fruits, foods (excluding
fruits), clothes, office supplies, animals or toys] that caused
the allergy to the next patient. The instructions stated that
all allergies were imaginary and that participants should not
utilize any previous knowledge about allergies to complete
the task.

Data Recording

Behavioral and EEG Data Recording

An IBM compatible computer was used to collect behavioral
data and present stimuli. Responses were registered by de-
pressing the left buttons of two PC mice located approxi-
mately 1 m apart on either side of the computer monitor.

ERPs were recorded from the scalp with tin electrodes
mounted in an electrocap at 29 standard positions. The
data were referenced to the outer canthus of the right
eye (on-line) and the average mastoid recording (off-
line). Vertical eye movements were monitored by an
electrode placed on the infraorbital ridge of the right
eye. Electrode impedances were below 3 kΩ. The electro-
physiological signals were filtered on-line with a bandpass
of 0.01–50 Hz (half-amplitude cutoffs) and digitized at
a rate of 250 Hz. Trials with a base-to-peak EOG ampli-
tude greater than 50 μV, amplifier saturation, or a baseline
shift exceeding 200 μV/sec were excluded from analyses.
Remaining EOG artifacts were corrected using the SOBI al-
gorithm (Belouchrani, Abed-Meraim, Cardoso, & Moulines,
1993, 1997).

Data Analysis

Behavioral Data

We combined the 30 learning blocks for each participant
and used the proportion of allergy responses in each trial
to analyze the behavioral effects. For repeated measure
ANOVA, the Greenhouse–Geisser correction for degrees
of freedom was performed when sphericity was violated.
The cases in which this correction was applied are indi-
cated in the text.

ERP Data

Electroencephalography epochs were averaged with
reference to the feedback onset. Data were baseline-
corrected by subtracting the average activity that oc-
curred during the 200 msec preceding the feedback onset.
To analyze learning-related changes, the learning trial
ERPs were averaged into four bins, and each bin corre-
sponded to one quarter of the learning block trials (Bin 1
was Trials 1–3, Bin 2 was Trials 4–6, Bin 3 was Trials 7–9,
and Bin 4 was Trials 10–12). Because this study was fo-
cused on elucidating learning effects, the data from the
four learning trial types were combined for analysis. To
analyze the cue interaction effect, the ERP activity for tar-
get cues B and P were independently combined across
the 8 test trials. Note that cues B and P were paired with
the outcome during test trials at a frequency of 50%.
Statistical analyses were performed for the Fz elec-

trode, which is a standard electrode location for FRN anal-
ysis (e.g., Eppinger et al., 2008; Gehring & Willoughby,
2002; topographic maps Figures 4 and 6). The feedback-
locked components were measured as the mean ampli-
tude within a 100-msec time window centered around
the FRN at the Fz electrode (for learning-related changes:
300 msec in the first bin, 290 msec in the second, 295 msec
in the third, and 290 msec in the last bin. For the cue in-
teraction analysis, all conditions that were analyzed had a
peak at 300 msec).1

RESULTS

Behavioral Results

Training: Proportion of Allergy Responses

A 4 (Cues: A, AB, C, and CP) × 12 (Trials: Training Trials
1–12) ANOVA was performed to analyze the effect of
learning on the proportion of allergy responses. This anal-
ysis showed a main effect of Trials, F(4.04, 92.88) = 15.84,
MSE= 0.4, p< .001 (Greenhouse–Geisser), a main effect
of Cues, F(1.73, 39.75) = 138.9, MSE = 19.79, p < .001
(Greenhouse–Geisser), and a significant Cues × Trials in-
teraction, F(11, 252.94) = 23.82, MSE = 0.14, p < .001.
These effects can be explained by a progressive adjust-
ment of participantsʼ responses to the programmed con-
tingencies (Figure 2). A visual inspection of Figure 2
suggests that CP trials were the hardest trial type to learn.
The most significant difference in performance across trial
types appeared to be between AB and CP trials, which
both included the target cues B and P, were compound
cue trial types, and received an identical number of train-
ing trials. To confirm this finding, we compared the num-
ber of allergy responses in AB and CP trials in a 2 (Cues:
AB vs. CP) × 12 (Trials: Training Trials 1–12) ANOVA. This
analysis showed main effects of Trials, F(4.81, 110.62) =
30.57, MSE = 0.63, p < .001 (Greenhouse–Geisser) and
Cues F(1, 23) = 33.87, MSE = 1.34, p < .001. The Cues ×
Trials interaction was not significant F(11, 253) < 1. This
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analysis indicates that CP trials were harder to learn than
AB trials, which may be explained by the interference pro-
duced by C → No-allergy trials while learning the CP →
Allergy association.
Each participantʼs performance was analyzed to check

whether the overall number of correct responses in-
creased throughout the 30 task blocks programmed. All
cue types and trials were collapsed for this analysis, and a
one-way ANOVA was performed over Blocks 1 through
30. The main effect of Blocks was significant [F(29, 638) =
5.05, MSE = 0.1, p < .001], which indicates that the sam-
ple over which ERPs were collected was not static (i.e., the
performance was significantly better across the final blocks).
Unfortunately, the large number of trials needed for an
adequate analysis of the learning course and the cue inter-
action effects prevented us from including the block fac-
tor in the ERP analyses. Thus, similar to previous studies,
all blocks were combined for this analysis (e.g., Eppinger
et al., 2008). A 2 (Cues: B vs. P) × 30 (Blocks: 1–30) ANOVA
was performed, and the interaction between both factors
was not significant [F(29, 667) < 1], which indicated that
the overall improvements in performance did not interact
with the cue interaction effect.

Test: Proportion of Allergy Responses

The cue interaction effect on the proportion of allergy
responses was evaluated with a 2 (Cues: B vs. P) × 8
(Trials: Test Trials 1–8) ANCOVA using the differences
in performance between AB and CP in the last training
trial as a covariable, which indexed the difference be-
tween the proportion of allergy responses in the last
AB and CP trials. This allowed for a stricter analysis of
the cue interaction, because it controlled for possible ef-

fects of different acquisition levels in B and P test trials.
The ANCOVA showed a significant main effect of Cues,
F(1, 22) = 5.19, MSE = 0.51, p = .033, a marginal main ef-
fect of Trials F(4.2, 92.53) = 2.3, MSE = 0.02, p = .061
(Greenhouse–Geisser), and a marginal Cues × Trials inter-
action, F(7, 154) = 2.01,MSE= 0.01, p= .057. The means
showed that the effect of the Cues factor was because of a
greater proportion of allergy responses in P trials compared
with B trials (mean of P = 0.64, SD = 0.03; mean of B =
0.59, SD= 0.02). We observed a cue interaction effect, and
the effect of the cue interaction was larger in the first trial
than in the subsequent test trials (Figure 3). The Cues ×
Trial interaction, however, was not significant.

Two main behavioral results were obtained. First, par-
ticipantsʼ responses showed a progressive adjustment to
the contingencies programmed across trials. Second, a
cue interaction effect was found in the test trials. Specif-
ically, more allergy responses were found in P trials com-
pared with B trials. These results replicate two basic
findings of the human predictive learning literature and
demonstrate a successful adaptation of a standard human
predictive learning paradigm to obtain neurophysiologi-
cal data. Interestingly, we had to significantly increase
the duration of the task or embed the test for the cue
interaction effect within a probabilistic task, which distin-
guished this study design from previous studies.

ERP Results

Training Phase

All training trials were combined into four training bins.
The following section shows the feedback-locked ERPs
that were recorded during the training phase.

Figure 2. Proportion of allergy
responses across learning. Error
bars represent the SEM.
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FRN. A 4 (Cues: A, AB, C, and CP)× 4 (Trials: Bins 1–4)×
2 (feedback: positive vs. negative) ANOVA was performed
to analyze the effect of learning on FRN. The FRN was de-
fined as the mean amplitude within a 100-msec time win-
dow centered around the maximum difference between
positive and negative feedback at the Fz electrode. The

only significant effect was the Trials × Feedback inter-
action, F(3, 66) = 7.05, MSE = 11.7, p < .001, which
appears to be because of a progressive reduction in
FRN magnitude across trial bins (Figure 4). Because the
Cues factor was not significant, data from all cue types
were combined for the remaining analyses. As is shown

Figure 3. Behavioral effects
of cue interactions. Cue
interactions can be seen in
the proportion of allergy
responses. Specifically,
participants responded allergy
more often in predictive trials
than in blocked trials. Error bars
represent the SEM.

Figure 4. Grand-averaged
ERP responses in feedback
across learning. Different
columns represent the
learning effect across the
four learning bins. The arrows
indicate the ERPs for electrodes
Fz, Cz, and Pz. The solid and
dashed lines represent ERPs
following positive feedback and
negative feedback, respectively.
Gray rectangles indicate the
time window used for statistical
analyses. Differences between
positive and negative feedback
diminished with learning. This
effect was most pronounced
in the Fz electrode. The
topographical distributions
of the FRN are provided
at the bottom of the figure
(positive minus negative
feedback; 40-msec interval
centered on the peak
amplitude value; relative
scale, minimum/maximum
values for each map: Bin 1,
−2.5/0 μV; Bin 2 and Bin 3,
−1.5/1 μV; Bin 4, −0.1/1.5 μV).
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in Figure 4, the Trials × Feedback interaction appears to
be because of a progressive reduction in the FRN magni-
tude across trial bins. To evaluate the accuracy of this in-
terpretation, additional t tests of the effect of FRN in each
bin were performed. These analyses showed a significant
FRN effect in the first bin, t(23) = 5.24, p < .001, nonsig-
nificant trends in the second and third bins [t(23) = 1.46,
p = .158 and t(23) = 1.64, p = .114, respectively] and the
absence of FRN in the last bin, t(23) = −0.33, p = .746.
Learning effects on positive and negative feedback ERP

components were independently evaluated. An ANOVA
with Trials (i.e., Bins 1–4) as a single factor was performed
on both ERPs. Positive and negative feedback were ana-
lyzed independently, and the mean amplitude within the
time window was used as the dependent variable for FRN
analysis. For positive feedback, the effect of Trials was sig-
nificant, F(1.73, 39.73) = 8.49, MSE = 23.16, p = .001
(Greenhouse–Geisser), and there was also a significant lin-
ear trend, F(1, 23) = 12.69, MSE = 39.6, p = .002. For
negative feedback, the effect of Trials was not signif-
icant, F(3, 69) = 1.67, MSE = 3, p = .181. In addition,
the linear trend was far from significant, F(1, 23) = 1.45,
MSE = 2.02, p = .241.

Test Phase

The FRN component was evaluated for a cue interaction
effect in the test phase. In contrast with the training anal-
ysis, during testing, both target cues (B and P) were
paired with the outcome in 50% of the trials. Thus, cor-
rective feedback (i.e., either positive or negative feed-
back) could not be clearly established. Because the
target associations needed to evaluate a cue interaction
effect are those that involve the blocked cue B (i.e., B →
Allergy association) and the predictive cue P (i.e., P →
Allergy association), the effectiveness of the cue interaction
manipulation on FRN measures should be elucidated by an
analysis of allergy responses. Remember that P should be
strongly associated with allergy whereas B should only be
weakly associated with allergy. Thus, the FRN should index
the magnitude of both target associations in allergy re-
sponse trials. Specifically, a larger FRN amplitude for allergy
responses to P compared with B should be interpreted as
evidence of a cue interaction effect. For the no-allergy re-
sponses, it is difficult to conceive how FRN can convey
information about cue interactions. In addition, according
to associative learning models, the situation is not as sym-
metrical as it may seem for allergy and no-allergy re-
sponses. Indeed, even the blocked cue (B) was expected
to be partially associatedwith allergic reaction (i.e., blocking
is only partial with the actual contingencies programmed).
In fact, more allergy responses were registered for both
target cues throughout the task (Figure 3). In summary,
FRN sensitivity to cue interaction may be more confidently
evaluated through an analysis of allergy than of no-allergy
responses. Although both response types were included

in the same analysis, we also analyzed allergy and no-allergy
responses separately.

FRN. A 2 (Cues: B vs. P) × 2 (Responses: allergy vs. no
allergy) × 2 (Feedback: positive vs. negative) ANOVA was
performed to evaluate the sensitivity of FRN to cue inter-
action. This analysis showed main effects of Responses,
F(1, 23) = 9.24,MSE= 89.74, p= .006, and Feedback, F(1,
23) = 29.83, MSE = 271.25, p < .001, a marginal Cues ×
Responses interaction, F(1, 23) = 3.7, MSE = 20.03, p =
.067, and, importantly, a significant Cues × Responses ×
Feedback interaction, F(1, 23) = 8.33, MSE = 15.13, p =
.008. All remaining effects were not significant (F < 1).
The effect of feedback indicates a main effect of FRN (i.e.,
a more negative activity following negative feedback com-
pared with positive feedback). Interestingly, the Cues ×
Responses × Feedback interaction can be explained by a
greater FRN for P than for B when participants responded
allergy (Figure 5). Conversely, more similar FRNs were
found for both target cues when participants responded
no allergy. This effect could also explain the main effect
of Responses. Two independent ANOVAs for allergy and
no-allergy responses were used to analyze the origin of
this second-order interaction.

For allergy responses, a 2 (Cues: B vs. P) × 2 (Feed-
back: positive vs. negative) ANOVA showed a main effect
of Feedback (i.e., FRN), F(1, 23) = 23.12, MSE = 133.7,
p < .001, and a significant Cues × Feedback interaction,
F(1, 23) = 5.25, MSE = 5.34, p = .031. This interaction
was produced by a stronger FRN effect from P compared
with B, F(1, 23) = 33.14, MSE = 2.9, p < .001, and F(1,
23) = 10.98, MSE = 3.89, p = .003, for Cues P and B,
respectively. Although significant FRNs were found for
both P and B, the effect was larger for P trial types, which
was expected based on associative models of learning.

For the no-allergy responses, a 2 (Cues: B vs. P) × 2
(Feedback type: positive vs. negative) ANOVA showed a
main effect of Feedback (i.e., FRN), F(1, 23) = 19.34,
MSE = 137.58, p < .001, and a significant main effect
of Cues F(1, 23) = 4.43, MSE = 21.31, p = .047. In this
instance, the Cues × Feedback interaction was marginal
[F(1, 23) = 3.48, MSE = 10.17, p = .075]. Together with
the trend for a larger FRN in B trials compared with P
trials, the main effect of Cues (for P, 3.45 μV vs. for B,
2.51 μV) may be interpreted as going in the same direc-
tion as the cue interaction effect reported in the allergy
responses. Participants tended to expect the corrective
feedback (allergy) to a lesser degree in B trials compared
with P trials. Because the Cues × Feedback interaction
was not significant (and for the reasons described above),
the results concerning allergy responses will be centered
on the discussion of the cue interaction effect.

When participants responded that a cue would cause
an allergy, the FRN was larger for P compared with B.
This result was consistent with a cue interaction effect
(i.e., because of a stronger P → Allergy association, the
unpredicted negative feedback had a larger impact in
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the EEG for predicted cue P compared with the blocked
cue B).

DISCUSSION

In the last 30 years, a considerable body of scientific re-
search has been directed toward the study of mechanisms
underlying predictive and causal learning in humans (e.g.,
Shanks, 2010; López & Shanks, 2008). Associative models
of predictive learning, which are arguably the most influ-
ential models of predictive learning, establish error com-
putation as the core of the learning process. Thus, to the
extent that the mechanisms proposed by associative mod-
els are viable, it seems likely that there would be neural
networks to calculate an error term in a way that is com-
putationally equivalent to the proposed associative learn-
ing models. In this study, we explored whether the FRN
ERP component could be used as a functional correlate
for this error term. We assessed whether the FRN was
consistent with the gradual learning of cue–outcome as-
sociations and cue interaction predictions of associative
learning models. We hypothesized that the FRN would
be sensitive to both cue–outcome associations and cue
interaction predictions.

In agreement with our hypothesis, participantsʼ behav-
ioral performances gradually adjusted to the programmed
cue–outcome contingencies (see Figure 2). Moreover, a
cue interaction effect was shown in the test trials. Despite
both cues being paired with an allergic reaction the same
number of times during the training trials, the participants
responded allergy to the predictive cue (P) more often
than to the blocked cue (B) (Figure 3). These results are
congruent with previous studies of predictive and causal
learning in humans (see López & Shanks, 2008, for a
review). Therefore, these results indicate that this study
design is a successful adaptation of a standard human pre-
dictive learning paradigm that allows for the recording of
neurophysiological data. Compared with more traditional
testing protocols, the duration of the task was either signif-
icantly increased or the test for the cue interaction effect
was embedded within a probabilistic task.
With regard to the ERPdata, the results from the feedback-

locked components showed a decrease in FRN magni-
tude across trials, which was defined as the difference
between negative and positive feedback. This finding
supports the hypothesis that FRN generation is related
to neural processes that are involved in gradual learning
(e.g., Holroyd & Coles, 2002). More specifically, the

Figure 5. Cue interaction in
FRN. Grand-averaged feedback-
locked ERP responses in test
trials. The figure depicts ERPs
in blocked (Cue B)/predictive
(Cue P) trials. The solid and
dashed lines represent ERPs
following positive feedback
and negative feedback,
respectively. Gray rectangles
indicate the time window
used for statistical analyses.
The topographical distributions
of the FRN are provided at the
bottom of the figure (positive
minus negative feedback;
40-msec interval centered on
the peak amplitude value; scale,
minimum/maximum values for
both maps: −2.8/−0.5 μV).
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independent analyses performed for positive and nega-
tive feedback showed that the decrease in FRN magni-
tude was because of a learning effect that resulted in
diminished amplitude of feedback-locked ERPs follow-
ing positive feedback signals. Interestingly, no learning
effect was shown following negative feedback signals,
which was similar to the findings of previous studies
(Eppinger, Mock, & Kray, 2009; Eppinger et al., 2008).
This asymmetry between positive and negative feed-

backs was consistent with associative learning models,
suggesting that the FRN is a neural correlate to the error
term. For example, the RW model assumes two different
parameters for the salience of the presence and absence
of the outcome (βj

+ and βj
−, respectively) involved in learn-

ing, and it is generally assumed that βj
+ > βj

− (Rescorla &
Wagner, 1972). In situations where cues and outcomes are
highly correlated, we can also assume that positive feed-
back is usually indicative of a positive error term across
trials, as long as learning is preasymptotic (i.e., the out-
come is present, although it is not fully predicted). Con-
versely, negative feedback (i.e., the predicted outcome is
not present) is usually indicative of a negative error term.
Importantly, the error term in the RW model is defined
as the difference between the presence or absence of
the outcome and the systemʼs expectation. Because each
of these error terms is weighted by its corresponding β
salience parameter, learning-related changes in these error
terms will be greater in trials with the outcome than in
trials without the outcome. Therefore, if feedback-related
brain potentials reflect an error signal similar to that pro-
posed by associative learning models, such as RW, a larger
learning effect would be expected for correct trials than
for incorrect trials. Although there is no direct evidence
to support these assumptions about different parame-
ters, this theory is congruent with the finding that positive
feedback was more relevant than negative feedback (with
respect to learning effects).
An unexpected result from this account of the FRN was

the lack of cues effect in the learning phase results. Note
that learning curves for AB and CP trials were different
and so a different pattern should have been found in
the FRN. However, the FRN analysis did not show such
effect. Although it is difficult to know why this effect
could not be detected, it is possible that we did not have
enough signal-to-noise ratio for its detection. In the cues
analysis, we divided by four the number of trials in each
condition, which could have diminished the sensitivity of
this test. Additionally, it is important to notice that the
Cues effect in the behavioral analysis was weaker than
the other main learning effects.
The behavioral main effect of blocks reported (i.e., par-

ticipants performed worse on the initial than on the final
blocks of trials) cannot be explained exclusively on the
basis of current learning theories. A possible explanation
of these results is that the task became more familiar with
practice. Thus, errors related with procedural factors of
the task (e.g., participantsʼ confusion with response but-

tons) diminished with practice. It may be assumed that
this increased familiarity with the task somewhat in-
creased participantsʼ learning rate of the task.

Holroyd, Pakzad-Vaezi, and Krigolson (2008) recently
proposed that the negativity obtained following negative
feedback was another ERP component, namely the N200.
The N200 is a frontocentral negativity that is elicited by
infrequent stimuli (Pritchard, Shappell, & Brandt, 1991).
Thus, the N200 would be elicited by both positive and
negative infrequent feedback. FRN, however, would be
caused exclusively by a positivity related to positive feed-
back, which overlaps the default N200. Thus, positive
feedback may be more effective than negative feedback
in decreasing N200. In extreme cases, positive feedback
may actually abolish the N200, whereas negative feed-
back may increase the N200 amplitude.

The theory proposed by Holroyd et al. (2008) was sup-
ported by the present results concerning acquisition effects
and other recently published studies. For example, a spe-
cific frequency electrophysiological modulation in the
β band range has been shown to be associated with posi-
tive feedback processing (Cohen, Elger, & Fell, 2008;
Marco-Pallares et al., 2008). In these studies, Holroyd
et al.ʼs (2008) proposal could be detailed by establishing
that processing following positive feedback complies with
the principles of associative models and is in agreement
with the theory that feedback-related positivity reflects a
reduction of positive reward prediction errors during learn-
ing (see also Holroyd et al., 2008; Potts, Martin, Burton, &
Montague, 2006).

The learning effect observed following positive feed-
back could also be caused by a P300 (specifically, P3b)
modulation that was correlated with learning. Studies
have established that the P300 component is modulated
by the probability of stimuli (i.e., it is increased by infre-
quent stimuli). Because positive feedback was more fre-
quent across trials, it is possible to attribute the decrease
in feedback positivity to variations in the P300 magni-
tude. Thus, as positive feedback becomes more frequent,
we would also expect to observe a decrease in the P3b
component. Regarding our results, note that the decreas-
ing activity associated with learning shown in the topog-
raphy of Figure 6 is larger at frontocentral locations. For
a P300 account of this learning effect, this topographic
distribution was not expected because of the standard
parietal topography of the probability-modulated positive
component (Duncan-Johnson & Donchin, 1977).

The learning effects on P300 positivity was expected,
considering the information theory of the P300 compo-
nent, which states that the amplitude increases depend-
ing on the amount of information that is extracted from
the feedback stimulus (Donchin & Coles, 1988; Johnson,
1988). As individuals learn an association, no more infor-
mation is needed from the feedback stimuli, which
should reduce the amplitude of the positive component
over time. In agreement with this interpretation, Rose,
Verleger, and Wascher (2001) performed an associative
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learning study and showed an increase in the amplitude
of the P300 component for the conditioned stimulus (S1)
and a decrease for the imperative stimulus (S2). An inter-
pretation of these learning effects might be related to a
decrease in the amount of information processed in the
feedback condition: As learning proceeds, the amount of
required external feedback information is reduced.

If the P300 account is true, it is expected a learning ef-
fect in the positive feedbacks (as it is explained above)
and also in the negative feedbacks. Because negative
feedback becomes more infrequent across trials, there
should be a time-dependent increase in the P3b parietal
component following negative feedback; however, no
learning effect was found after negative feedback. A pos-
sible interpretation of these findings is that participants
were more attentive to negative than positive feedbacks
during the learning phase. Thus, participants would pay
attention to the negative feedback during the learning
blocks regardless of whether they have correctly learned
the association. Notice, however, that we have no inde-
pendent measure of attention to rule out this interpreta-
tion. This interpretation was in agreement with the idea
that the amplitude of P300 is dependent on the informa-
tion extracted from the feedback (Donchin & Coles,
1988; Johnson, 1988). Because of the probabilistic nature
of the task used in this study, negative feedback was given
in 16% of the trials regardless of whether participants gave
the correct response, which may have induced an auto-
matic orientation response and prompted participants
to update and shift their learned stimulus–reward contin-

gency. Indeed, several authors have proposed that the
P300 amplitude reflects the obligatory allocation of atten-
tion to task-relevant events (Strayer & Kramer, 1990). In a
way, the present situation was similar to a reversal learn-
ing paradigm (i.e., a learned stimulus–reward association
followed by negative feedback indicates that a change in
the association is required; set-shifting, see Cools, Clark,
Owen, & Robbins, 2002). This theory was also in agree-
ment with the prediction error signal, which would be
large in our study because the expected feedback for
the response was positive (Chase, Swainson, Durham,
Benham, & Cools, 2011; Cohen & Ranganath, 2007). In
a probabilistic learning task, Bellebaum and Daum
(2008) found a larger impact of positive feedback on
the amplitude of the P3 at the beginning of the training
phase (when negative feedback would be expected) and
a reduction of the P3 amplitude as learning progressed
(when the positive feedback was less informative). This
was consistent with the present findings regarding the
selective modulation of the amplitude of the P3 compo-
nent in positive feedback trials.
Interestingly, recent experiments have suggested that

learning effects on FRN and the P300 components reflect
different processes. In a recent reversal learning study
(Chase et al., 2011), the authors provided participants
with explicit rules for changes in the pattern of responses.
The Chase et al. study found that P300 modulations in-
dexed behavioral adjustments on the basis of the explicit
rules, whereas the FRN component reflected an error
measure of an associative nature (see also Bellebaum,

Figure 6. Scalp distribution of voltage and current source density (CSD) maps for positive feedback across trials. The last column gives the
difference between Bin 1 and Bin 4, which indicates the scalp distribution for the learning effect. These maps show possible frontocentral sources
(time window 350–400 msec; relative scale, minimum/maximum values for each map: mean voltage maps, Bin 1, Bin 2, Bin 3, and Bin 4 −7/12 μV,
Bin 1 minus Bin 4 −0.1/1.5 μV; CSD maps, Bin 1, Bin 2, Bin 3, and Bin 4 −0.02/0.02 mV/mm2, Bin 1 minus Bin 4 −0.007/0.007 mV/mm2).
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Polezzi, & Daum, 2010; Bellebaum & Daum, 2008). Thus,
the results presented in Chase et al. (2011) were consis-
tent with the reinforcement learning theory of FRN and
cast doubt on the explanation of the FRN solely in terms
of a P300 modulation.
In summary, modulation of the positive component

involved in FRN seems to be sensitive to the amount of
error and the amount of information required by the
feedback to learn the different programmed associations.
We suggest two possible accounts to the different learn-
ing effects found in positive and negative feedbacks. The
first account comes from associative learning theory. Fol-
lowing these models, it is expected a lower salience in
negative than in positive feedbacks (Rescorla & Wagner,
1972); hence, the learning effect would be larger in the
positive than in the negative feedback trials. On the other
hand, the P300 account would assume that, as learning
progresses, the amplitude of the more recent positive
component decreases in the positive feedback condition.
In negative feedback trials, however, participants might
be reacting to negative information throughout all trials,
because of the probabilistic nature of the task and the
triggering of set-shifting processes aimed to remap the
learned stimulus–reward associations. Note that these
two accounts are to a certain extent incompatible, be-
cause it is widely assumed that salience and attention
are two factors that are positively correlated. An interest-
ing future question is in which degree negative feedbacks
receive more or less attention and how this factor mod-
ulates learning.
In contrast to previous studies, the relationship be-

tween FRN and associative models of learning was also
evaluated by a cue interaction test. Cue interaction ef-
fects are a central prediction of modern associative mod-
els of learning and are considered the “[…] canonical
paradigm for assessing the role of prediction error in
learning” (Waelti et al., 2001, p. 43). Our results showed
that the FRN was modulated by a cue interaction manip-
ulation. Specifically, when participants responded allergy,
the FRN was larger in the trials that included a highly pre-
dictive cue compared with the trials that included a
blocked cue (Figure 5).
Previous studies have used cue interaction phenomena

as a marker of the implication of associative models in
different psychological processes, such as causal learning
(e.g., Dickinson et al., 1984), categorization (Shanks,
1991), or social psychology (Van Overwalle, 2007; Cramer,
Weiss, Steigleder, & Balling, 1985). The same strategy was
used by Waelti et al. (2001) to determine whether the
phasic activity of neurons in the midbrain dopaminergic
system compute an error signal equivalent to the error
term proposed by associative models of learning. Waelti
et al. analyzed the activity of single midbrain dopamine
neurons in primates during a cue interaction experiment
using a classical conditioning paradigm and found that the
activity of dopamine neurons recorded during reward (or
positive feedback) in predictive cue trials was lower than

baseline activity following negative feedback (i.e., trials in
which the reward did not occur). Moreover, the inhibition
of dopamine activity was not observed in blocked cue
trials. Thus, a “negative” error signal was computed by
dopamine neurons when the reward was expected but
absent (as it is the case for the predictive cue). Because
the reward was not expected in the case of blocked cue
trials, very little error was computed during negative feed-
back, and no inhibition was found. This finding was in line
with the predictions of the associative models. The results
of this study may then be understood as an extension of
the results of a study by Waelti et al. (2001). Similar to
the results of Waelti et al., we found a larger impact of
negative feedback (compared with positive feedback) in
the predictive cue compared with the blocked cue. This
pattern of results is consistent with the idea that FRN
reflects an error signal or mismatch between an actual out-
come and an expectation concerning that outcome. Impor-
tantly, this expectation was generated by a mechanism that
is sensitive to cue interaction manipulations, as it is pro-
posed by modern associative learning models.

Wills et al. (2007) assessed the extent of the involve-
ment of attentional processes in cue interaction effects
and showed an early attentional cue interaction effect
in the N1, which supported attentional models of asso-
ciative learning (e.g., Pearce & Hall, 1980; Mackintosh,
1975). Attentional models of associative learning explain
cue interactions on the basis of changes in the attention
paid to target cues. According to attentional models, par-
ticipants would pay more attention to predictive cues
(cue P) rather than blocked cues (cue B) during learning.
Thus, associative links involving predictive cues would be
stronger than those involving blocked cues, hence the
cue interaction effect. The possible implication of early
attentional processes in the present results must be ac-
knowledged. It is important to note, however, that all of
the associative models predict the same cue interaction
effect regardless of their specific computational details.
One of the goals of this study was to show that the FRN
component was sensitive to the cue interaction effect,
which would be predicted by the associative learning
theory. We were not concerned about determining which
of the associative proposals better explained the overall
pattern of the reported results, and the methodological
strategy that we followed could not discriminate between
associative proposals.

The cue interaction reflected in the FRN component
was compatible with the reinforcement learning theory
of FRN, which proposes that the expectation of the out-
come (or the reward) is formed by an associative mech-
anism equivalent to the RW model (Holroyd & Coles,
2002). Specifically, Holroyd and Coles suggested that
the midbrain dopaminergic system conveys an error sig-
nal to ACC that is equivalent to the temporal difference
error. This is an error term calculated by a reinforcement
learning algorithm called the method of temporal differ-
ences (Sutton, 1988), which is an extension of the RW
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model algorithm to the continuous time domain. This
error signal is conveyed to ACC to reinforce the most suc-
cessful response, which results in the FRN component
(see Holroyd & Coles, 2002, for further details on the
model). Thus, the cue interaction phenomenon is a di-
rect prediction of the method of temporal differences,
and its effect on FRN is a direct prediction of the rein-
forcement learning theory of FRN.

Results of published studies are not conclusive with re-
gard to whether an associative-like error signal is actually
computed in midbrain areas and then conveyed to ACC,
which is assumed by the reinforcement learning theory.
According to the cue interaction FRN results obtained in
this study, we propose that an error signal that is sensi-
tive to cue interaction manipulations is conveyed from
the midbrain to ACC. On the one hand, the study per-
formed by Waelti et al. (2001) provided evidence that
supports this hypothesis in nonhuman primates. On
the other hand, although experiments with humans that
have shown that associative error-driven learning is
somehow associated with midbrain areas (e.g., Duzel
et al., 2009), the evidence is sparse concerning cue inter-
action experiments. In an event-related fMRI experiment,
Turner et al. (2004) measured the BOLD activation asso-
ciated with another cue interaction effect (i.e., super
learning; see Aitken, Larkin, & Dickinson, 2000) and
found a reliable relationship between lateral pFC activa-
tion and the magnitude of the cue interaction effect. No
effect was observed in the striatum, which was unexpected
considering the error computation neural network pro-
posed by Holroyd and Coles (2002). Interestingly, Tobler
and colleagues (2006) performed an fMRI cue interaction
experiment (using a similar experimental cue interaction
design to the one used here) and showed that the activa-
tion of the ventral putamen and OFC was decreased in
trials with a blocked cue compared with trials involving
a predictive cue. Although it seems clear that prefrontal
areas are involved in cue interaction effects, it is still unclear
whether midbrain regions participate in these effects in
humans. More research in humans is needed to draw
firmer conclusions on the neural paths that underlie asso-
ciative error processing in cue interaction designs.

Previous ERP experiments assessing the reinforcement
learning theory of FRN have manipulated the probability
of reward (i.e., positive feedback) and revealed that, the
higher the probability of reward, the higher the magni-
tude of FRN in nonrewarded trials (Eppinger et al., 2008;
Cohen et al., 2007; Holroyd & Coles, 2002). This pattern
of results may be incorrectly interpreted to mean that the
FRN is sensitive to the absolute number of cue–reward
pairings. The results of this study show that FRN is not a
direct function of outcome or reward probability; rather,
it is a function of how much informative value the cue
can provide about the outcome prediction. Importantly,
the absolute probability of the outcome of both target cues
(i.e., the predictive and the blocked cue) was the same:
0.83 and 0.5 during learning and test trials, respectively.

Although these values were the same, these cues elicited
very different feedback-related potentials during testing,
which was expected based on the reinforcement learning
theory of FRN.
In summary, the present results showed that feedback-

locked ERPs may be a correlate of error computation and
are closely related to the predictions derived from mod-
ern associative models. The results of this study were
similar to recent studies that have shown that variations
in the magnitude of the expectation–outcome mismatch
are related to variations in FRN (Bellebaum et al., 2010;
Holroyd, Krigolson, Baker, Lee, & Gibson, 2009; Bellebaum
&Daum,2008). In addition, the results regarding the block-
ing effect extend the interpretation that the expectation–
formation mechanism underlying FRN complies with the
assumptions of modern associative models of learning.
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Note

1. Additionally, we used a non-parametric technique to confirm
that we choose the best time-window for the FRN component
(Maris & Oostenveld, 2007). We applied this technique in the
learning bin 1 condition because this is the condition in which
a larger FRN is expected. The result of the Maris method indi-
cated that the best time window for our procedure was 244–
360 msec, what is almost identical to the time windows used
for our analyses.
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