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Confinement can modify the dynamics, the thermodynamics, and the structural properties of liquid
water, the prototypical anomalous liquid. By considering a generic model for anomalous liquids,
suitable for describing solutions of globular proteins, colloids, or liquid metals, we study by molecu-
lar dynamics simulations the effect that an attractive wall with structure and a repulsive wall without
structure have on the phases, the crystal nucleation, and the dynamics of the fluid. We find that at low
temperatures the large density of the attractive wall induces a high-density, high-energy structure in
the first layer (“templating” effect). In turn, the first layer induces a “molding” effect on the second
layer determining a structure with reduced energy and density, closer to the average density of the
system. This low-density, low-energy structure propagates further through the layers by templating
effect and can involve all the existing layers at the lowest temperatures investigated. Therefore, al-
though the high-density, high-energy structure does not self-reproduce further than the first layer, the
structured wall can have a long-range influence thanks to a sequence of templating, molding, and
templating effects through the layers. We find that the walls also have an influence on the dynamics
of the liquid, with a stronger effect near the attractive wall. In particular, we observe that the dy-
namics is largely heterogeneous (i) among the layers, as a consequence of the sequence of structures
caused by the walls presence, and (ii) within the same layer, due to superdiffusive liquid veins within
a frozen matrix of particles near the walls at low temperature and high density. Hence, the partial
freezing of the first layer does not correspond necessarily to an effective reduction of the channel’s
section in terms of transport properties, as suggested by other authors. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4899256]

I. INTRODUCTION

The study of the properties of liquids confined at
the nanometer scale is a topic of high interest for its
technological, experimental, and theoretical implications.1–23

Furthermore, confinement plays an important role in hy-
drated biological systems and organic liquids.24–27 Structural,
thermodynamical, and dynamical properties of a liquid can
change near an interface.28 When the surface-to-volume ratio
is large, at least along one direction as for the slit pore ge-
ometry, the effect of the confining surfaces has to be taken
into account. Experiments and simulations on nanoconfined
fluids show that molecules arrange in layers parallel to the
surface.9, 29–31 The effect becomes stronger for decreasing
temperature or increasing density, until the fluid eventually
solidifies. The nature of the solid, as an amorphous or a crys-
tal, can depend on the interparticle potential and the confine-
ment conditions.32–35 In different cases, the role of the in-
terfaces can result in complex behaviors, e.g., a persisting
fluid mono-layer around a spherical impurity while the rest
of the system is in a polycrystal or glassy state,36 a possi-
ble persisting amorphous water mono-layer adjacent to the
hydrophilic disordered inner surface of a pore,37 an induced
phase transitions associated with the change in the number of

a)Present address: School of Mechanical Engineering, Tel-Aviv University,
Tel-Aviv 69978, Israel.

layers as a function of walls separation,31, 38 or a change in the
universality class from three-dimensional to two-dimensional
as a function of the number of layers39 or the size of a
monolayer.40 In a recent experiment,41 Kaya and co-workers
found that a thin-film water on a BaF2(111) surface remains
in a high density liquid form for temperatures ranging from
ambient (300 K) to supercooled (259 K). The result is un-
expected because, based on thermodynamics arguments,42, 43

Kaya and co-workers41 would expect that the templating ef-
fect of BaF2(111) on the structure of the water film should
promote the tetrahedral structure of the low-density liquid.
Moreover, the presence of an interface can promote the het-
erogeneous nucleation of the crystal. However, recent experi-
ments and simulations based on crystallographic analysis of
liquids on crystals,44 or on colloidal self-assembly,45 show
that existing theories need to be revised in these cases. Con-
fined fluids, under suitable conditions of density and temper-
ature, can spontaneously develop patterns, e.g., stripes, and
different mesophases or more complex structures.46, 47 The
confinement also affects the dynamics of the liquid. It has
been found that near an interface there is a reduction of the
local diffusivity of the liquid.48

Computer simulations can help in interpreting the ex-
perimental results for nanoconfined fluids that are difficult
to understand.41, 49–52 Different numerical approaches based
on first principles simulations can give detailed information,
but are limited by their high computational cost. Classical

0021-9606/2014/141(17)/174501/14/$30.00 © 2014 AIP Publishing LLC141, 174501-1

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

161.116.80.227 On: Thu, 06 Nov 2014 09:56:12

http://dx.doi.org/10.1063/1.4899256
http://dx.doi.org/10.1063/1.4899256
http://dx.doi.org/10.1063/1.4899256
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4899256&domain=pdf&date_stamp=2014-11-04


174501-2 F. Leoni and G. Franzese J. Chem. Phys. 141, 174501 (2014)

molecular dynamics (MD) of empirical fluid models employ
parameters tested for the bulk case53, 54 that not necessarily
hold in confinement. The difficulty to adopt these bulk fluid
models for the case of confinement leads to a variety of sim-
ulation results concerning the aggregation state of the fluid
near the surfaces that in principle are model-dependent. It is,
therefore, useful to develop coarse-grained models that allow
for analytic calculations55–65 and more efficient simulations,66

like isotropic pairwise core-softened potentials. These cate-
gory of potentials can allow us to better understand common
features of fluids under confinement and the basic mecha-
nisms of complex phenomena emerging in these systems, like
formation of patterns and mesophases. This has been con-
firmed in a recent work67 in which the authors claim that the
origin of quasi-crystals could be understood in the context of
a coarse-grained model by the competing effect of the hard
and soft core radius of interacting particles.

Here, we perform MD simulations to study a system of
confined particles interacting through the continuous shoul-
dered well potential (CSW), an isotropic pairwise core-
softened potential with a repulsive shoulder and an attractive
well,68–70 described in Sec. II A. The CSW model is suit-
able for studying globular proteins in solution,71 and is possi-
bly relevant for biological and technological applications,72, 73

colloids,74–76 liquid metals.77, 78 In particular, the CSW repro-
duces density, diffusion, and structure anomalies following
the water hierarchy and displays a liquid-gas and a liquid-
liquid phase transition, both ending in critical points.69, 70

The slit pore confinement is given by an attractive wall
with structure and a parallel, repulsive wall with no structure,
as described in Sec. II B. We calculate structural and dynam-
ical properties in Sec. III, from which we find that the system
organizes forming layers parallel to the walls with coexisting
homogeneous fluid, heterogeneous fluid, and solid phases, de-
pending on T and the average density ρ of the system. We ob-
serve that the influence of the walls can extend to the entire
system, that in our case consists of up to 11 layers, through
a sequence of “templating” and “molding” effects of the at-
tractive wall. A particularly intriguing result is the discovery
of “liquid veins” at low T and high ρ in the first layers. These
veins are superdiffusive inducing a largely heterogeneous dy-
namics in the system and having a relevant effect over the
transport properties of the confined fluid under extreme con-
ditions. In Sec. IV, we present our conclusions.

II. METHODS

A. The model

We consider a system of identical particles interacting by
means of the CSW potential confined between two parallel
walls. The CSW potential (inset Fig. 1) is defined as68

U (r) ≡ UR

1 + exp(�(r − RR)/a)
− UA exp

[
− (r − RA)2

2δ2
A

]

+
(a

r

)24
, (1)

where a is the diameter of the particles, RA and RR are the
distance of the attractive minimum and the repulsive radius,

respectively, UA and UR are the energies of the attractive
well and the repulsive shoulder, respectively, δ2

A is the vari-
ance of the Gaussian centered in RA, and � is the parameter
which controls the slope between the shoulder and the well
at RR. The parameters employed are the same as in Refs. 68–
70: UR/UA = 2, R∗

R = RR/a = 1.6, R∗
A = RA/a = 2, (δ∗

A)2

= (δA/a)2 = 0.1. In order to reduce the computational cost,
we impose a cutoff for the potential at a distance rc/a
= 3. In the present simulations, we use � = 15 that allows
to better emphasize the anomalies in density, diffusion, and
structure.68–70

B. Theoretical and simulation details

We consider a NV T ensemble composed of N = 1024
particles at fixed temperature T and volume V . The tem-
perature of the thermal bath T is kept constant by rescal-
ing the velocity of the particles at each time step by a
factor (T/T )1/2, where T is the instantaneous kinetic tem-
perature (Allen thermostat).79 Pressure, temperature, density,
diffusion constant, and time are all expressed in internal units:
P∗ ≡ Pa3/UA, T ∗ ≡ kBT/UA, ρ∗ ≡ ρa3, D∗ ≡ D(m/a2UA)1/2,
and t∗ ≡ (a2m/UA)1/2, respectively, with a unit of distance. For
sake of simplicity, in the following we will drop all the ∗ de-
noting internal units. The equations of motion are integrated
by means of the velocity Verlet method,79 using the time-step
dt = 0.0032 (that corresponds to ∼1.7 × 10−12 s for water-
like molecules and to ∼2.1 × 10−12 s for argon-like atoms70).
We performed the same check as in Ref. 70 in order to verify
that the value used for dt is small enough to satisfy the energy
conservation of the system.

The confining parallel walls are placed along the z axis
at a separation distance Lz. The attractive wall is composed
of a triangular lattice of CSW particles quenched with the
position of the centers placed at zattr = 0. The lattice con-
stant is d = a. The repulsive wall has no structure and is ob-
tained by imposing the repulsive potential Urep(z) ≡ [σ /(Lz

− z)]9 where z is the position of the fluid particle.80 In the
following, we consider the parameter σ = a. We adopt peri-
odic boundary conditions in the x and y directions. In order
to compute the effective density ρeff, we compute the effec-
tive volume Veff accessible to particles Veff ≡ Leff

z A, where
A ≡ LxLy is the section of the simulation box and Leff

z is
the effective distance between the plates. By considering the
quenched particles forming the attractive wall and the repul-
sive strength of the potential of the repulsive wall, we ob-
tain Leff

z � Lz − a/2 − (1/T )1/9.80 The effective density is
ρeff ≡ ρeff(ρ, T ) ≡ ρ · (Lz/L

eff
z ).

To explore different densities for the confined system in
the NV T ensemble, we change Lx and Ly. We keep Lz and
N constant to exclude finite-size effects when we compare re-
sults for different densities. For each density, we equilibrate
the system by annealing from T = 4. For each temperature,
the system is equilibrated during 106 time steps. We observe
equilibrium after 104 time steps for the range of ρ and T con-
sidered here. All our results are averaged over 10 indepen-
dent samples. In order to check the stability of the system, we
verify that the energy and the pressure are equilibrated. The
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FIG. 1. Density profile ρ(z) for CSW particles at densities ρ = 0.11, 0.18, 0.22, 0.30 and temperatures T = 1.4, 0.7, 0.6, 0.5, 0.3 confined in a slit pore with
an attractive, structured, wall at position zattr = 0 and a parallel, repulsive wall, without structure, at position zrep = Lz along the z axis. Based on the analysis
in Secs. III B–III E, we find that, depending on T and ρ the system separates into different phases: a homogeneous fluid in the central region of the slit pore
(for those z coordinates corresponding to the regions in cyan), a heterogeneous fluid near the walls (in orange) and solid phase, made of crystals or stripes, that
forms near the attractive wall at low T and ρ and propagates toward the repulsive wall at higher ρ (in red). Inset: the CSW interparticle potential.

pressure of the confined fluid is calculated as indicated in
Sec. A of the supplementary material.81

III. RESULTS AND DISCUSSION

A. Density profile and aggregation state

As pointed out in the Introduction (Sec. I), the confine-
ment can modify the structure of a fluid resulting in an inho-
mogeneous density profile. In a slit pore geometry, near the
confining walls, particles form layers parallel to the walls as
the temperature is decreased or the density is increased, as
shown by our calculations for the density profile ρ(z) (Fig. 1).

At high T = 1.4 and low ρ = 0.11, we find only one well
defined layer near the attractive wall and no layering near the
repulsive wall, while the whole system is in the fluid state. By
decreasing T and increasing ρ, the number of layers increases
up to 11. Furthermore, for ρ ≥ 0.18, the layers also appear
near the repulsive wall. However, we observe that away from
the walls the system is a homogeneous fluid state for interme-
diate density (ρ = 0.18 and 0.22) for T = 0.6 and for any of
the considered ρ for T > 0.6.

Nonetheless, the walls can affect the density profile over
the entire system, in our case made up to 11 layers, at T ≤ 0.6.
In particular, we observe a change in the system density and
aggregation state.

To establish the aggregation state for each layer, we com-
pute, layer by layer, a series of structural and dynamical quan-
tities described in Secs. III B–III E, that, all together, allow us
to identify the presence and coexistence of a homogeneous
fluid, a heterogeneous fluid, and a solid made of polycrystals
or stripes phases.

B. Radial distribution function and spatial
configuration analysis

The in-layer radial distribution function gn
‖ (r‖) for the nth

layer (with n = 1, 2, . . . , 11) is computed as

gn
‖ (r‖) ≡ 1

(ρn)2Aδz

∑
i 	=j

δ(r‖ − (rij )‖)

[
�

(
δz

2
− |zi − zn|

)

×�

(
δz

2
− |zj − zn|

)]
, (2)
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where ρn and zn are the density of particles and the
z-coordinate of the layer n, respectively. The product of Heav-
iside step functions, �, select pairs of particles i and j that lie
in the layer n of width δz, centered around zn, and the Kro-
necker δ-function selects two particles at distance r|| ≡ (x2

+ y2)1/2 in the layer. The gn
‖ (r‖) is proportional to the proba-

bility of finding a particle in the layer n at a distance r‖ from
a randomly chosen particle of the same layer n. The defini-
tion of the layer n in which lies a particle i is established ac-
cording to the value of the z-coordinate of the particle i, fol-
lowing the separation in layers of thickness ≈δz described in
Sec. III A: for the first layer 0 < zn=1

i < (3/2)δz, with

δz = RR, and (j − 1/2)δz < z
n=j>1
i < (j + 1/2)δz for the

others.

1. Low density

At low density (ρ = 0.11, Fig. 2), we observe that the
system is in a fluid state for high temperature (T = 1.4) in any
layer. The gn

‖ (r‖) of the layer n = 1 shows a first peak around
the shoulder radius (r‖ � 1.6) and a second peak around the
attractive well radius (r‖ � 2), while for the other layers only
the second peak is present. We interpret this difference be-

tween the first and the other layers as the consequence of a
“templating” effect of the attractive wall. This effect due to
the attraction to the wall is so strong to force particles in the
first layer to be at their repulsive distance. As we discuss in
the following, the effect is stronger at lower T.

At T = 0.7, the system shows the same behavior ob-
served for higher temperatures, except that the layer near the
attractive wall develops patterns. This behavior is reminiscent
of what has been observed in monolayers with an interpar-
ticle potential composed by a hard core and a soft repulsive
shoulder.46

At T = 0.6, the layer near the attractive wall is
still showing patterns, while the layer n = 2 is form-
ing crystal patches. This is evident from the analysis of
the gn=2

‖ that goes to zero for r‖ � 2.75 and 4.75 at
T = 0.6, consistent with an incipient triangular crystal with
lattice step given by the interaction potential attractive dis-
tance RA = 2. The other layers are in a fluid state.

At T = 0.5, the first layer is forming a hexagonal crystal.
Although the hexagonal crystal in n = 1 does not overlap ex-
actly with the triangular wall structure, the comparison of the
gn=1

‖ and gn=0
‖ of the wall shows a strong correlation between

the two structures, suggesting a “templating” effect. The high-
energy cost of the resulting hexagonal lattice forming in the

T = 0.7 T = 0.6 T = 0.5 T = 0.3

n = 6

n = 5

n = 4

n = 3

n = 2

n = 1

Wall 
n = 0

T = 1.4

FIG. 2. Left: In-layer radial distribution function gn
‖ (r‖) for ρ = 0.11 for (from bottom to top) the wall and the particles in the first six layers, for temperatures

T = 1.4, 0.7, 0.6, 0.5, 0.3 (with colors as indicated in the legend) and effective densities (see Sec. II B) ρeff = 0.1193, 0.1198, 0.1200, 0.1201, 0.1205,
respectively. Right: Typical particle configurations, after t = 106 MD steps, for different temperatures (top-most labels) and layers (right-most labels). The
snapshots are projections on the xy-plane of the coordinates of particles in each layer.
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layer n = 1 is compensated by the large number of attractive
interactions between the particles at n = 1 and those of the
wall (n = 0) from one hand, and between the particles them-
selves at n = 1 from the other hand. This free energy mini-
mization process is analyzed in Sec. C of the supplementary
material81 in the discreet potential approximation.

The triangular structure that was incipient for n = 2 at
high T, for T = 0.5 is well defined for n = 2 and n = 3, with
defects in the layer n = 3. This triangular structure is the dual
lattice of the n = 1 hexagonal layer and its formation is the
consequence of a “molding” effect of the layer n = 1 onto
the layer n = 2. Note that while the wall (n = 0) layer has
a templating effect on the n = 1 layer, the n = 1 layer has a
molding effect on the n = 2 layer. The difference between the
two cases is due to the first layer density smaller than the wall
density. The smaller density does not allow to compensate the
high energy cost of the propagation of the hexagonal crystal to
the layer n = 2. On the other hand, the triangular crystal of the
n = 2 layer is energetically favorable, because the particles
are all at the attractive distance, and at this T the triangular
structure can propagate to the n = 3 by “templating.” The
layer n = 4 is made of a few triangular crystallites immersed
in the fluid, while the other layers are in the fluid state.

At T = 0.3, both the templating and the molding effect are
stronger. In particular, the template of the n = 2 layer propa-
gates over all the six layers that are formed at this density and
temperature.

2. Intermediate density

At intermediate density (ρ = 0.22, Fig. 3), for T = 1.4
and T = 0.7 we observe the same qualitative behavior as for
the low density case. For T = 0.6, the layer n = 1 has less
tendency to form patterns respect to the low-density case, and
the layer n = 2 has less tendency to crystallize. Therefore, the
confined system is more fluid at this density than at lower den-
sity. We understand this result as a consequence of the larger
number of layers in the slit pore for higher density and the
increased probability for each particle to interact with another
that is outside the wall attractive range.

At T = 0.5, the first layer partially crystallizes in the
hexagonal lattice and partially in the triangular structure fol-
lowing the template of the wall. Therefore, the templating ef-
fect is now stronger than the corresponding case at lower den-
sity. The hexagonal crystal shows now a preferred direction of
symmetry. This direction propagates to the layer n = 2, where

T = 0.7 T = 0.6 T = 0.5 T = 0.3

n = 11

n = 10

n = 9

n = 8

n = 7

n = 6

n = 5

n = 4

n = 3

n = 2

n = 1

Wall 
n = 0

T = 1.4

FIG. 3. As Fig. 2, but for ρ = 0.22. The effective densities (see Sec. II B) that correspond to ρ = 0.22 and temperatures T = 1.4, 0.7, 0.6, 0.5, 0.3 are
ρeff = 0.2386, 0.2397, 0.2399, 0.2402, 0.2411, respectively.
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we observe stripes along the preferred direction. The stripes
propagate up to n = 4 layer, while the other layers are in a
fluid state. The peak of gn

‖ (r‖) at r‖ � 2.1 (that corresponds to
the average second nearest neighbor distance) is a signature
of the stripe phase formation.

At T = 0.3, the preferred direction in the deformation
of the hexagonal crystal for n = 1 is more evident and we
observe a clear stripe phase for the layers from n = 2 to
n = 4, with a peak of gn

‖ (r‖) at r‖ � 2.1 more pronounced
than the case at T = 0.5. The other layers form a square crys-
tal at the attractive distance.

3. High density

At high density (ρ = 0.30, Fig. 4), for T = 1.4 we ob-
serve the same qualitative behavior as for the lower density
cases. At T = 0.7, we find that the only difference with the
lower density case is that the layer n = 1 is forming triangular
crystallites following the template of the wall.

At T = 0.6, the layer n = 1 has a different and incipient
crystal structure (Kagome lattice) with defects that is better
defined at lower T. This is evident from the analysis of the

gn=1
‖ that goes to zero for r‖ � 1.6 and 2.75 at T = 0.6. The

layer n = 2 shows patterns very close to the stripe configu-
ration. The corresponding gn=2

‖ goes to zero for r‖ � 1.5 and
shows a peak for r‖ � 2.1. These characteristics of the gn

‖ are
typical of a stripe phase. The layer n = 3 and n = 4 still show
patterns close to the stripe phase, but in a less pronounced
way. From the layer n = 5 to the n = 10 the pattern is van-
ishing. The layer n = 11 is showing an incipient triangular
crystal with lattice step given by the interaction potential at-
tractive distance RA = 2. This is evident from the analysis
of the gn=11

‖ that approaches zero for r‖ � 2.75 and 4.75 at
T = 0.6.

At T = 0.5, the layer n = 1 is forming a Kagome crystal
with defects. The layers from n = 2 to n = 10 show a stripe
phase and the layer n = 11 is forming a triangular crystal with
defects.

At T = 0.3, the Kagome crystal of layer n = 1 has no de-
fects. The layers from n = 2 to n = 10 are in a stripe phase and
the layer n = 11 is forming a well defined triangular crystal.

In Sec. B of the supplementary material,81 we compare
the templating effect on the first layer for different densi-
ties. In particular, we observe how the crystallization of the

T = 1.4 T = 0.6 T = 0.5 T = 0.3

n = 11

n = 10

n = 9

n = 8

n = 7

n = 6

n = 5

n = 4

n = 3

n = 2

Wall 
n = 0

n = 1

T = 0.7

FIG. 4. As Fig. 2, but for ρ = 0.30. The effective densities (see Sec. II B) that correspond to ρ = 0.30 and temperatures T = 1.4, 0.7, 0.6, 0.5, 0.3 are
ρeff = 0.3254, 0.3268, 0.3272, 0.3276, 0.3288, respectively.
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first layer changes progressively from the hexagonal lattice to
the square and, next, to the Kagome lattice by increasing the
density of the system, as consequence of the interplay of the
template of the attractive wall and the interparticle potential.

We also show, in Sec. III E, by performing the Voronoi
structural analysis of the layers near the attractive wall, that
the first layer at low T is a frustrated polycrystal and that
the increase of density induces an increase of frustration in
the first and the other solid layers. The system cannot reach
easily the global minimum of the free energy landscape, cor-
responding to the crystal configuration, but is trapped in lo-
cal minima due to the slowing down of the dynamics (see
Secs. III C and III D) and the templating effect of the attrac-
tive wall. In particular, the mismatch of the wall structure with
the bulk crystal structure induces a frustrating effect that is
more evident near the wall (in layers n = 1 and n = 2) for
increasing density.

Furthermore, in Sec. C of the supplementary material,81

we show that, if a layer has a triangular structure, as the
stable configuration of layers n = 2, . . . ,6 at low density

(Fig. 2), then for sufficiently high density the system will pre-
fer to form stripes within the same layers.

C. Mean square displacement (MSD) analysis

In order to characterize space-dependent diffusion prop-
erties of our system, we compute the MSD associated to each
layer of the slit pore (Fig. 5). We observe that, except for low
T, a particle can travel across layers with different aggrega-
tion state. Hence, we calculate the MSD only for those parti-
cles that remain in a layer over the entire time interval under
consideration and we average over all possible time intervals.
Therefore, the MSD associated to each layer n is defined as

〈(�rn
|| (τ ))2〉 ≡ 〈(rn

|| (t − t0) − rn
|| (t0))2〉, (3)

where τ ≡ t − t0 is the time spent in the layer n by a particle
that enters the layer at time t0.

The diffusion coefficient D‖ in the direction paral-
lel to the walls is by definition a constant given by
D‖ ≡ limτ→∞〈(�rn

‖ (τ ))2〉/(4τα) where α is the diffusion

FIG. 5. In-layer mean square displacement (MSD) as a function of time, t, for fluid densities ρ = 0.11, 0.18, 0.22, 0.30 (top-most labels) and temperatures
T = 1.4, 0.7, 0.6, 0.5, 0.3 (right-most labels) for CSW particles in the slit-pore confinement, with layer n = 1 (in black) adjacent to the attractive wall and layer
n = 11 (in orange) next to the repulsive wall. Intermediate layers have different colors, as indicated in the legend. Dashed lines represent the ballistic and
diffusive regimes at early and long times, respectively. The gray regions give an indication of the time interval over which the MSD is not well defined, as
discussed in Sec. III D. At low T and high ρ, we observe a large heterogeneity for the dynamics of different layers.
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exponent that characterizes the dynamics of the system. For
an arrested system, as in a solid state where particles can
only vibrate around theirs equilibrium positions, is α = 0. For
a subdiffusive system, corresponding in general to particles
diffusing in complex structures (with non-trivial microscopic
disorder), is 0 < α < 1. For a diffusive system in a normal
fluid state is α = 1. For α > 1 the system is superdiffusive.

Our analysis shows that the in-layer MSD has always
a ballistic regime, 〈(�rn

‖ (τ ))2〉 ∼ τ 2, for t ≤ 10. The corre-
sponding mean displacement is approximately half particle
diameter at high T and low ρ, weakly decreasing for increas-
ing ρ and decreasing T, as expected for the decrease of the
particles mean free path (Fig. 5).

For T ≥ 1.4, all the layers reach the diffusive (α = 1)
behavior for long times. By decreasing the temperature the
behavior of the layers becomes more heterogeneous. In par-
ticular, we observe that at T ≤ 0.7 the layer n = 1 near to the
attractive wall slows down in a sensible way with respect to
the other layers and becomes arrested for T ≤ 0.5. At these
temperatures the other layers, including the n = 11 near the
repulsive wall, are diffusive at low densities.

However, at ρ = 0.30 and T = 0.5 the MSD for all
the layers develop the plateau that is typical of glassy dy-
namics. This behavior is reminiscent of the caging effect in
glasses where the plateau in the MSD is followed by a diffu-
sive regime. Here, instead, at T = 0.5 and ρ = 0.30 we ob-
serve that for all the layers, but the one near the repulsive wall
(n = 11), after the plateau, the dynamics enters in a superdif-
fusive regime with 1 < α < 2. This effect is related to the
presence of defects and of a nonuniform stress field, as dis-
cussed in Sec. III F.

For T = 0.3, we observe that all the layers are arrested
at ρ = 0.11. At this low density the slit pore is only partially
filled (Fig. 1). At T = 0.3 and ρ = 0.18 and ρ = 0.22 also
the layer n = 11 near the repulsive wall is present and it is
characterized by a larger MSD with respect to the other layers
and by a diffusive regime at long times. The other layers have
an arrested dynamics. At T = 0.3 and ρ = 0.30, all the layers
from n = 1 to n = 10 have a superdiffusive regime at long
times, while the layer n = 11 reaches the diffusive log-time
regime. However, its MSD is smaller than that of the other
layer for very long times (t ≥ 100).

D. Survival probability (SP) function analysis

As the time proceeds, the average in Eq. (3) for the MSD
is performed on a decreasing number of particles because
some of them can leave the layer. A priori this reduction of
the statistics is not homogeneous in the sense that the parti-
cles that leave the layer are, in general, those with larger ve-
locity, inducing a bias in the MSD calculation. Therefore, for
T ≥ 0.5, at low enough ρ, and for the most diffusive layers
there is a time, τmax, after which the in-layer MSD is not well
defined (gray region in Fig. 5).

To estimate τmax as function of T and ρ for different lay-
ers, we analyse the population relaxation of particles in each
layer. In particular, we compute the in-layer survival probabil-
ity (SP) function, Sn(τ ), which is the probability that a given
particle stay in the layer n for a time interval τ . We define the

SP as

Sn(τ ) ≡
〈
Nn(t, t + τ )

Nn(t)

〉
, (4)

where Nn(t) is the number of particles in the layer n at time t
and Nn(t, t + τ ) is the number of particles that do not leave
the layer n during the time interval [t, t + τ ]. The SP give an
indication of the time interval τmax over which the MSD is
well defined. We observe that Sn(τ ) has an exponential decay
in our simulations for all layers (Fig. 6).

We, therefore, define τn
max as the characteristic decay time

Sn(τ ) ∼ e−τ/τn
max , associated to the layer n. This choice is con-

sistent with the observation that the MSD (Fig. 5) is well de-
fined when Sn(τ ) ≥ 1/e.

We observe that for T ≥ 0.6 and all the densities and for
T = 0.5 and ρ ≤ 0.22, the SP decay is slower for the layer
n = 1 near the attractive wall and is faster for the layers away
from the two walls. When the layer n = 11 near the repulsive
wall is present, we observe that it has a decay in SP slower
than those layers that are farther away from the wall. At
T = 0.3 for all densities, and at T = 0.5 for ρ = 0.30, there
is no decay in SP, consistent with the crystallization of the
layers.

Hence, τmax is non-monotonic as a function of the
z-coordinate (Fig. 7) for the majority of densities and tem-
peratures investigated here and is larger for the layers that are
more structured (Fig. 1). Therefore, both walls facilitate the
slowing down of the dynamics of the fluid, although the effect
associated to the structureless and repulsive wall is weaker
than the effect of the structured and attractive wall. This re-
sult is reminiscent of what has been found for water confined
in both hydrophobic and hydrophilic walls.82

E. Voronoi structural analysis of the solid

Our MSD and SP analysis (Figs. 5–7) show that at low T
and high ρ there are layers that behave as a solid. However,
by looking only at the MSD and SP is not possible to estab-
lish if a solid layer is in an amorphous, crystal, or polycrys-
tal state.83 In order to better understand the structure of solid
layers, we use the standard 2d Voronoi tessellation (useful to
identify defects present in the crystal structures, as vacancies,
Frenkel-like, dislocations and grain boundaries). In particu-
lar, we adopt a modified version of it that is more suitable to
identify distorted crystal structures.

Following the standard Voronoi tessellation, Voronoi
cells are polygons with edges that cross the middle point of
the lines connecting the particles of a configuration. As a con-
sequence, each Voronoi cell contains one and only one par-
ticle and represents the proper volume of the particle in its
center. This procedure generates cells with different numbers
of edges – at least three – some of which can be very short.
The very short edges represent small lattice deformations that
are irrelevant for the structural inspection of the configuration.
Therefore, to reduce the noise in our analysis, we choose to
neglect the edges whose length is less than 10% of the average
length of all the edges of the polygon they belong.

With this modified Voronoi tessellation we ana-
lyze the structure of different configurations. At low density
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FIG. 6. The in-layer survival probability (SP), Sn(τ ), as a function of the time interval τ , for ρ = 0.11, 0.18, 0.22, 0.30 (top-most labels) and T = 1.4, 0.7, 0.6,
0.5, 0.3 (right-most labels) for CSW particles in a slit pore confinement, with the layer n = 1 (in black) near the attractive wall and the layer n = 11 (in orange)
near the repulsive wall. Other layers have different colors, as indicated in the legend. The layers with a faster decay of Sn(τ ) are, in general, those away from
the two walls of the slit pore.
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FIG. 7. Characteristic decay time τmax as a function of fluid layer for density
ρ = 0.11, 0.18, 0.22, 0.30 and temperature T = 1.4, 0.7. For clarity, the points
for T = 0.7 are shifted up by 100 units.

(ρ = 0.11) and T = 0.3, we observe that in all our simula-
tions the first layer near the attractive wall is in a frustrated
solid state mainly composed by a distorted hexagonal lattice
(Fig. 8(a)).

By annealing these configurations, with an annealing rate
of 0.025U

3/2
A /(kBam1/2), to T = 0.0005 we find that the first

layer becomes a frustrated polycrystal (Fig. 8(b)). The poly-
crystal has point and line defects as grain boundaries dividing
a hexagonal lattice (green triangles) from a stripe phase (cyan
polygons).

For both T = 0.3 and T = 0.0005, the other layers are
organized in a triangular lattice (cyan polygons). We observe
defects, such as dislocations, that are not eliminated by an-
nealing (Fig. 8 Run # 2).

At high density (ρ = 0.30), the first layer at T = 0.3
is in a polycrystal state with many defects (Fig. 9(a)). At
T = 0.0005, we observe two principal crystal grains
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FIG. 8. Modified Voronoi tessellation (see text) for the first three layers near
the attractive wall of three different realizations of our system at ρ = 0.11
with (a) T = 0.3 and (b) T = 0.0005. Different colors represent Voronoi cells
with different number of edges: 3 (green), 4 (blue), 5 (yellow), 6 (turquoise),
7 (red), 8 (maroon). We observe polycrystal structures in the layer n = 1 near
the attractive wall at the lowest T.

(Fig. 9(b)): a triangular lattice (cyan hexagons) and a Kagome
lattice with defects (blue rhombuses).

At T = 0.3, the layers n = 2, 3 present a zigzagging stripe
structure with orientation and angles that can change from run
to run. At T = 0.0005, the stripe structure of these layers be-
comes more regular.

F. Liquid veins

In Sec. III C, we have observed that for high densities and
low temperatures the anomalous fluid can be superdiffusive in
some layers in the long-time regime. In this section, we show
how this behavior is due to the formation of “liquid veins” in
such layers.

To better understand the origin of the superdiffusive dy-
namics, we simulate our system at T = 0.3 and ρ = 0.30 for
three different realizations of the initial configuration. After
equilibration, we observe that the three realizations lead to
the same qualitative layer structures (Fig. 10). However, the
dynamics of the three runs are different. In particular, we ob-

FIG. 9. As in Fig. 8, but for ρ = 0.30 with (a) T = 0.3 and (b) T = 0.0005.
For the layer n = 1 the system forms a polycrystal made of a triangular lattice
(cyan hexagons) and a Kagome lattice (blue rhombuses) with a number of
defects that decreases with T. For layers n = 2, 3 it forms zigzagging stripes
phases with defects.

serve that all the particles in the first layer (n = 1) have the
same MSD, while particles in other layers (n = 2, 3) can have
different MSD, as in Run #1 of Fig. 11.

The differences in MSD can be understood by analyz-
ing the trajectories of the particles in Run #1 (Fig. 12). We
observe that the majority of particles in the layer n = 2 re-
main spatially localized during the entire simulation, except
a few particles with mobility higher than the rest of the sys-
tem. In particular, we find that the fast particles belong to two
stripes and diffuse along the stripe itself, as along a liquid
vein (Fig. 12(a)). We observe a similar situation for the layer
n = 3 (Fig. 12(b)), but here all the particles are more mobile
and the streams in the two veins flow in opposite directions.

In the context of the prototypical anomalous fluid–water–
the formation of liquid veins during freezing is of particular
interest. For example, recently, experiments and simulations
showed the presence of liquid water between nanometer-sized
ice crystal.84

More in general, in polycrystalline systems, the liquid
is found along intergranular junctions, as grain boundaries,
as described for the case of water in Ref. 84 and references
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FIG. 10. Spatial configurations of CSW particles confined in slit pore for the first three layers near to the attractive wall, for three different realizations of the
initial conditions at T = 0.3 and ρ = 0.30. As in Fig. 4, in each run the layer n = 1 forms a Kagome crystal and the others are in a stripe phase. The snapshots
are projections on the xy-plane of the particles coordinates in a layer and particles have the size of their hard core.

therein. Residual stress in these polycrystal structures can be
localized along intergranular junctions, and can result in an
effective force that acts on fluid particles present in these
junctions.

In our system, as well as in glasses, the residual stress is a
consequence of the fact that when the fluid solidifies the mini-

mization process of the free energy takes place locally, instead
of globally. In glass forming liquids, this effect is caused by a
fast cooling, while in our system it is due to the layering of the
fluid as a consequence of the confinement. Further analysis,
that goes beyond the goals of the present work, is necessary
to understand the effect of the vicinity of the attractive wall

FIG. 11. Single-particle MSD for layers and runs as in Fig. 10. For Run #1, we observe a homogeneous dynamics among the particles within the layer n = 1,
but a heterogeneous dynamics for n = 2 and 3: we use red and green colors for the MSD of particles that are faster than others in the layer. We find a similar
behavior for Run #2, while for Run #3 the dynamics is homogeneous within each layer.
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(a) (b)

FIG. 12. In-layer trajectories for particles in (a) the second and (b) the third layer of Run #1 in Fig. 10. In red and green, we show the trajectories of representative
particles belonging to stripes veins. The MSD of these particles is represented with the same color code as in Fig. 11. We apply periodic boundary conditions
along x and y axes at x = 0, x = 15 and at y = 0, y = 12.1 (dashed lines). We observe two point-like defects between the stripes near the veins in (a).

and if the veins are related to point-like defects as seems to be
suggested by Fig. 12.

IV. DISCUSSION AND CONCLUSIONS

By studying structural and dynamical properties
with MD simulations of an anomalous fluid—CSW
particles68–70—confined between an attractive and structured
wall and a repulsive and unstructured wall in a slit pore con-
figuration, we show that the effect of the structured attractive
wall can extend up to the entire slit pore. We observe that
the particles organize in an inhomogeneous way, forming
layers that are parallel to the surfaces, with higher density
near the attractive surface with respect to the center of the
slit pore. For sufficiently high densities, for which the fluid
occupy entirely the pore, we observe an increase of density
also close to the repulsive surface, but in a less prominent
way, consistent with experimental and theoretical works for
nanoconfined fluids.

At low temperature, we find coexistence between the ho-
mogeneous liquid, heterogeneous liquid and solid, organized
in different layers. The homogeneous liquid corresponds to
layers characterized by a flat density profile (apart from
fluctuations), an in-layer radial distribution function without
structures, an in-layer MSD with diffusive regime and an in-
layer SP with the same characteristic decay time τmax for each
layer. The heterogeneous liquid differs from the homogeneous
fluid for a structured, non-flat, density profile and an in-layer
SP with different characteristic decay time τmax for each layer
that composes it. Finally, the solid phase has an in-layer radial
distribution function with structures and a homogeneous, ar-
rested dynamics, as shown by the in-layer MSD and SP.

At low T and high ρ, we find a strong structural corre-
lation between the attractive surface and the first layer sug-

gesting a “templating” effect. Indeed, the large density of at-
tractive surface induces the formation of a first layer at high
density. The high energy cost of this first layer is compen-
sated by the large number of attractive interactions between
the particles of the first layer and those of the surface.

Moving further from the wall, we find that the first layer
has a “molding” effect on the second layer. This is because the
density of the first layer is smaller than that of the surface and
is not high-enough to propagate its template. Nevertheless, the
low-density second layer is in condition to template the third
layer replicating its structure and inducing a long-range effect
that can, eventually, involve the whole system.

From the calculation of the MSD and the Voronoi tessel-
lation we conclude that at low temperature the first layer close
to the attractive surface is a polycrystal with two competing
phases that generate low-energy states with high degeneracy
and very slow dynamics. At low densities the two competing
phases are stripes and hexagonal lattice, while at high den-
sities are triangular and Kagome lattice. We understand this
result as a consequence of the high density (triangular) struc-
ture of the attractive wall with a lattice step that corresponds to
the hard repulsive distance of the liquid, and the strong wall-
liquid attractive interaction.

These properties of the wall generate in the first liquid
layer local regions with density and energy that are higher
than the average of the layer. As a consequence, other regions
within the layer have density and energy below the average,
giving rise to a competing crystal structure.

Our results remind us of some recent experiments and
simulations for a thin-film of water on BaF2(111) surface
for which the authors found a very-high-density first inter-
facial layer for all temperatures, while they would expect,
from thermodynamic arguments, a lower density liquid at
supercooled conditions.41 In other recent experiments and
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simulations,44, 45 the authors pointed out that it is necessary to
revise the theory of heterogeneous nucleation when the crys-
tallization induces a non-zero entropy at zero temperature and
the system initially is far from equilibrium.

Apart from the layers close to the two surfaces, we ob-
serve that the structure of each layer mainly depends on its
density. In the case of the stripe phase, using simple geomet-
rical and energetic considerations, we find that straight and
zigzagging stripes are the stable configurations for intermedi-
ate densities.

Furthermore, analysing the MSD layer by layer, we find
two kinds of heterogeneity in the dynamics. First, we observe
that the dynamics is largely heterogeneous among the layers,
as a consequence of the sequence of structures caused by the
walls presence.

Second, we find layers at high densities and low temper-
atures with a caging-like behavior characterized by a ballistic
dynamics followed by an arrested state (plateau) and a su-
perdiffusive regime with a diffusion exponent 1 < α < 2. Our
analysis shows that this behavior is due to dynamics hetero-
geneity within the layer as a consequence of the formation of
liquid veins in the stripe phase. In particular, we observe that
each vein can behave differently from the others, diffusing in
one of the two possible directions along the stripes and having
a different diffusion exponent 1 < α < 2.

We rationalize the different possible values of α as a con-
sequence of the presence of residual stress that could intro-
duce an effective force acting on the fluid. Under suitable
conditions, e.g., a constant effective force along the stripe, the
particles in the vein could perform a biased one-dimensional
random walk characterized by an exponent of the MSD that
approaches the ballistic value (α = 2).

The behavior of these veins can be analyzed in a
more quantitative way by computing, for example, the tem-
poral autocorrelation function, the intermediate scattering
function,85, 86 the relative displacement of nearest neigh-
bors, or the particles displacements following the Lindemann
criterion.87 We plan to present this analysis in future works.

Our results about the heterogeneous dynamics near the
walls, as a consequence of formation of liquid veins within a
frozen matrix of liquid, show that the slowing down of the dy-
namics of the anomalous liquid near the walls does not imply
by necessity the complete freezing of the first layers. There-
fore, under these considerations, the partial freezing of the
first layer does not correspond necessarily to an effective re-
duction of the channel section in terms of transport properties,
at variance with the conclusions of other authors.88
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