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Abstract—A frequency-dependent compact model for inductors in high ohmic substrates, which is based on an energy point-of-view, is developed. This approach enables the description of the most important coupling phenomena that take place inside the device. Magnetically induced losses are quite accurately calculated and coupling between electric and magnetic fields is given by means of a delay constant. The later coupling phenomenon provides a modified procedure for the computation of the fringing capacitance value, when the self-resonance frequency of the inductor is used as a fitting parameter. The model takes into account the width of every metal strip and the pitch between strips. This enables the description of optimized layout inductors. Data from experiments and electromagnetic simulators are presented to test the accuracy of the model.
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I. INTRODUCTION

One of the limiting factors in the development of RF integrated circuit (IC) designs has been the absence of high-performance integrated passive components, mainly inductors and transformers. Low self-resonant frequency (SRF), due to the electrical coupling, and high losses in the substrate and in the metal strips deteriorate their characteristics. However, the current state of the art has improved their performance with the introduction of novel techniques compatible with standard IC industry.

Bulk [1] and surface micromachining [2] are two of the best solutions. With these techniques, the substrate underneath the component is removed and the substrate losses and electrical coupling through it are eliminated. The use of high resistivity substrates has also been demonstrated to be effective [3]. Metal losses can be reduced with the use of low-resistivity metals, such as copper [3]. In addition, the incorporation of ground shields in the design [4] reduce the losses in the substrate, but only those associated with the electrical coupling.

Once the substrate losses are small, magnetically induced losses in the metal regions become important. In order to solve this problem, advances in the modeling of inductors and transformers have also led up to a new kind of technique based on the optimization of the layout [5]–[7] and on the differential excitation of the inductor [8], [9]. In the first case, the designer tries to find the optimum value between the magnetic induced losses and ohmic losses in the metal strips. It is worth stressing that no technological effort is required in the implementation of this technique and that performance can be excellent, as demonstrated in [5]. Regarding the second case, it is possible to minimize the voltage between the strips and, consequently, to shift up the SRF of the component.

In spite of all technological efforts, there is still a major drawback from the designer’s perspective: the lack of accurate scalable compact models. This is a serious problem because the effects of parasitics in passive devices can have a dramatic impact on the performance of the circuit. In order to solve this problem, electromagnetic simulators can be used to predict the behavior of passive devices with a high degree of accuracy. Nevertheless, the designer must have some expertise with electromagnetic solvers and a longer design time is required due to the increase in computation time. Moreover, there is no information about the behavior of the device versus changes in geometry, which could be provided by scalable analytical equations. Therefore, the use of compact models for the description of the inductors and other components is required to speed up the analysis phase of the design. Notice that not only the analysis but the synthesis phase benefits from the use of compact models, since it is possible to identify the relevant key points for the development of optimization algorithms.

There are several approaches to the modeling of inductors that can be found in the literature [10]–[26]. Simple compact models predict the inductance value at the dc behavior using closed formulas or algorithmic methods. More complex compact models are able to describe the behavior of the component up to the first SRF. However, all of them compute the different lumped elements using a static field analysis. In this work, we introduce new concepts in the development of the compact model. The main characteristics of the model are the introduction of all layout dimensions, the accurate computation of the eddy currents in the metal strips, the introduction of the effect of a ground plane in the inductance value, and a first approach to the analysis of propagation phenomena.

This paper is organized as follows. In Section II, a survey on compact modeling techniques and frequency phenomena is presented. The compact model is developed in Section III. The objective is to obtain a scalable physical lumped model accounting for important frequency phenomena, which are usually neglected. The accuracy of this model is demonstrated in Section IV. Finally, conclusions are given in Section V.

II. PHYSICAL PHENOMENA IN INDUCTORS

Fig. 1 represents a typical lumped electrical compact model for inductors. From an energy point-of-view, the different el-
iments can be associated with physical phenomena. The ideal inductor describes the total amount of magnetic energy; the capacitors account for the electrical coupling between metal strips and ground plane; and the resistors collect the losses in metal and substrate. However, all these three energy quantities (magnetic and electric energy and losses) are not independent from each other and the coupling between them must be taken into account. The interaction between electric and magnetic fields will induce a propagation phenomenon and, therefore, the device will present a set of self-resonant frequencies. Aside from the ohmic losses, the magnetic and electric fields will also induce losses on the conductive regions. Accordingly, if all previously mentioned contributions are dismissed, the model will not predict properly the frequency behavior. In the literature, many models try to develop this frequency approach. However, the main problem is that these models deal with the electric and magnetic energy of the static fields.

Excluding the case of numerical techniques such as the method of moments or the partial elements equivalent circuit (PEEC), most of the models compute the inductance value in the dc behavior. Closed expressions based on a fitting geometrical procedure can be found [15]. These expressions are very helpful as a first guess of the inductance value over a wide range of typical inductor geometries. Other authors have reported closed forms based on physical assumptions [11], but the accuracy is lower due to the multivariable nature of the problem. Algorithmic techniques seem to be the best procedure to increase the accuracy of the computation. One of the most widespread methods is due to Greenhouse [12], and it is based on the work of Grover [10]. The key point of the technique is the calculation of the mutual inductance between two strips using the geometric mean distance (GMD). However, the GMD concept is an approximation of the Neumann integral and its accuracy is plotted in Fig. 2. The trace shows an increasing error when the length of the strip is equal or shorter than its width. To fulfill this gap, other works have developed more accurate expressions [13], [14]. Such a kind of algorithmic procedure is also followed in this paper, but two additional concepts are added. Firstly, the energy associated between pairs of strips is evaluated, rather than their mutual magnetic interaction. As we will show, this allows the introduction of propagation phenomena. Secondly, the expressions are evaluated for different widths of the metal strips. This evaluation is very important when one tries to increase the quality factor \( Q \) of the inductor by layout optimization. If we take into account the width of each metal strip and the pitch between strips, the optimization space is expanded and significant improvement on the \( Q \) value can be achieved [5].

In spite of being important, magnetically induced losses in the substrate and in the metal strips (eddy currents) are not considered in most of the compact models. Their description requires a frequency-dependent resistor and the development of simple expressions is not an easy task. Fitting expressions for particular cases can be found in the literature [14]. Recently, several simple expressions have been developed for the losses in the metal, based on the skin depth value [17]. One can also find more accurate expressions based on a first-order calculation of the electric and magnetic coupling in the metal regions [18], [19]. In this paper, new formulas are explored to explain the losses in the metal.

A frequency-dependent value for the inductance is expected due to the distribution of the eddy currents. In the case of high resistivity substrates, this variation is small. However, for CMOS substrates, the eddy currents drop significantly the value of the inductance [20]. This fact has either not been taken into account in compact models or has been modeled with a simple resistor value. In our approach, the model is devoted to high resistivity substrates, so it will not be the subject of further discussion. The SRF gives the frequency limit application of a given inductor. The frequency limit value is related to the coupling of the electric and magnetic fields, so the wavelength has a value of a typical dimension of the inductor. Within the compact model, the main purpose of the capacitors is to take into account all the electrical couplings to describe the SRF. The capacitance matrix is a suitable procedure to compute the energy associate to the electrical couplings. However, due to the multilayered nature of ICs, the Green’s function of the media becomes very complicated and numerical methods must be used [21], [22]. Within the compact modeling framework, the capacitance matrix is usually substituted by simple parallel capacitance formula [17] for the evaluation of the underpass bridge and the coupling to the substrate. With these approximations, the accuracy of the SRF value is low. Thus, in such a case, the capacitor values are left as fitting parameters to experimental or electromagnetic simulation data for a good agreement. The usual fitting procedure is based on the SRF formula

\[
\text{SRF} = \frac{1}{2\pi\sqrt{LC}} \sqrt{1 - \frac{R^2C}{L}}
\]
where $L$ and $R$ are related to the static magnetic field and the ohmic losses. Here, an alternative fitting procedure related to the wave propagation phenomena inside the inductor is presented.

III. ELECTRICAL SCALABLE MODEL

Normally, inductors for RF IC applications must have equivalent inductance values in the range of few nanohenrys, SRFs in the range of several gigahertz, and high values of the quality factor. Due to the degrading effects of the substrate (losses and capacitive coupling), all these requirements are difficult to fulfill. In the case of bipolar technologies, the magnetically induced losses in the substrate are less severe and Fig. 1 is a suitable lumped element model. The magnetic energy is represented with $E$, the ohmic losses and the magnetically induced losses are described by the $R_{eq}$ series resistor, and the electrical coupling between the strips is taken into account with $C$. Finally, the substrate effects are described with $R_{Si,2}$ (the electrical coupling to the substrate) and $R_{Si,2}$ (the losses in the substrate). Notice that silicon micromachining inductors can also be modeled with this scheme. Hereafter, these parameters are going to be related to the physics of the inductor (the following discussion is an extension of a previous work [23]).

A. Inductor

In microelectronic technologies, the typical shapes for planar inductors are the rectangular and circular spirals. One way to compute their inductance value is through the well-known relationship between the energy stored in the component and the current flowing through it as follows:

$$E = \frac{1}{2} L |I|^2. \quad (2)$$

The energy can be calculated through the integration of the term $\mathbf{A} \cdot \mathbf{J}$ over the volume defined by the conductor, where $\mathbf{A}$ is the magnetic vector potential and $\mathbf{J}$ is the current distribution. Of course, using electromagnetic simulators, this can be accomplished for any shape of the metal strips (e.g., circular and rectangular spirals).

In order to obtain analytical expressions, symmetry arguments are very useful. In the case of circular spirals, there is still some axial symmetry. Thus, it is possible to approximate the geometry to a model based on concentric loops. This last step can be done using two different criteria: 1) the perimeter of each circular loop must equal the perimeter of each turn of the spiral or 2) the area of each loop must be the same as the average area of each spiral turn. Choosing between the two criteria depends, basically, on the pitch value. For instance, for small pitches, the first criterion would give a better description, while for large values the second one is better. Based on these assumptions, fast numerical techniques can be developed by means of a series expansion of the Green’s function [24].

In the case of rectangular spiral inductors, the division of the geometry according to each metal strip is a suitable way for having an accurate computation of the inductance value. In fact, this is the procedure followed by most accurate compact models [14], [17]. The difference among them lies in the way they compute the mutual coupling of the strips.

Once the geometry has been divided in a simple way, the magnetic energy can be obtained by partitioning the integral $\int \mathbf{A} \cdot \mathbf{J} \, dv$ in each one of the metal strip volumes and by splitting the contribution to the vector potential in terms of their density current distribution, shown as

$$E = \frac{1}{2} \sum_{i,j} \int_{V_{ij}} \mathbf{A}_i \cdot \mathbf{J}_j^* \, dv = \frac{1}{2} \sum_{i,j} E_{ij}. \quad (3)$$

The term $E_{ij}$ is the energy associated to each pair of loops (circular topology) or each pair of metal strips (rectangular topology). Now, the problem has been reduced to the calculation of the term $E_{ij}$. In the case of the circular spirals, the integral form of $E_{ij}$ is

$$E_{ij} = \frac{\mu_0}{2} \int_{a_j}^{b_j} \int_{a_i}^{b_i} \frac{2\pi r' r}{|r-r'|} J_i(r') \cos \phi' \, dr' \, d\phi' \, dr. \quad (4)$$

Introducing (4) into (3) and using the generating function of the Legendre’s polynomials, the former integral can be solved analytically. The solution is given by

$$E_{ij} = \frac{\mu_0}{2} \left( \frac{I_j}{b_j} - \frac{I_i}{a_i} \right) \sum_{n=0}^{\infty} C_{2n+1} D_{2n+1} \quad (5)$$

Introducing (4) into (3) and using the generating function of the Legendre’s polynomials, the former integral can be solved analytically. The solution is given by

$$E_{ij} = \frac{\mu_0}{2} \left( \frac{I_j}{b_j} - \frac{I_i}{a_i} \right) \sum_{n=0}^{\infty} C_{2n+1} D_{2n+1} \quad (5)$$

where the coefficients $C_{2n+1}$ are

$$C_{2n+1} = \frac{n}{n+1} \left( \frac{2n+3}{n+1} - 1 \right) C_{n-2}, \quad C_1 = 1 \quad (7)$$

and the coefficients $D_{2n+1}$ are a function of the current distribution in each loop. For a circular loop in the dc regime they are

$$D_{2n+1} = \frac{\left( 2n+1 \right) r + n a_i}{\left( 2n+1 \right) a_i} \quad (8)$$

Other expressions for this problem, based on elliptic integrals, can be found in [14]. The accuracy of (6) is supported by results from magnetic simulations. These simulations have been performed with ANSYS 5.6.2 quasi-static solver (based on the method of finite elements), and with MoMentum solver (based on the method of moments) for a family of inductors having a width of 20 $\mu$m, a pitch of 40 $\mu$m, and an inner radius of 120 $\mu$m. Table I shows the inductance values obtained using both simulators and (6).
TABLE I

<table>
<thead>
<tr>
<th>Turns</th>
<th>ANSYS</th>
<th>MoM</th>
<th>Eq.(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.53 nH</td>
<td>0.53 nH</td>
<td>0.53 nH</td>
</tr>
<tr>
<td>2</td>
<td>1.81 nH</td>
<td>1.81 nH</td>
<td>1.81 nH</td>
</tr>
<tr>
<td>3</td>
<td>3.96 nH</td>
<td>3.97 nH</td>
<td>3.96 nH</td>
</tr>
<tr>
<td>4</td>
<td>6.99 nH</td>
<td>6.87 nH</td>
<td>7.09 nH</td>
</tr>
</tbody>
</table>

The former procedure can be applied to square inductors. In this case, the term \( E_{ij} \) takes into account the magnetic energy due to the coupling between the strips \( i \) and \( j \). The approximation of an infinitely thin sheet current is now applied. Notice that only the coupling between parallel strips contributes to the energy value. Locating the center of one of the metal strips at the origin, the \( E_{ij} \) integral to solve is

\[
E_{ij} = \frac{\mu_0 L_i L_j}{32\pi W_i W_j} \int_{x_i-L_i}^{x_i+L_i} \int_{y_i-W_i}^{y_i+W_i} \frac{dx_i \, dy_j \, dx_j \, dy_j}{\sqrt{(x_i-x_j)^2 + (y_i-y_j)^2}}
\]

where \( 2L_i, 2L_j \) are the lengths of the metal strips, \( 2W_i \) and \( 2W_j \) are their widths, and \((x_i, y_i)\) is the center of the second metal strip. The solution of integral (9) is

\[
E_{ij} = \frac{\mu_0 L_i L_j}{32\pi W_i W_j} \left[ \left[ F(x, y) \right]_{y=W_i}^{y=-W_i} \right]_{y=W_j}^{y=-W_j} x_{x_i+L_i}^{x_i-L_i} y_{y_j+L_j}^{y_j-L_j} x_{x_j+L_j}^{x_j-L_j} y_{y_i+L_i}^{y_i-L_i}
\]

\[
F(x, y) = x^2 y^2 s \left( x \right) + y^2 x^2 s \left( y \right) - \frac{1}{3} \left( x^2 + y^2 \right)^{3/2}
\]

The superindexes and the subindexes in the right brackets read as the limits of integration. Thus, using the Barrow’s rule for definite integrals and starting from the inner bracket, the complete expression is developed. Similar expressions can be found elsewhere [13], [14] with the same degree of accuracy.

Equation (10) has also been tested with the electromagnetic simulator MoMentum, and with the Greenhouse method. The results are shown in Table II, where the dimensions of the coils used are a strip width of 100 \( \mu m \), a pitch of 200 \( \mu m \), and an inner side of 900 \( \mu m \) just to be compared with reference [12]. Notice that differences between the exact calculation of the term \( E_{ij} \) and by using the GMD concept are actually small due to the inherent geometry of the inductor.

The model for the inductance value presented in this section has two main advantages. Firstly, it fully enables the description of the geometry in a full sense because takes into account the width of each metal strip. To illustrate this point, Fig. 3 shows the layout of an optimized inductor [5], where a different metal strip width for each turn has been obtained. For the low-frequency range, the measured value of the inductor is 32.25 nH. Currently available compact models are not able to predict the magnetic behavior for this kind of structures. With the model presented in this subsection, the computed inductance value is 34.69 nH. Note that the difference between both values is a consequence of the mirrored coil due to the ground plane. The introduction of a new term in the Green’s function of the vector potential will overcome this problem. Ideally, this term represents the image of the current distribution of the coil through the ground plane. The vector potential integral form becomes

\[
A(r) = \int_V J(r') - J_{image}(r') \, dv
\]

and the computed inductance value is now 32.62 nH.

The second advantage comes directly from the energy point-of-view adopted in the calculation. Notice that, in (6) and (10), the currents through each metal strip are kept explicitly. It suggests that any delay between the currents in the different metal strips will change the magnetic stored energy in the inductor and, therefore, the actual inductance value. Moreover, the maximum stored energy occurs when all the currents are in phase, i.e., in the dc regime, where no propagation exists. Thus, due to the propagation of the electromagnetic fields, this energy is a decreasing function of the frequency, at least until the SRF of the inductor is reached. In the following subsection, the importance of this phenomenon is explored, when a fitting procedure is used to extract the fringing capacitance \( C_f \).

### B. Capacitors

Compact model capacitors account for the electrical coupling between both ports and ground. Many efforts have been directed
to calculate their values, but numerical techniques are required to compute this coupling, due to the multilayered structure of ICs [21]. Some authors use microstrip transmission line theory to account for the interactions between neighbor metal strips [16], [25]. Also, other simple models based on parallel capacitance formula can be found [17], [26].

If radiation terms are neglected, Poisson’s equation describes the electric field inside the structure [20]. Equivalently, it can be described in terms of the capacitance matrix \( C_{ij} \) of the inductor. In such case, the electrical energy \( E_{el} \) is given by

\[
E_{el} = \frac{1}{2} \sum_{i,j} \frac{N_i}{N_j} C_{ij} V_i V_j.
\]

The \( i \) and \( j \) indexes run over the metal strips, \( V_i \) and \( V_j \) are the voltage values, and \( N \) are the number of strips.

The simplest way to relate the capacitance matrix with the compact model capacitors is to assume a linear voltage drop along the length of the inductor

\[
V_i = V_1 + \frac{V_2 - V_1}{l} x_i
\]

where \( V_2 \) is the voltage of the strip \( i \), \( V_1 \) and \( V_2 \) are the voltages at the ports, \( l \) is the total length of the inductor, and \( x_i \) is the length coordinate related to the strip \( i \). With that assumption, \( C_{s11}, C_{s12}, \) and \( C_f \) are given by

\[
\begin{align*}
\frac{\partial^2 E_{el}}{\partial V_i^2} &= C_{s11} \\
\frac{\partial^2 E_{el}}{\partial V_j^2} &= C_{s12} \\
\frac{\partial E_{el}}{\partial V_1 \partial V_2} &= C_f.
\end{align*}
\]

Except in the case of very simple substrates, this technique requires lengthy calculations. For more complicated substrates, other simple methods are preferred. An interesting option is presented in [17], where the three capacitances are calculated with simple closed expressions. However, if one needs a good description near the SRF, it is better to evaluate \( C_f \) as a parallel capacitance and leave \( C_f \) as a fitting parameter. In fact, \( C_f \) includes most of the technology information (thickness and dielectric constant of all layers).

However, a direct fitting procedure using (1) contradicts some physical facts. For example, when increasing the length of the inductor, the value of the capacitor should also increase. Fig. 4 shows the value of the fitted capacitance as a function of the number of turns in the inductor (see [5] for a description of the substrate). Surprisingly, the capacitance decreases in certain zones; therefore, \( C_f \) has not a clear meaning. Notice that the values on the plot where the capacitance increases are due to the underpass bridge.

Hereafter, a modified fitting procedure based on an ac analysis of the inductance is outlined. Let us suppose that there is a phase shift between currents in the turns. For that reason, the value of the inductance close to the SRF will be lower than that at the dc regime. Therefore, if the dc value of the inductance is used in (1), the fitting capacitor will then underestimate the actual value. In such a situation, the equivalent inductance will be also different for frequencies below the self-resonance.

Nevertheless, the electrical coupling is also expected to increase with frequency due to the increase of the odd mode propagation in the structure. Thus, the actual capacitance value is a function of frequency and can hide the former phenomena. In order to check that, one can assume a frequency dependence of the inductor \( L \) and the capacitor \( C_f \). A first-order expansion in frequency can then be developed as follows:

\[
\begin{align*}
L(f) &= L_{DC} - \frac{\Delta L}{f} \\
C_f(f) &= C_f(0) - \frac{\Delta C_f}{f}.
\end{align*}
\]

The equivalent inductance value of the component is now defined as

\[
L_{eq} = \frac{L}{1 - \frac{\Delta L C^2}{f^2}}.
\]

Then, substituting (15a) into (16) and keeping the value of \( C \) constant, the ratio between the actual \( L_{eq} \) and the equivalent inductance of the compact model, \( L_{eq, \text{ideal}} \), is

\[
\frac{L_{eq}}{L_{eq, \text{ideal}}} \approx 1 - \frac{\Delta L}{L_{DC}} f.
\]

Repeating the same procedure with (15b), but keeping \( L \) constant, the perturbation introduced by the term \( \Delta C_f / \Delta f \) is given by (17b)

\[
\frac{L_{eq}}{L_{eq, \text{ideal}}} \approx 1 + \theta(f^2)
\]

where \( \theta(f^2) \) is a second-order frequency term. Therefore, (17) reflects that the actual equivalent inductance value will be lower than the prediction made by an ideal lumped compact model.

In order to check the behavior of (17), an inductor with no loss (except that related to the radiation) is studied with the aid of an electromagnetic simulator. In this case, an interesting quantity to plot is the ratio between both equivalent inductances \( L_{eq} \) and \( L_{eq, \text{ideal}} \).
and $L_{enLend}$ because it is a direct measured of the actual difference between $L_{DC}$ and $L(f)$, see (15a). This result is shown in Fig. 5. There is an increasing difference between both values when the frequency is increasing. As a consequence, (1) should be replaced by

$$\text{SRF} = \frac{1}{2\pi\sqrt{L(f)C}} \sqrt{1 - \frac{R(f)^2C}{L(f)}}, \quad (18)$$

The main problem is now how to introduce a frequency-dependent inductor $L(f)$, so that (18) can be computed. In fact, the solution has already been given in (10). Let us assume the existence of a phase delay among the strip currents due to the propagation of the electromagnetic waves inside the structure. Now, $I_i$ and $I_j$ are phasors and, in a first-order approximation, they are given by

$$I_i = |I|e^{j\beta x}, \quad (19)$$

where $\beta$ is a propagation phase constant. Notice that $\beta$ depends weakly on the geometry, as shown in Fig. 5. The three different inductors have the same behavior until their SRF. Substituting (19) into (10) and equating it to an actual simulated or measured $L$ value close to the SRF, the value of $\beta$ is found for a wide range of geometries. If a better accuracy is required, one can perform the simulation or the measurement of a few inductors covering the geometry range of interest. Once $\beta$ is known, the inductance at any frequency below the SRF is computed with the algorithm explained in Section III-A. Fig. 6 shows the full agreement between data calculated using the analytical formulation and results obtained using from the electromagnetic simulator. Thus, if a fitting procedure is used to find $C_f$, one can conclude that the modification introduced by (19), instead of the $L_{DC}$ value, is a better approximation for the value of $L(f)$ in (18).

C. Resistors

Regarding the substrates studied in this paper, losses inside the substrate are mainly due to the capacitive coupling. They are described with $R_{S_{1z}}$ and $R_{S_{2z}}$. These two resistors are easily calculated just by adding an imaginary part to the dielectric constant that accounts for the substrate conductance. Two different approaches to find their value are given in [17] and [26], thus no further development is done in this paper.

Ohmic losses, due to the conduction current, and magnetically induced losses (eddy currents) are also important. In fact, they determine the quality factor of the inductor. Their contribution is included inside the compact model with the resistor $R_l$. Ohmic losses are directly related to the sheet resistance of the metal strip and the geometry of the inductor. Losses due to eddy currents can be evaluated once the redistribution of the current in the inductor is known. Although skin effect has been proposed as a solution to compute the value of $R_l$, it is not consistent with the expected physical behavior. For the metal strip geometry used in the design of inductors, electromagnetic simulations show that the distribution of the current takes place along the width of the strip, and not across its thickness. This result can be seen in Fig. 7 for two cases: 1) there is a transversal magnetic field and 2) a current is feeding the strip. A good approximation to compute the current density distribution can be found in [18] and [19]. A more precise analysis is next developed.

Our starting point is the integral equation for the current density distribution $\mathbf{J}$ in terms of the Green’s function of the vector...
potential \( \mathbf{A} \). If the metal is an ohmic material, \( \mathbf{J} \) can be written as follows:

\[
\mathbf{J} = \sigma \mathbf{E} + \mathbf{J}_{\text{src}}
\]

(20)

where \( \sigma \) is the conductivity of the metal, \( \mathbf{E} \) is the induced electric field inside the metal region, and \( \mathbf{J}_{\text{src}} \) is the impressed current. Then, the eddy current distribution \( \mathbf{J}_{\text{eddy}} \) is given by

\[
\mathbf{J}_{\text{eddy}}(\mathbf{r}) = -j\omega \sigma \left[ \int_{V_i} G^K(\mathbf{r}, \mathbf{r}') (\mathbf{J}_{\text{eddy}}(\mathbf{r}') + \mathbf{J}_{\text{src}}(\mathbf{r}')) \, d\mathbf{r}' + \mathbf{A}_{\text{ext}}(\mathbf{r}) \right]
\]

(21)

where \( G^K(\mathbf{r}, \mathbf{r}') \) is the Green’s function of the vector potential, and \( \mathbf{A}_{\text{ext}} \) is an external vector potential. From this equation, one must realize about the existence of two eddy current sources. The first source is the impressed current \( \mathbf{J}_{\text{src}} \) in the volume, and the second is the external field \( \mathbf{A}_{\text{ext}} \). In the case of an inductor, the external magnetic field in a metal strip is due to the magnetic coupling with all the remaining strips. In order to simplify the calculation, one can assume that \( \mathbf{A}_{\text{ext}} \) is not affected by the current redistribution, i.e.,

\[
\begin{align*}
\mathbf{A}(\mathbf{r}) &= \int_{V_i} G^K(\mathbf{r}, \mathbf{r}') \mathbf{J}_i(\mathbf{r}') \, d\mathbf{r}' \\
&\quad + \sum_{j=1}^{N} \int_{V_j} G^K(\mathbf{r}, \mathbf{r}') \mathbf{J}_j(\mathbf{r}') \, d\mathbf{r}' \\
&\approx \int_{V_i} G^K(\mathbf{r}, \mathbf{r}') \mathbf{J}_i(\mathbf{r}') \, d\mathbf{r}' \\
&\quad + \sum_{j=1}^{N} \int_{V_j} G^K(\mathbf{r}, \mathbf{r}') \mathbf{J}_{\text{src},j}(\mathbf{r}') \, d\mathbf{r}'
\end{align*}
\]

(22)

where \( \mathbf{J}_i, \mathbf{J}_j \) are the density current distribution at the metal strips \( i \) and \( j \), and \( \mathbf{J}_{\text{src},j} \) is the impressed current in strip \( j \). Therefore, (21) becomes

\[
\mathbf{J}_{\text{eddy}}(\mathbf{r}) = -j\omega \sigma \left[ \int_{V_i} G^K(\mathbf{r}, \mathbf{r}') (\mathbf{J}_{\text{eddy},i}(\mathbf{r}') + \mathbf{J}_{\text{src},i}(\mathbf{r}')) \, d\mathbf{r}' \right] \\
+ \sum_{j=1}^{N} \int_{V_j} G^K(\mathbf{r}, \mathbf{r}') \mathbf{J}_{\text{src},j}(\mathbf{r}') \, d\mathbf{r}'
\]

(23)

The external field is now directly related to the impressed current and a relation between \( \mathbf{J}_{\text{src}} \) and \( \mathbf{J}_{\text{eddy}} \) can be found. The integral equation (23) does not have a closed analytical solution and numerical methods must be used to solve the problem.

It is possible to simplify the problem based on a simple mesh of the strip, where no end effects are considered. In this case, the relevant physics of the problem is completely taken into account. Fig. 8 shows the mesh and conditions to analyze the eddy currents due to an external field. From symmetry considerations, two opposite sign currents will flow through the edges of the metal strip. Recalling (22), the external magnetic field from the remaining metal strips can be written in a simple way as

\[
\mathbf{B}_{\text{ext}} = \nabla \times \mathbf{A} \Rightarrow \mathbf{B}_{\text{ext}}(\mathbf{r}) = G(\mathbf{r}) \mathbf{I}
\]

(24)

where \( G(\mathbf{r}) \) is a function of the inductor geometry, and \( \mathbf{I} \) is the impressed current. The total magnetic field at the point \( \mathbf{r} = \mathbf{P} \), including the effect of the unknown eddy currents, can be expressed then with the equation

\[
B(\mathbf{P}) = G(\mathbf{P}) \mathbf{I} - \frac{4\mu_0 \Delta \mathbf{I}}{\pi W} \frac{1 + q}{(1 - q)(1 + 3q)}
\]

(25)

where \( \mu_0 \) is the permeability of free space, \( W \) is the width of the strip, \( q \) is the ratio of \( W_i/W \) (\( W_i \) is the width of the mesh at the center of the strip), and \( \Delta \mathbf{I} \) is the unknown magnetically induced current. Notice that \( \Delta \mathbf{I} \) is, in general, a complex number.

Finally, using Ohm’s law, the unknown \( \Delta \mathbf{I} \) can be solved in a closed expression as a function of \( \mathbf{I} \)

\[
\Delta \mathbf{I} = \frac{K \Lambda + j\Lambda}{1 + K^2} \mathbf{I}
\]

(27)

\( K \) and \( \Lambda \) are defined as follows:

\[
K = \frac{\mu_0 W f (1 - q^2)}{2R_s (1 + 3q)}
\]

(28a)

\[
\Lambda = \frac{(1 - q) W_s^2 \pi f G}{8 R_s}
\]

(28b)

where \( R_s \) is the sheet resistance of the metal. The main difference with any other previously developed expression is that the phase between the eddy current and the impressed current appears naturally. The reason is that the redistribution of the magnetic field due to the eddy currents has also been included in the derivation. Now, the losses and the contribution, namely, \( R_{L\text{ext}} \), to the resistor value \( R_4 \) can easily be calculated as

\[
R_{L\text{ext}} = \frac{P_{\text{loss}}}{|\mathbf{I}|^2}
\]

(29b)
The values of \( f_0 \) and \( \lambda \) are

\[
\lambda = \left( \frac{4\mu_0(1+q)}{\pi W G(1+3q)} \right)^2
\]

\[
(30a)
\]

\[
f_0 = \frac{2R_s(1+3q)}{\mu_0 W (1-q^2)}.
\]

\[
(30b)
\]

The same procedure can be applied for the computation of the eddy currents due to an impressed current in the metal strip. In that case, the final solution for the contribution to the resistance value is given by

\[
P_{\text{loss}} = R_{\text{DC}} \left( 1 + \frac{4q}{(1-q^2)^2} \left( \frac{f}{f_0} \right)^2 \right) |J|^2.
\]

\[
(31)
\]

Finally, the value of \( R_{\text{q}} \) is found by the addition of the two contributions to the losses, i.e., (29a) and (31).

\[
R_{\text{q}} = R_{\text{DC}} + R_{\text{RF}} \left( \frac{\left( \frac{f}{f_0} \right)^2}{1 + \left( \frac{f}{f_0} \right)^2} \right).
\]

\[
(32)
\]

In (32), \( R_{\text{DC}} \) accounts for the ohmic losses, \( R_{\text{RF}} \) is related to the magnetically induced losses due to the external magnetic field and due to the current through the conductor at very high frequencies, and \( f_0 \) is a frequency factor that controls the transition from the low-frequency to the high-frequency behavior. We would like to stress the fact that all the parameters in (32) are not fitting parameters, but values obtained from analytical expressions.

Once more, electromagnetic simulators can be used to demonstrate the predicted behavior. Fig. 9 shows the comparison between the losses in an inductor computed with a quasi-static numerical simulator, and the results given by (32) and [17] and [19]. In [19] an approximate behavior is given until the frequency \( f_0 \) is reached; but then, it diverges from the actual value because the phase of the induced current has not been properly computed.

IV. EXPERIMENTAL RESULTS

The accuracy of the developed compact model is compared directly with the experimental data of a micromachined inductor. We must stress the fact that this model has only one fitting parameter, i.e., the capacitance \( C_f \), obtained with the modified fitting procedure of Section III-B. The results are given in Fig. 10, where a very good agreement is shown until some frequency range after the SRF of the inductor is reached.

V. CONCLUSION

This paper has presented relevant results of an exhaustive analysis of integrated inductors. The main and new features of the developed model are the ability to evaluate the equivalent inductance, including the phase shift in the current, and the frequency-dependent series resistance by means of analytical expressions derived from physical considerations. In addition, this model introduces as a new set of variables the width of each metal strip, which enables the study and development of layout optimization algorithms. A modified method to compute the value of the fringing capacitance \( C_f \) has also been given. The accuracy of the model has been proved with actual measurements.

It has also been shown that electromagnetic simulators are valuable tools in order to develop scalable models. With them, one can quantify the contribution of each particular physical phenomenon that takes place in the inductor. The physical-based frequency-dependent compact model developed in this paper can easily be implemented inside commercial design environments to obtain high-quality inductors in the design of oscillators, LNA, and other MMIC-RFIC circuits.
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